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AliEn (Alice Environment) is a grid-like system for job distribution and data management developed by the Alice Collaboration.
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The AliEn system has already been used as a production system for The AliEn Job Cycle Interfacing to EDG:
several Alice Montecarlo simulation productions. Based on existing, J .

The whole Grid (namely, a Resource Broker) is

e Remote package management e Any data produced is stored on the ~ ® Lnhterface sites” are the contact points between the two systems: an Interface Site is an
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e Support for metadata management ./&a P —— 1 S local Storage Element, and files are EDG User Interface machine that runs also, as services, the AIliEn client suite: Storage
e Accepts Globus certificates e et registered in the Data Catalogue Element, Computing Element and Cluster Monitor.
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T Daﬁh@g&' e The Interface Machine takes care of JDL translation, of interfacing to Resource Brokers and

Catalogue |I" “kijo registration Replica Catalogues, and of staging files between the two systems.
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e The interface may become a bottleneck, but it is possible to deploy more than one.
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= e One such interface is in place in Torino, Italy, submitting jobs to the EDG testbed and to the
GLUE-enabled DataTAG testbed: grid012.to.infn.it
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«The Job Submission interface is implemented as a "Local Queue” object (like PBS or LSF):;

Requirements = member (other.Packages,"AliRoot") ;

| a Resource Broker is seen as a single queue. Packages = "AliRoot";
| Arguments = "--round 2002-02 --run 00071 --event 269 --version v3.09.06";
HLE | Executable = "/Alice/bin/AliRoot.sh";
hCh . . | L o InputFile = {"LF:/alice/simulation/2002-02/v3.08.02/00071/Config.C",
@GRID Int f eWhen the AliEn Computing Element "pulls” a job from the server, a new JDL file is generated from the "LF:/alice/simulation/2002-02/v3.08.02/00071/grun.C"};
. . . . . . . . . T = "Job";
Server| nterrace original AliEn JDL (which is not directly compatible with EDG JDL), adding: outputFile = {“galice.root”};
e Site e requirements for asuitable version of AliEn runtime environment;

' e requirement for outgoing network connectivity from the Worker Node (needed to contact the server)
e environment variables containing the ProcID and the JobToken (used by the WN to authenticate
itself with the server) and some configuration information needed to run AliEn on the WN

A Job submission

# JODL automatically generated by AliEn
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e In AliEn JDL files, a SpecialRequirements ClassAd attribute can be used to pass requirements that are Executable = "/opt/alien/bin/alien";
EDG CE <-|— . . Arguments = "RunJob 103742";
— hot meaningful o AliEn Stdoutput = "std.out";
StdError = "std.err”;
. EDG SE . . . Ot_:tPutSandbo:_: - { "s:d'.'err" " ::S.td.out" };
AliEn SE o The job is then submitted to the Resource Broker e e TR
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Status report i

e When the job arrives on the WN, AliEn code is run to contact the server, piping the stdout and stderr "ALIEN SE MSS=EDG", \ .
"ALIEN SE FULLNAME=Alice: :Torino::EDG", \

streams to the logging system "ALIEN DISABLE PACKAGES=1"};
Requirements = \
Member (other.GlueHostApplicationSoftwareRunTimeEnvironment, "ALIEN-1.29.10") \

. . . . && Member (other.GlueHostApplicationSoftwareRunTimeEnvironment, "ALICE-3.09.06") \
e Adatabase of EDG/AIIEn JobID correspondencesis kept by the interface CE to keep track of jobs that && Member (other .GlueHostNetworkAdapterOutboundIP==true)

did not reportyet to the server

All files generate dare dOUbly- «The Storage Element/Replica Manager interface is implemented as a "Mass Storage System” object (like CASTOR or HPFS).

registered in both (AliEn and
. e The CloseSE (in EDG terms) is determined by AliEn code (running on the WN) from the .BrokerInfo file
EDG/Globus) Replica Catalogues, ( ) ! (running ) EDG CE

. v ene e The file is stored in the selected SE and registered in EDG Replica Catalogue, while uniqueness of the Logical File Name is enforced by AliEn
thus ensuring accessibility from

o An output file is generated by an AliIEN job running on some EDG site

e An "intermediate” file name is generated using the EDG LFN and the Virtual Organization name (to allow form multiple VO/RC) EDG SE PFN
both systems. L o o o
e The file is then registered in AliEn Data Catalogue using this "intermediate FN" as Physical File Name. !
Alkn p
Grid012.to.infn.it> ali ADDE Data
ri .to.infn.it> alien =
Connecting to database alien_ system in aliendb.cern.ch:3307 ... |:| [m Catalogue B
[aliendb.cern.ch:3307] /alice/cern.ch/alice/ > whereis /proc/103742/galice.root \/—
And the file is in Alice::Torino::EDG edg://alice/0000l1.galice.root.1047921833 e
e T e EDG://<RC>/<LFN>
grid0l12.to.infn.it> edg-replica-manager-listReplicas -c /opt/edg/etc/alice/rc.conf -1 00001l.galice.root.1047921833 HL‘EH § — EDG
configuration file: /opt/edg/etc/alice/rc.conf @GRID A R EOTIVE T Wor 21500 1050
logical file name: 00001.galice.root.1047921833 e § =T RC
protocol: gsiftp e o) &lice:: Torine: EDG grid012 to infn it ACTIVE  Tue Mar 4 15:20 1285
o a Alice: Fragua]
For LFN 0000l.galice.root.1047921833 the following replicas have been found: S on asc=a|_Alice Bham: Fils exafol oh hhar™ N\ uk IDLE Thu Feh 151040 1250

1= 3 MM R

location 1: grid025.pd.infn.it//shared/alice/00001.galice.root.1047921833 & e et s R i 5
The program was successfully executed. D S — _—
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translate the AliEn Logical File Name into the corre- ! Site ! E | cess via the AliEn and EDG Replica Catalogues, while [C)aml @GR « :¢\.|lEn LFN
sponding EDG LFN... E E : 4_:L jobs running on EDG sites can access directly the elogue AliEn PFN
| AliEn Client | E EDG CE I AliEn Data Catalogue.
3. ..and generates the appropriate InputData I | i I
. . . | EDG UI ; | EDG SE |« i ! . |
ClassAds attributes to be included in the JDL. I : : “ e The physical transfer of files is alway performed by ! | ] Interface | I I
: : ! : first staging them to the Interface machine(s), I | | Site ! ! :
. . ! Al'En CE : | | I I ! I I
4. The generated JDL is then submitted to the i | | that again acts as a contact point between the two  ETEE  PATENETa !  IESEEE
Resource Broker, that will take care to send it where | 2 | AliEn SE E i systems. o I I : E I
the dataare available. ' ALEn ] . E AlEnCE |,  [LEDEUE = 1 _E_D_G_S_E_ ol
5. Once running, the job will query again the AliEn Catalogue |- — )| AlEnSE —

Data Catalogue, and the EDG one subsequently, to \/’
actually retrieve the data.
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