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When charged particles pass through a metal pipe, they are accompanied by an image current on the metal surface. With intense short bunches passing near the metal surface, the peak image current density can be very high. This current may result in substantial temperature rise on the surface, especially in multi-bunch operation. In this paper, we derive an explicit formula for the surface temperature rise due to this previously unrecognized pulsed heating effect, and show that it should be taken into account in structure and collimator design for future accelerators.

PACS numbers: 41.20.-q, 44.10.+i

I. INTRODUCTION

In high energy accelerators, beams are brought to the collision point and collision products are detected. To reduce background noise, well defined beams are highly desirable. However, due to intra beam and inter beam interaction, the beams at the end of the long accelerator usually have distorted shapes and beam halo may form as well. Therefore, a collimation section is placed before interaction point, as illustrated in Fig. 1. Damage to the collimator surface, which is observed in SLC operation[1], is a prime consideration in engineering design. For effective collimation, the aperture, 2b, is usually chosen to be about 10σx. The choice of beam transverse size σx at collimation, and consequently 2b, is then restricted by several factors, including wakefield generated by small aperture, the possible damage to the collimator due to the energy density of the beams and magnet designs to achieve the proper beta function. In this article we will introduce another effect that limits the peak current and beam size. It is a result of the pulsed surface heating induced on the collimator surface by the image current.

II. SINGLE BUNCH PULSED HEATING

Taking a cylindrical pipe for example (Fig. 2), the maximum surface magnetic field due to a relativistic charged bunch moving in z direction is

\[ H_x(x = 0, y = 0) = - \frac{I}{2\pi} \left( \frac{1}{a} + \frac{r_0 - a}{r_0 a} \right) \]  

where \( a \) is the distance from the pipe wall, and the bunch current \( I \) can be written in the form

\[ I(z, t) = \frac{Qc}{\sqrt{2\pi} \sigma_z} e^{-(z-vt)^2/2\sigma_z^2} \]

where \( Q \) represents bunch charge. A Gaussian bunch with length \( \sigma_z \) is assumed. In the limit of \( a << r_0 \), the field is well approximated by that of an infinite flat surface (Fig. 3).

\[ H_x(x, y = 0) = - \frac{I}{\pi} \frac{a}{a^2 + x^2} \]  

Inside metals, Maxwell’s equations reduce to a diffu-
sion equation
\[ \nabla^2 H_x = -\sigma \mu_0 \frac{\partial H_x}{\partial t}, \] (4)
where the displacement current term \( \partial D / \partial t \) is negligible. The electric conductivity is represented by \( \sigma \). In the frequency domain, we have
\[ (\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}) \hat{H}_x = j \omega \sigma \mu \hat{H}_x \] (5)
with boundary condition from Eq. (3)
\[ \hat{H}_x(x,y = 0,z,\omega) = -\frac{i(z,\omega)}{\pi} \frac{a}{a^2 + x^2} e^{-1/z}, \] (6)
where the Fourier transform of current
\[ \hat{I}(z,\omega) = \int_{-\infty}^{+\infty} I(z,t) e^{-j\omega t} dt = Q e^{-\omega^2/2\omega^2} e^{-j\omega z/c}. \] (7)
The characteristic frequency spread \( \omega_\sigma = c/\sigma z \). An order of magnitude estimation gives \( \partial^2 / \partial x^2 \approx 1/a^2 \) and \( \partial^2 / \partial z^2 \approx 1/\sigma z^2 \). With \( a \approx 1 \text{ mm}, \sigma z \approx 125 \mu \text{m} \) and \( \omega_\sigma \sigma \mu \approx 1/(80 \text{ mm})^2 \approx (1/a^2, 1/\sigma z^2) \). [9].

Eq. (5) simplifies to
\[ \frac{\partial^2}{\partial y^2} \hat{H}_x = j \omega \sigma \mu \hat{H}_x. \] (8)
Together with Eq. (6), we obtain the solution
\[ \hat{H}_x(x,y > 0,z,\omega) = -\frac{i(z,\omega)}{\pi} \frac{a}{a^2 + x^2} e^{-1/z}, \] (9)
with skin depth \( \delta = \sqrt{2/\omega \mu \sigma} \).

The current density \( \hat{J}_z \) inside the metal is related to the magnetic field by
\[ \hat{J}_z = \frac{\partial \hat{H}_x}{\partial y} = \hat{H}_x(-1 + \frac{1}{\delta}). \] (10)
The resulting ohmic heating, \( |\hat{J}_z|^2 / \sigma \), gives rise to a power spectrum density
\[ \hat{P}_d(x,y,z,\omega) = \left( \frac{i(z,\omega)}{\pi} \right)^2 \left( \frac{a}{a^2 + x^2} \right)^2 \frac{1}{\sigma z} \frac{2}{\delta} e^{-2y/\delta}, \] (11)
which is integrated over frequency to obtain the total energy density deposited by a single bunch
\[ E_d(x,y,z) = \int_{-\infty}^{+\infty} \hat{P}_d(x,y,z,\omega) \frac{d\omega}{2\pi} \]
\[ = \frac{Ze^2}{2\pi} \left( \frac{Q}{\sigma z} \right)^2 \left( \frac{a}{a^2 + x^2} \right)^2 g(y/\delta), \] (12)
The penetration function
\[ g(u) = \int_{0}^{\infty} e^{-z} e^{-2uz^{1/4}} dz \]
\[ = \frac{2}{(2\pi)^{3/2}} \Gamma(4, \frac{u}{16}) \left[ 0, 1, 4, 1/2, 3/4 \right] \] (13)
is expressed in Meijer’s G function[2]. The values of \( g(u) \) and \( e^{-2u} \) are plotted in Fig. 4. There are a few points worth noting. First, \( g(0) = 1 \). Second, at large \( u \), \( g(u) \rightarrow 3/2u^4 \). The penetration function has a longer tail than the exponential. Comparing the integral \( \int_{0}^{\infty} g(y) dy = \int_{0}^{\infty} e^{-2u} du = 0.5 \), it is clear that \( e^{-2u} \) underestimates the total energy by about 18%. For a better approximation of \( g(u) \), we may use \( e^{-2u/\Gamma(3)/4} \), i.e. replacing the argument \( y/\delta \) by \( y/\delta_s \), where the effective skin depth \( \delta_s = \Gamma(3/4)\delta(\omega \sigma) \) accounts for the greater penetration. The exact and approximate solutions are compared in Fig. 5. We will use the effective skin depth in later sections.

![FIG. 4: Penetration function \( g(u) \), and \( e^{-2u} \).](image)

![FIG. 5: Difference between \( g(u) \) and \( e^{-2u} \), \( e^{-2u/1.2254} \).](image)

In writing Eq. (12), we have ignored the heat diffusion over the time scale \( \Delta t \approx \sigma z / c \). This is a good approximation as long as thermal diffusion length is much smaller than the RF skin depth, i.e.
\[ l_{diff} = \sqrt{\frac{K}{C_p}} \Delta t = \sqrt{\frac{K \sigma z}{C_p c}} \approx \delta(\omega \sigma) = \sqrt{\frac{2 \sigma z}{\mu \sigma c}}. \] (14)
which reduces to

\[ \sqrt{\frac{K \mu \sigma}{2C_p}} \ll 1, \quad (15) \]

where \( K \) and \( C_p \) are the thermal conductivity and volume specific heat respectively. Taking copper and titanium for example, \( \sqrt{K \mu \sigma/2C_p} = 0.065 \) and \( 3.8 \times 10^{-3} \) respectively. It shows that Eq. (14) is an excellent assumption for most metals since copper has one of the highest \( K \) and \( \sigma \) of all metals.

To a very good approximation, the single electron bunch pulsed heating can be considered as an instantaneous energy deposition. The instantaneous temperature rise is then

\[ T_1(x, y, z) = \frac{E_i(x, y, z)}{C_p} \]

\[ = \frac{Z_o e^2}{2\pi} \frac{1}{2} \left( \frac{a}{a^2 + x^2} \right)^2 g(y/\delta(\omega_p)) \frac{\sigma_x}{C_p}. \quad (16) \]

It is notable that the peak temperature is independent of the electrical conductivity. The resistive loss and penetration depth are both inversely proportional to the square root of conductivity, and therefore the ratio, energy density, is constant. In our future collider design[3], a titanium spoiler with \( r_0 = 2 \) mm is located in the post-linac collimation section. Taking \( Q = 1.52nC \), \( \sigma_z = 125 \mu m, C_p = 2.36J/cm^3[4] \) and assuming \( a = r_0 \), Eq. (16) gives \( T_1(0) = 0.029^\circ C \). In fact, when the beam is at the center of the circular pipe, Eq. (3) overestimates surface magnetic field by a factor of 2 compared with Eq. (1). The temperature rise should be \( T_1(0) = 0.007^\circ C \).

### III. MAXIMUM SINGLE BUNCH PULSE HEATING

The above example shows that under normal conditions, such a spoiler is quite safe. However, the spoiler is also part of the machine protection system, and is required to survive in the worst case, a full bunch train impact. Such an event corresponds to beam mis-steering/dumping or equipment failure[3]. Under those circumstances the electron bunches can get very close to, even into the metal surface.

Let’s consider a bunch with Gaussian transverse distribution (Fig. 6)

\[ \tilde{I}(x, y, z, \omega) = \tilde{I}(z, \omega) \frac{e^{-x^2/2\sigma_x^2}}{\sqrt{2\pi}\sigma_x^{\frac{3}{2}}} \frac{e^{-(y+v)^2/2\sigma_y^2}}{\sqrt{2\pi}\sigma_y^{\frac{3}{2}}}. \quad (17) \]

Since the electron bunch current in the region \( y > 0 \) is neutralized by a corresponding image current inside the metal, they do not contribute to the magnetic field at \( y = 0 \). And due to its low current density compared to the surface current density \((1/\sigma_y) vs (1/\delta)\), the heating effect is also negligible. Radiation heating, primarily ionization at short distance[5], from electrons passing through metal is an important source, which is considered at the end of the paper. From Eq. (3), the surface magnetic field reads

\[ \tilde{H}_x(x = 0, y = 0, z, \omega) = \int_0^\infty dy \int_{-\infty}^{+\infty} \frac{\tilde{I}(z, \omega)}{\sqrt{2\pi}} \frac{ydz}{\pi y^2 + x^2}. \quad (18) \]

Integrating in \( x \), we have

\[ \tilde{H}_x(x = 0, y = a, z, \omega) = \frac{\tilde{I}(z, \omega)}{\pi \sigma_x \sigma_y} \frac{a \sigma_y}{\sigma_y^2}. \quad (19) \]

where

\[ f(u, v) = \frac{1}{2\sqrt{\pi}} \int_0^\infty e^{-\frac{(w-v)^2}{2\pi v}} \frac{w}{\sqrt{2}} e^{-\frac{u}{\sqrt{2}} dw}. \quad (20) \]

\[ erfc(w) = \frac{2}{\sqrt{\pi}} \int_w^\infty e^{-t^2} dt. \]

In particular,

\[ f(u,1) = \frac{1}{2\sqrt{\pi}} (erfc(-\frac{u}{\sqrt{2}}) - e^{-\frac{u^2}{2}}). \quad (21) \]

The value of \( f(u, v) \) has one maximum as a function of \( u \) for every \( v \). The maxima may be found numerically and its value \( f_{max} \) is fitted to the following function

\[ f_{max}(v) \approx \alpha \sqrt{\frac{1}{2\pi} \log(1 + \pi v)} \quad (22) \]

The parameter \( \alpha \) is nominally 1, which gives the exact asymptotic limit for small and large \( v \). Over the entire range of \( 0 < v < \infty \), this approximation gives the upper limit of \( f_{max} \), and never more than 5.6% off. To be more accurate, a value of \( \alpha = 0.95 \) produces no more than 0.5% relative error over the range of [0.25, 250]. A numerical solution of \( \alpha \) is plotted in Fig. 7 for reference, and in particular, \( f_{max}(1) = 0.54 \) for a round beam.

Following Eq. 19, the maximum magnitude of the surface magnetic field becomes

\[ \tilde{H}_{x_{max}} = \frac{\tilde{I}(z, \omega)}{\pi} \frac{f_{max}(\frac{a}{\sigma_y})}{\sqrt{\sigma_x \sigma_y}}. \quad (23) \]
A. Short thermal diffusion length

If the thermal diffusion length of the bunch train is smaller than the RF penetration depth $\delta_e$, i.e.

$$l_{\text{diff}}^{\text{train}} = \sqrt{\frac{K N_p T_p}{C_p}} \ll \delta_e = \Gamma (3/4) \sqrt{2 \pi \sigma_x / c \mu \sigma},$$

then

$$T_N(y) = N_p T_1(y),$$

where $N_p$ is the number of bunches in a train, and $t_p$ is the bunch separation. Here we have only considered the bunches within one pulse. The 120 Hz pulse structure is of secondary concern because the heat has mostly dissipated before the next bunch train arrives.

B. Long thermal diffusion length

However, in the above configuration, $l_{\text{diff}}^{\text{train}}$ are 3.8 $\mu$m and 1.1 $\mu$m for copper and titanium respectively. While the effective skin depth $\delta_e$ is 0.117 $\mu$m and 0.558 $\mu$m respectively. To the first order, we may assume $l_{\text{diff}}^{\text{train}} \gg \delta_e$ and treat all the energy as deposited on the surface $y = 0$. This will over estimate the surface temperature slightly.

From Eq (11), we can obtain the energy flux $E_j$ deposited on the metal surface by a single bunch

$$E_j(x, y = 0, z) = \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} \int_{0}^{\infty} \hat{P}_\omega dy$$

$$= \left( \frac{Q}{\pi} \right)^2 \left( \frac{a}{a^2 + x^2} \right)^2 \int_{-\infty}^{+\infty} \sqrt{\frac{\mu}{2\pi}} e^{-y^2 / \sigma_y^2} \frac{d\omega}{2\pi}$$

$$= \left( \frac{Q}{\pi} \right)^2 \left( \frac{a}{a^2 + x^2} \right)^2 \sqrt{\frac{\mu}{2\pi}} \sigma_y^2 \frac{\Gamma(3/4)}{2\pi}.$$  

The one-dimensional heat diffusion solution of a point source $E_j \delta(y) \delta(t)$ is[6]

$$T(y, t) = \frac{E_j}{\sqrt{\pi K C_p t}} e^{-y^2 / 4Dt},$$

where diffusion constant $D = K / C_p$. We can write the multi-bunch result as

$$T_N(y, t) = \sum_{n=1}^{N_p} \frac{E_j}{\sqrt{\pi K C_p (t - n t_p)}} e^{-y^2 / 4D(t - n t_p)} H(t - nt_p),$$

where $H(t)$ is a step function with $H = 1$ for $t > 0$, and zero otherwise. When $N_p$ is large, the sum is approximated by an integral

$$T_N(y, t) \approx \int_{0}^{t} \frac{E_j}{\sqrt{\pi K C_p (t - t')}} e^{-y^2 / 4D(t - t')} H(N_p t_p - t') \frac{dt'}{t_p},$$
which yields the surface temperature rise

\[ T_N(0, N_p t_p) = \frac{2\sqrt{N_p E_f}}{\sqrt{\pi K C_p t_p}}. \]  

(31)

Using Eq. (27) and substituting \( a/(a^2 + x^2) \) by \( f_{\text{max}}(\sigma_y/\sigma_x)/\sqrt{\pi \sigma_y \sigma_x} \), we have the maximum temperature rise induced by multi-bunch train

\[ T_N^{\text{max}} = \frac{2\sqrt{N_p Q^2 f_{\text{max}}(\sigma_y/\sigma_x)}^2}{\sqrt{\pi K C_p t_p}} \sqrt{\frac{\mu}{2\sigma_x}} \left( \frac{e}{\sigma_x} \right)^2 \Gamma \left( \frac{3}{2} \right). \]  

(32)

The result has a characteristic \( \sqrt{N_p} \) growth of a diffusion solution. Taking the titanium collimator design as an example, the maximum multi-bunch heating will be \( T_N^{\text{max}} = 83.0^\circ\text{C} \).

C thermal diffusion length comparable with RF penetration depth

In the previous section, we assume that diffusion length \( l_{\text{diff}}^{\text{train}} \) is much larger than the RF penetration depth \( \delta_e \), therefore the energy is treated as if deposited on the metal surface \( y = 0 \). A more accurate calculation takes the RF penetration into account. The temperature rise at \( y = 0 \) due to a delta pulse energy density \( \delta(y-y')\delta(t-t') \) is [6]

\[ T(0, t', y') = \frac{1}{\sqrt{\pi K C_p(t-t')}} e^{-y'^2/4AD(t-t')}. \]  

(33)

Then the surface temperature rise due to a single bunch

\[ T_1(0, t, t') = \int_0^\infty E_d(y') e^{-y'^2/4AD(t-t')} dy'. \]  

(34)

From Eq. (12) we have \( E_d(y') = E_d(0)g(y'/\delta_p) \). Using the exponential approximation for \( g \), we can integrate Eq. (34) to obtain

\[ T_1(0, t, t') = \frac{E_d(0)}{C_p} e^{\frac{-x^2}{4AD(t-t')}} \delta_e, \]  

(35)

\[ \dot{x} = \sqrt{4AD(t-t')/\delta_e}. \]

At \( t = t' \), it reduces to Eq. (16). Using the expansions

\[ e^{\frac{-x^2}{4AD(t-t')}} = \frac{1}{\sqrt{\pi x}} [1 + \sum_{m=1}^\infty \frac{(2m-1)!!}{(-2x^2)^m} ], \]  

(36)

Eq. (35) becomes

\[ T_1(0, t, t') = \frac{E_d(0)\delta_e/2}{\sqrt{\pi AD(t-t')} C_p} [1 + \sum_{m=1}^\infty \frac{(2m-1)!!}{(-2x^2)^m}]. \]  

(37)

Noting that \( E_d(0)\delta_e/2 \) equals the total energy flux deposited by the bunch, the first term of Eq. (37) reproduces the point source result. In this particular case, the diffusion length in Ti between pulses, \( \sqrt{Dt_p} = 0.114\mu\text{m} \), is smaller than the effective skin depth \( \delta_e = 0.558\mu\text{m} \), the expansion does not converge very well for small \( \dot{x} \). So we take Eq. (35) and sum over all the bunches,

\[ T_N(0, t) = \frac{E_d(0)}{C_p} \sum_{n=0}^{N_p-1} e^{\frac{-x^2}{4AD(t-t')}} H(t - nt_p), \]  

(38)

\[ \dot{x} = \sqrt{4AD(t-t')/\delta_e}. \]

The result, plotted in Fig. 9, gives \( T_N^{\text{max}} = 66.5^\circ\text{C} \). It is about 20% lower than the simple estimation from Eq. (32).

V. SUMMARY

We have derived the image current heating on the metal surface due to charged pulses. The results are summarized in the following table.

| TABLE I: Electron pulse heating from image current |
|----------------|----------------|----------------|
|               | single bunch   | multi-bunch heating |
| Temp rise     | \( T_1 = \frac{E_d(0)}{C_p} \sum_{n=0}^{N_p-1} e^{\frac{-x^2}{4AD(t-t')}} \delta_e \) | \( T_N = \frac{E_d(0)}{C_p} \sum_{n=0}^{N_p-1} e^{\frac{-x^2}{4AD(t-t')}} \delta_e \) |
| \( t_{\text{diff}}^{\text{train}} \ll \delta_e \) | \( T_N = \frac{N_p E_d(0)}{C_p} \frac{2}{\pi} \left( \frac{1}{\delta_e} \right)^2 \) |
| \( t_{\text{diff}}^{\text{train}} \gg \delta_e \) | \( T_N = 2\sqrt{N_p \frac{2E_d(0)}{C_p} \frac{1}{\delta_e^2}} \) |
| Beam centered | \( E_d(0) = \frac{2\pi e}{2\pi} \left( \frac{1}{\delta_e} \right)^2 \) |
| Beam near surface | \( E_d(0) = \frac{2\pi e}{2\pi} \left( \frac{1}{\delta_e} \right)^2 \) |
| Beam into surface | \( E_d(0) = \frac{2\pi e}{2\pi} \left( \frac{1}{\delta_e} \right)^2 \) |

The pulsed heating due to charged bunches can be substantial with high peak current, small beam/structure
size and multiple bunches. A future linear collider spoiler design is shown to give 66.5°C temperature rise when a bunch train strikes it. This result should be compared to the corresponding radiation heating from electromagnetic showering and ionization. Assuming the spoiler is shorter than a radiation length and no thermal diffusion, i.e. $\sigma_{x,y} \gg l_{\text{diff}}$, the peak temperature is

$$T_{\text{rad}} = \frac{N_p(Q/e) dE/dx}{2\pi \sigma_x \sigma_y C_p}$$  \hspace{1cm} (39)$$

The energy deposition per unit length $dE/dx \approx 7.2$ MeV/cm$^2$ for titanium, and the resulting $T_{\text{rad}} = 728^\circ$C. Under these parameters, radiation heating is much higher than that from image current. But it is notable that electron pulse heating $T_{\text{e}}^{\text{max}}$ is proportional to $(Q/\sigma_z)^2$ because of $FR$ heating, while radiation heating is linear in $Q$. In situation of high peak current, image current heating will dominate. Taking the Linear Coherent Light Source as an example, the beam parameters are $Q = 0.95$ nC, $\sigma_x = \sigma_y = 38 \mu m$ and $\sigma_z = 20 \mu m$[8]. The Ti spoiler will suffer a pulse temperature rise of $T_{\text{e}}^{\text{max}} = 352^\circ$C and $T_{\text{rad}} = 31.9^\circ$C when a bunch strikes it. Besides comparing temperature rise, one needs to keep in mind that electron pulse heating from image current is a surface phenomenon, while radiation heating is mostly a body effect. Therefore the mechanical effects and engineering requirements are different.

The above numerical examples show that the electron pulse heating due to image current is an important factor that need to be considered in future accelerator design.

The calculation in this paper has used 1-D thermal diffusion equation. For very long pulse and very small beam size, i.e. $l_{\text{diff}} > \sigma_x$, thermal diffusion and energy distribution in x direction (Fig. 6) may need to be considered. The result in Table. I can serve as an upper limit to the maximum temperature rise.
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APPENDIX A: OTHER OBSERVATIONS

The derived expression is also applicable to the case when a beam runs into metal surface at a steep angle, including but not limited to optical transition radiation (OTR) foils, wire scanners and beryllium windows. The surface magnetic field (Fig. 10) from a point charge is still given by Eq. 3. And the maximum surface magnetic field of a beam, Eq. 22, also applies, so do all the other equations. It is notable that the heating is independent of the angle $\theta$.
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