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FOREWORD

This volume entitled “Lecture Notes and Essays in Astrophysics” is the first of a series containing the invited reviews and lectures presented during the biannual meetings of the Astrophysics Group of the Royal Spanish Physical Society (‘Real Sociedad Española de Física’; RSEF). In particular, it includes the conferences and reviews presented during the Astrophysics Symposium held in Madrid (Spain) in July, 2003, during the First Centennial of the RSEF.

Our aim is to offer to the specialized public, and particularly to graduate and postgraduate astrophysics students, a number of selected comprehensive reviews on current topics presented by expert speakers (“Lecture Notes”). These are complemented by a set of chapters on more specific topics (“Essays”).

This first volume gathers a set of lectures that we are very pleased to present. In the first one, Rafael Rebolo describes the Very Small Array (VSA) experiment and reviews the expected recent results on the angular power spectrum of the Cosmic Microwave Background that set constraints on cosmological parameters.

White Dwarfs are the final remnants of low and intermediate mass stars. Their evolution is essentially a cooling process that lasts for $\sim 10$ Gyr and allows us to obtain information about the age of the Galaxy, setting a clear lower limit on the age of the Universe. Jordi Isern and Enrique García-Berro describe the state of the art of the White Dwarf cooling theory and discuss the uncertainties still remaining.

John Beckman and coauthors give a brief, historically based, survey of kinematic observations, essentially of rotation curves of spiral galaxies, produced as techniques have advanced and new wavelength ranges have been opened to observation, and of the Physics which can be derived.

Agustín Sánchez Lavega and coauthors review our current understanding of the general circulation at cloud top levels in the atmospheres of the giant planets Jupiter and Saturn. The interest in these planets has grown strongly in recent years in view of their similarities with the recently discovered giant extrasolar planets.

The final years of the 20th century and the initial years of the 21st century are witnessing a revolution in the construction of large telescopes. This has been possible thanks to the availability of both thin mirror technologies and growing computing power. Astronomy is clearly benefiting from this. Indeed the turn of the century has been rich with new discoveries, from the detections of Extrasolar Planets to the discovery of the the farthest galaxies ever seen or the detection of acceleration in the expansion of the Universe. Spain is leaving her imprint on the telescope making revolution and is promoting the construction of a 10 meter class telescope at the “El Roque de Los Muchachos” observatory, on the Island of La Palma, Spain. The Gran Telescopio Canarias (GTC) is currently at an advanced stage of construction, with science operation expected to start early in 2006. José Miguel Rodríguez Espinosa introduces us to first hand technical considerations on the development and
construction of new-generation telescopes and astronomical instrumentation.

Recent results on Cool Stars, Hot Subdwarfs or Fullerenes in the Interstellar Medium, among several subjects covered, can also be found in the Essays of this book which we hope will provide an interesting insight into selected topics of modern Astrophysics.

The editors are indebted to the Spanish Ministry of Science and Technology (project AYA2001-1657) and to the Royal Spanish Physical Society for financial support.

Minia Manteiga and Ana Ulla
President and Secretary of the Astrophysics Group
Real Sociedad Española de Física
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Abstract: We describe the Very Small Array (VSA) and review the recent results on the angular power spectrum of the Cosmic Microwave Background (CMB) obtained in the Ka-band (ν ≈ 33 GHz) with this instrument. This array has covered an ℓ-range of 150 to 1500 with a relatively high resolution in ℓ compared to previous measurements at ℓ ≥ 1000; this is achieved by using mosaiced observations in 7 regions covering a total of approximately 82 sq. degrees. Our resolution of ∆ℓ ≈ 60 between ℓ = 300 and ℓ = 1500 allows the first 3 acoustic peaks to be identified. Contamination by extragalactic radiosources brighter than 20 mJy has been taken into account by simultaneously monitoring identified sources with a high resolution interferometer. In addition, it has been performed a statistical correction for the small residual contribution from weaker sources that are below this flux limit. There is good agreement between the VSA power spectrum and that obtained by WMAP and other higher resolution experiments like ACBAR and CBI.

We have set constraints on cosmological parameters using VSA data and combinations with other CMB data and external priors. Within the flat ΛCDM model, the combined VSA+WMAP data without external priors gives Ω_m h^2 = 0.111^{+0.016}_{-0.014}, h = 0.73^{+0.06}_{-0.05}, n_S = 0.97^{+0.06}_{-0.05}, 10^{10}{A}_S = 23^{+7}_{-6} and τ = 0.14^{+0.14}_{-0.07}. We also find evidence for a running spectral index of density fluctuations, n_{run} = -0.069 ± 0.032 at a level of more than 95% confidence. However, inclusion of prior information from the 2dF galaxy redshift survey reduces the significance of the result. When a general cosmological model with 12 parameters is considered we find consistency with other analyses available in the literature. The evidence for n_{run} < 0 is only marginal within this model. The fraction of dark matter in neutrinos is constrained to f_ν < 0.087 (95% confidence limit) which implies that m_ν < 0.32 eV if all the three neutrino species have the same mass.
1 Introduction

The CMB is a relic of the primitive Universe observed today as a largely isotropic radiation with Planckian spectral energy distribution of temperature $T_0 = 2.726 \pm 0.004$ K (95% C.L.) [1]. It carries the imprint of the primordial density fluctuations that originated the large scale structure of the Universe providing extremely valuable information on the physical conditions of the very hot and dense early Universe. Peaks in the CMB angular power spectrum are a consequence of the evolution of pressure waves in the primordial plasma before the recombination epoch [2, 3]. These peaks provide information about the primordial density fluctuations, geometry, matter and radiation content and ionization history of the Universe. Their amplitudes and positions are sensitive to many of the most important cosmological parameters.

Following the detection of large angular scale fluctuations in the CMB temperature distribution by the Differential Microwave Radiometer on board the Cosmic Background Explorer (COBE) satellite [4], a major effort has been devoted to measure the angular power spectrum of primordial anisotropies. Several experiments have consistently detected acoustic peaks in the power spectrum in the $\ell$-range $100 - 1000$ [5, 6, 7, 8, 9, 10] and a fall-off in power at high-$\ell$ from the damping tail [11, 12, 13]. The Wilkinson Microwave Anisotropy Probe, henceforth WMAP, has provided the highest sensitivity measurements [14, 15] over the $\ell$-range $2 - 700$. The resulting power spectrum is cosmic variance limited up to $\ell = 350$ and delineates the first 2 peaks (at $\ell \sim 220$ and 550) with excellent signal-to-noise. These recent CMB measurements have brought impressive detailed cosmological information on a wide range of parameters [16], but WMAP is limited in angular resolution and hence has not measured the power spectrum above $\ell \sim 800$ with good signal-to-noise. Additional observations at high angular resolution (angular scales and multipoles are related according to the expression $\theta \sim \frac{120}{\ell}$) are still required to break some of the degeneracies inherent in the CMB power spectrum. Here, we review the recent measurements obtained by VSA out to a multipole of $\ell = 1500$ [17] and discuss their cosmological implications.

2 Interferometry and basic CMB formalism

The temperature fluctuations of the CMB on the sky $\frac{\Delta T}{T_0}(\vec{\mathbf{n}}) \equiv \frac{T(\vec{\mathbf{n}}) - T_0}{T_0}$ are usually expressed in terms of an expansion into spherical harmonics

$$\frac{\Delta T}{T_0}(\vec{\mathbf{n}}) = \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell m}(\vec{\mathbf{n}})$$

where $\vec{\mathbf{n}}$ is a unity vector that indicates the line of sight. Most of the models predict the temperature field to be gaussian. In that case, the statistical properties are
completely characterized by the angular correlation function: the expectation value of the product of temperatures at pairs of points separated by an angle \( \theta \)

\[
C(\theta) = \left( \frac{\Delta T}{T_0} (\hat{\mathbf{n}}_1) \frac{\Delta T}{T_0} (\hat{\mathbf{n}}_2) \right) = \sum_{\ell} \frac{(2\ell + 1)}{4\pi} C_\ell P_\ell (\cos \theta)
\]

where \( \cos \theta = \hat{\mathbf{n}}_1 \cdot \hat{\mathbf{n}}_2 \), and \( P_\ell \) is the Legendre polynomial of order \( \ell \).

The angular power spectrum is defined as the set of \( C_\ell \) that verify:

\[
< a_{\ell m} a_{\ell m'}^* > = C_\ell \delta_{\ell \ell'} \delta_{mm'}
\]

where * indicates the conjugate.

Experiments measure the \( a_{\ell m} \) corresponding to the last scattering surface seen from our position in the Universe. However, the ergodicity property of Gaussian fields allows to determine the angular power spectrum by averaging over the last scattering surface:

\[
< |a_{\ell m}|^2 > \approx \sum_m |a_{\ell m}|^2 \frac{2\ell + 1}{4\ell + 1}
\]

The power at each \( \ell \) is \( (2\ell + 1)C_\ell / 4\pi \). The observing strategy and resolution of each instrument limit the range of angular scales which can be measured as described by the window function [20]:

\[
W_\ell (\hat{\mathbf{n}}_1, \hat{\mathbf{n}}_2) = \int d\mathbf{m}_1 \int d\mathbf{m}_2 A(\hat{\mathbf{n}}_1, \mathbf{m}_1) A(\hat{\mathbf{n}}_2, \mathbf{m}_2) P_\ell (\mathbf{m}_1 \cdot \mathbf{m}_2)
\]

where \( A(\hat{\mathbf{n}}, \mathbf{m}) \) is the instrument response function to signals coming from direction \( \hat{\mathbf{n}} \) when pointing towards direction \( \mathbf{m} \). The particular case \( W_\ell (\hat{\mathbf{n}}, \hat{\mathbf{n}}) \) is frequently referred as window function. The variance of the observed temperature field, or correlation at zero lag (\( \theta = 0 \)), results

\[
< \left( \frac{\Delta T}{T_0} \right)^2 > = \sum_{\ell} \frac{(2\ell + 1)}{4\pi} C_\ell W_\ell
\]

where the window function is denoted as \( W_\ell \).

An interferometer provides a direct measurement of the Fourier transform of the intensity distribution on the sky and hence, a determination of the \( C_\ell \). For a baseline \( d \), the interferometer is sensitive to CMB structure with multipole \( \ell = 2\pi d / \lambda \), where \( \lambda \) is the wavelength of observations. The instantaneous field of view is determined by the primary beam of the antennas. Comprehensive descriptions of the analysis techniques involved in interferometric observations can be found in the literature (see e.g. [18]). Interferometers with different number of dishes/horns, bandwidths, size of primary beam and approximate multipole range have been used in the search for CMB
anisotropies from various locations [19]. These instruments are rather insensitive to atmospheric distortion of the microwave signals (see e.g. [21, 22]).

In the early 90s, the Jodrell Bank-IAC 33 GHz interferometer, a pioneer two-element instrument installed at Teide Observatory clearly demonstrated the feasibility of high-sensitivity interferometric measurements of the CMB anisotropy from this site. This precursor of VSA measured CMB fluctuations with amplitude $\Delta T_\ell = 43 \pm 13 \mu K$ and $63 \pm 7 \mu K$ at $\ell = 109$ and 208, respectively [23, 24]. A new generation of CMB interferometers has started operation very recently: the Cosmic Background Imager (CBI, [25]) in the Atacama desert, the Degree Angular Scale Interferometer (DASI, [8]) in Antarctica and the Very Small Array (VSA, [26]) in Tenerife have achieved very sensitive measurements of the angular power spectrum in the range $200 \leq \ell \leq 4000$.

3 The VSA

The VSA is a purpose-built 14-element radio interferometer (see Figure 1) that has measured the CMB angular power spectrum between $\ell = 150$ and 900 in a compact array configuration [10] and more recently up to $\ell = 1400$ in an extended array configuration [12]. It is located at Teide Observatory (Tenerife) at an altitude of 2340 m. It can operate in the Ka-band (26 – 36 GHz), however, to minimize the contribution of foregrounds to the signal recorded it was decided to operate with a bandwidth of 1.5 GHz at the higher end of the band ($\sim 33$ GHz). Each antenna consists of a conical corrugated horn feeding a paraboloidal mirror and is placed on a 4-m $\times$ 3-m tip-tilt table surrounded by a metal enclosure to suppress as much as possible ground emission. The VSA can observe any sky region between declination $-5^\circ$ and $+60^\circ$. It has been used in two major modes: in the compact configuration, the mirrors were 143-mm in diameter giving a primary beam of $4^\circ$ 6 FWHM; in the extended one, the 322-mm diameter apertures allow longer baselines and therefore higher resolutions to be obtained, with a primary beam of $2^\circ$ FWHM. This configuration has a total of 91 baselines with lengths ranging from 0.6 m to 2.5 m, although the maximum possible baseline length, set by the size of the main tip-tilt table, is $\sim 4$ m. The synthesized beam of a typical VSA field has FWHM $\sim 11$ arcmin over the primary beam.

Combining all 91 baselines the VSA point source sensitivity is $\sim 6$ Jy $s^{1/2}$. This corresponds to a temperature sensitivity, over a synthesized beam area ($\Omega_{\text{synth}} \approx 1 \times 10^{-5}$ sr) of $\sim 15$ mK $s^{1/2}$. The exact value depends on the beam area and on the $u, v$ coverage which in turn depends on the declination and the flagging/filtering of the visibility data.

An important feature of the VSA is the ability to subtract radio sources which contaminate CMB data with a dedicated facility. Combined with map-making capabilities, this makes the VSA ideal for making precise CMB measurements, particularly
4 Observations

The observations with the compact configuration [27] and the initial three regions observed in the extended configuration [12] are already published. During the period 2001-July 2003 VSA conducted observations of 33 additional pointings with the extended configuration. These pointings conform three 7-field mosaics and four 3-field mosaics giving a total area coverage of 82 sq. degrees. The new observations extend the initial regions with a further 4 pointings per region and incorporate a further 4 new regions each with 3 pointings. This corresponds to a factor of $\sim 4$ in the amount of extended array data and a significant increase in sensitivity over the previous results. Furthermore, the increase in sky-coverage and mosaicing in each field allows an improvement in $\ell$-resolution, or reduced bin-bin correlations, using mosaicing techniques. The total effective integration time is $\approx 6000$ hours (250 days) after filtering and flagging of the data. About $\sim 30$ per cent of data was flagged.

The fields were chosen to avoid as much as possible contamination from Galactic and extragalactic emission. High Galactic latitude ($|b| \geq 27^\circ$) fields with low emission as predicted from maps of synchrotron, free-free and dust emission were chosen to minimize Galactic contamination. Fields with bright galaxy clusters were excluded based on existing catalogues [28, 29]. Similarly, fields with bright radio sources ($\geq 500$ mJy) in the NVSS 1.4 GHz survey [30] and GB6 survey at 4.85 GHz [31] were discarded. Avoiding galaxy clusters is important due to the potential for Sunyaev-Zeldovich Effect (SZE) decrements to contaminate VSA data.
5 Data reduction and calibration

The VSA data reduction and calibration procedures are described for the compact and extended configuration in several papers [27, 12]. In [17] full details are given about the reduction of the new extended data. Fourier filtering is used to remove the majority of local undesired signals. The filtering removes typically 10 – 20 per cent of the data. The same fringe-rate filtering technique is also applied to the Sun and Moon. Data are filtered if the Sun and Moon are within 27° and 18° respectively, while if the Sun or Moon are within 9° of the field centre then the entire observation is flagged. No residual Sun or Moon contamination was detected after stacking the data typically integrated over 50 – 100 days. The data are then further smoothed by a factor of 4 to give 64 sec samples and a correction is applied for the atmospheric contribution to the system noise.

Noise figures vary significantly between baselines, so the final step for each observation is the re-weighting of the data based on the r.m.s. noise of each baseline. This is essential to achieve the optimum overall noise level. The data are then stacked together either in hour angle or in the u, v plane. The final data for each field contains \( \sim 10^6 \) visibilities, each of 64 sec integration, which are used directly to make maps.

For power spectrum estimation, the data are binned in the u, v plane to reduce the number of data points. Each visibility has an associated weight calculated by the reduction pipeline.

The first important step in the calibration of the VSA data is to obtain a precise geometric description of the instrument, i.e. to know the positions for each horn with a precision better than 1/10 the wavelength of observation. This also requires the calculation of corrections for amplitudes, phases and the observing frequency. A maximum-likelihood method [32] is used to solve simultaneously all these parameters. Typically, data from an intense radio source (like Tau-A) are collected for this purpose. The results are checked via observations of other bright radio sources. Amplitude and phase corrections are usually calculated from a single calibrator for each of the 91 baselines. An unresolved, non-variable bright radio source allows the measured fringes to be corrected for amplitude and phase.

The absolute flux calibration of VSA is made using observations of Jupiter. In the first years of observations we assumed for this planet a brightness temperature \( T_{\text{Jup}} = 152 \pm 5 \) K (3 per cent accuracy in temperature) at 32 GHz [33]. However, data from WMAP gives a more precise determination of the brightness temperature for Jupiter of \( T_{\text{Jup}} = 146.6 \pm 2.0 \) K at 33.0 GHz [34] corresponding to an accuracy of 1.5 per cent in temperature terms, or equivalently 3 per cent in the CMB power spectrum (\( \Delta T^2 \)). We have adopted this WMAP temperature for Jupiter in the calibration of the new extended array data, and consistently scaled our earlier measurements of the power spectrum.

A number of data checks are systematically applied to the data (stacking data in
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various ways, splitting in different subsets, non-Gaussian tests to search for residual systematics, etc.), but more importantly, a parallel independent reduction for the majority of the data is performed by the three institutions in the VSA collaboration. The comparison of this independent data reduction showed good agreement for both maps and power spectrum measurements.

6 Foregrounds

Radiosources in the fields observed by VSA are first surveyed with the Ryle Telescope at 15 GHz to a limiting flux density of $\sim 10 \text{ mJy}$ [35]. Then these sources are followed with the Source Subtractor (SS), a two-element interferometer located next to the VSA main array operating at the same frequency. It consists of two 3.7 m dishes with a baseline of 9 m providing a resolution of $\sim 3$ arcmin. The observations are conducted simultaneously with VSA, so each source is observed many times during the period of time dedicated to each VSA field. The SS data are calibrated using the flux of the planetary nebula NGC7027, assuming a flux density of $(5.45 \pm 0.20) \text{ Jy}$ at 32.0 GHz and a flat spectral index $\alpha = 0.1 \pm 0.1$ [33]. The SS flux densities of the sources in the VSA fields are subtracted from the visibility data down to a level of 20 mJy ($\sim 8 \mu K$ over the synthesized beam area. The complete source survey is presented by [70]. These source counts are also used to re-scale the 30 GHz differential source count model [36] and to make an estimate of the contribution from faint sources below the source subtraction limit of 20 mJy. The residual source power spectrum ($\sim 210 \mu K^2$ at $\ell = 1000$) is subtracted from the VSA band-power estimates as an uncorrelated statistical correction.

6.1 Galactic foregrounds

At the frequency and high angular resolution of the VSA observations it is not expected a significant contribution of the diffuse Galactic foregrounds: synchrotron emission, free-free emission from ionized gas and vibrational dust emission. The power spectrum of these well known foregrounds decreases with increasing $\ell$ [37] and the VSA fields have been selected in regions of high galactic latitude in order to minimize these potential contaminants. Estimates for these foregrounds in the VSA fields have been obtained using three template maps: the 408 MHz all-sky map for synchrotron [38], the H$\alpha$ data from the Wisconsin H-Alpha Mapper (WHAM, [39]) for free-free emission and the 100 $\mu$m map [40] for dust-correlated emission. Similar considerations as in previous work [27] lead to synchrotron and free-free r.m.s. power values for the VSA extended fields of less than $(10 \mu K^2)$ compared to the CMB fluctuations ($\gtrsim 1000 \mu K^2$).

In addition, we have to consider a more controversial foreground, the so called...
"foreground X" [41], which appears to be correlated with far infrared dust emission. The characteristics of this foreground have not been fully established yet. Some models [42] predict that spinning dust particles may be the carrier with maximum emission in the range 20-30 GHz. For the dust-correlated component, we smoothed the [40] 100 µm map to 22 arcmin ($\ell \sim 1000$) and assumed a nominal coupling coefficient between brightness temperature at 33 GHz and the 100 µm intensity of $T_b/\sqrt{I_{100}} = 10 \mu K/(MJy sr^{-1})$. This is a nominal value averaged for the high latitude sky. The r.m.s. power fluctuations estimates for the VSA fields range between 1 and 90 µK$^2$ at $\ell = 1000$, typically $< 10 \mu K^2$ while the CMB fluctuations are $\Delta T_{CMB}^2 \sim 1000 \mu K^2$ thus, for most of the VSA regions, the Galactic emission is essentially negligible.

6.2 SZ clusters

The VSA fields are selected to avoid known galaxy clusters and minimize any contribution to the CMB temperature from inverse Compton scattering of hot electrons in the intracluster medium, the Sunyaev-Zeldovich (SZ) effect [43, 3]. At the frequency of VSA observations, the SZ effect, produces temperature decrements in the line of sight of the galaxy clusters. The confusion noise produced by a Poisson distribution of unknown high redshift clusters has been estimated using available models [44]. If we adopt $\sigma_8 = 0.9$, we obtain a contribution of $\approx 1$ mJy beam$^{-1}$, approximately six times lower than the noise level in typical VSA maps.

7 Results

7.1 Maps

The maps are produced using a maximum entropy method (MEM) [45]. The binned visibility data used for deriving the power spectrum are also the starting point for map making. First, the Fourier modes in the $u, v$-plane are reconstructed, then these are Fourier transformed to obtain the maps. The MEM algorithm assumed a flat sky as prior. The signal-to-noise ratio of the maps is in the range SNR $\sim 1-3$, the change being primarily due to the varying integration times after flagging and filtering of the data [17]. The sensitivity of the mosaiced maps is slightly higher than this, due to the overlapping of the individual fields.

The VSA maps allow a comparison to be made with other CMB data. The recent WMAP data release [14] has provided 5 all-sky maps at frequencies centred at 22.8 (K-band), 33 (Ka-band), 40.7 (Q-band), 60.8 (V-band) and 93.5 GHz (W-band) with resolutions ranging from 49.2 arcmin (K-band) to 12.6 arcmin (W-band). The signal-to-noise ratio of WMAP data at the VSA resolution is $\sim 1$ and hence much of the CMB signal is lost in the noise. The actual noise level in the WMAP data depends on
position due to the scanning strategy of the WMAP satellite. For the 1-year WMAP data release, the noise is $\sim 100 - 200 \, \mu K$ per 12.6 arcmin pixel in the VSA regions, compared to $\sim 20 \, \mu K$ beam$^{-1}$ in the VSA mosaiced maps.

### 7.2 Power spectrum

The final visibility data are binned into $u, v$ square cells, each 9 wavelengths on a side, to oversample the data. This reduces the number of data points by a factor of $\gtrsim 1000$. Sources are subtracted using position and flux density information from the Source Subtractor. For each VSA pointing there is a final visibility file with $\sim 10^3$ data points.

![Figure 2: The CMB power spectrum as measured by the VSA by combining the data from all 7 VSA regions [17]. The first 3 bins are included from earlier VSA data in a compact array. The errors represent $1 \sigma$ limits. Two alternate binnings (grey and black) are displayed. Absolute calibration is accurate to 3 per cent and is not included in the errors.](http://www.jb.man.ac.uk/research/vsa/vsa_results.html)

The binned visibilities form the basic input to the maximum likelihood analysis for the CMB power spectrum. We used the Microwave Anisotropy Dataset Computational sOftWare (MADCOW) [46] which can deal with mosaiced observations and variable bin-widths. The band powers calculated from the complete VSA data set, both the compact and extended arrays are available at the following URL: [http://www.jb.man.ac.uk/research/vsa/vsa_results.html](http://www.jb.man.ac.uk/research/vsa/vsa_results.html).

The extended array data have little sensitivity at $\ell < 300$. The 3 bins at $\ell < 300$ are therefore dominated by data from the compact array [10]. The error bars were calculated from the probability likelihood functions by enclosing 68 per cent of the area centred on $\ell$, the median $\ell$ value for each bin. Calibration uncertainty (≈ 3 per cent) is not included. Sample variance is included in the error estimates. The
VSA power spectrum (Figure 2) clearly shows the existence of the first three acoustic peaks and the fall-off in power towards higher $\ell$.

8 Cosmological implications

We first consider the standard six-parameter flat ΛCDM model, and then include extra parameters as in the approach adopted by the WMAP team [16, 47, 48]. In the case where we do not impose external priors on the CMB data (WMAP+VSA), we find that there is significant evidence ($>2\sigma$) for negative running; something which is not implied by the WMAP data alone. The significance of this result is sensitive to the inclusion of external priors, the relative calibration of WMAP and VSA, and possible source/cluster contamination of the measured power spectrum. Second, we consider a 12-parameter model fit to WMAP, WMAP+VSA and all available CMB data beyond $\ell > 1000$, illustrating the effects of external priors on the estimated parameters.

8.1 Methodology

Cosmological model

The ΛCDM model assumes that the Universe is flat and dominated by cold dark matter (CDM), baryons and a cosmological constant, $\Lambda$. The densities of these components relative to critical are denoted $\Omega_{dm}$, $\Omega_b$ and $\Omega_\Lambda$ respectively and we define $\Omega_m = \Omega_{dm} + \Omega_b$ to be the overall matter density (CDM and baryons) in the same units. The expansion rate is quantified in terms of the Hubble constant $H_0 = 100h$ km sec$^{-1}$ Mpc$^{-1}$ and we allow for instantaneous reionization at some epoch $z_{re}(<30)$ which can also be quantified in terms of an optical depth $\tau$. The so-called physical densities of the CDM and baryons are defined as $\omega_{dm} = \Omega_{dm}h^2$ and $\omega_b = \Omega_b h^2$. We will consider only adiabatic models and parameterize the initial fluctuation spectrum of this model by

$$P(k) = A_S \left( \frac{k}{k_c} \right)^{n_S},$$

(7)

where $k_c = 0.05$ Mpc$^{-1}$ is the arbitrarily chosen pivot point of the spectrum, $n_S$ is the spectral index and $A_S$ is the scalar power spectrum normalization.

We will also consider a model with a running spectral index,

$$P(k) = A_S \left( \frac{k}{k_c} \right)^{n_S + \frac{1}{2} n_{run} \log(k/k_c)},$$

(8)
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so that the overall spectral index of fluctuations is a function of scale, \( n_S(k) \), given by

\[
\frac{d n_S}{d (\log k)} = n_S + n_{\text{run}} \log \left( \frac{k}{k_c} \right),
\]

(9)

where \( n_{\text{run}} \) is known as the running of the spectral index. For slow roll inflation to be well defined, one requires that \(|n_{\text{run}}| \ll |1 - n_S|/2\) [49]. Under certain choices of priors we find that there is some evidence that this inequality is violated by the preferred fits to the data.

The other parameters which we will consider in our analyses are: \( f_\nu = \Omega_\nu/\Omega_{\text{dm}} \), the fraction of the dark matter which is massive neutrinos; \( \Omega_k = 1 - \Omega_{\text{tot}} \) (\( \Omega_{\text{tot}} = \Omega_{\text{dm}} + \Omega_h + \Omega_\Lambda + \Omega_\nu \)), the curvature in units of the critical density; \( w = P_Q/\rho_Q \), the equation-of-state parameter for a dark energy component modelled as a slowly rolling scalar field; \( n_T \) the spectral index of tensor fluctuations specified at the pivot point \( k_c = 0.002 \text{ Mpc}^{-1} \); \( R = A_T/A_S \), the ratio of the amplitude of the scalar fluctuations, \( A_S \), evaluated at \( k_c = 0.05 \text{ Mpc}^{-1} \), and that of the tensor fluctuations evaluated at \( k_c = 0.002 \text{ Mpc}^{-1} \). In addition to these parameters, for which we fit, we will also comment on various derived quantities: \( t_0 \), the age of the universe; \( \sigma_8 \), the amplitude of density fluctuations in the spheres of \( 8h^{-1}\text{Mpc} \).

### 8.2 CMB data

Four different combinations of CMB data have been considered.

- The first data set, denoted COBE+VSA contains the VSA data as described in the previous sections [17] combined with the COBE data [4, 50].
- The second data set, denoted WMAP contains only the WMAP temperature (TT) data [15] and temperature-polarization cross-correlation (TE) data [51].
- The third data set contains WMAP data and the new VSA data and is referred to as WMAP+VSA. This allows to illustrate the relevance of measurements of the power spectrum on small angular scales.
- Finally, we combine the previous two with all important CMB experiments providing measurements in the region of the second peak of the spectrum and beyond, namely CBI, ACBAR, Boomerang, Maxima, DASI [11, 13, 7, 52, 8]. This last data set is hereafter referred to as AllCMB.

### External priors

In addition to the CMB data sets described above, we consider the effects of other cosmological data, not only to break the degeneracies, but also to see how the mea-
sured CMB power spectrum fits in the wider cosmological context. The external priors used are:

- The constraint on the expansion rate of the Universe from the Hubble Space Telescope (HST) Key project value of $H_0 = 72 \pm 8 \text{ km sec}^{-1} \text{ Mpc}^{-1}$ [53]. The error-bar includes both statistical and systematic uncertainty.

- Constraints on large scale structure from the 2dF Galaxy Redshift Survey [54, 55, 56], which provides measurements on scales $0.02 < k/(h \text{ Mpc}^{-1}) < 0.15$.

- Constraints from Type Ia Supernovae (SNeIa) [57, 58].

- Constraints from the gas fraction ($f_{\text{gas}}$) in dynamically relaxed clusters of galaxies [59] and from the observed local X-ray luminosity function (XLF) of galaxy clusters [60].

- Constraints from cosmic shear (CS) measurements [61].

Parameter estimation

The parameter estimation has been performed using the COSMOMC software package [62]. The calculations were performed on LAM clusters with a total of 42 CPUs at the IAC in La Laguna, Tenerife and the COSMOS supercomputer facility at the University of Cambridge. The COSMOMC software uses the Markov Chain Monte Carlo (MCMC) algorithm to explore the hypercube of parameters on which we impose flat priors. These priors are listed in Table 8.2. Additionally, the software automatically imposes the physical prior $\Omega_{\Lambda} > 0$, which can significantly affect the marginalized probability distributions (see [63] for further discussion).

8.3 Flat $\Lambda$CDM models

Standard six-parameter model

We begin our discussion in the context of the standard flat $\Lambda$CDM model with six free parameters ($\omega_b$, $\omega_{\text{im}}$, $h$, $n_S$, $A_S$, $\tau$) with no external priors.

The constraints derived for the parameters are tabulated in Table 8.3. The values for WMAP alone can be compared with those in [16]. Noting that they present $\omega_m = \Omega_m h^2$, instead of $\omega_{\text{im}}$, there are only minor discrepancies in the central values, although some of the limits appear to be somewhat larger. The preferred value of the redshift of reionization is $z_{\text{re}} = 17^{+8}_{-6}$. The inclusion of the high-resolution data from the VSA modifies the limits on each of the parameters and these are most significant for $n_S$, whose best fitting value reduces from 1.00 to 0.97. The result for $n_S$ will be central to our subsequent discussion of the primordial power
### Basic Parameter Prior

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_b$</td>
<td>(0.005, 0.10)</td>
</tr>
<tr>
<td>$\omega_{dm}$</td>
<td>(0.01, 0.99)</td>
</tr>
<tr>
<td>$h$</td>
<td>(0.4, 1.0)</td>
</tr>
<tr>
<td>$n_B, n_L, n_T$</td>
<td>(0.5, 1.5)</td>
</tr>
<tr>
<td>$10^{10}A_S$</td>
<td>(4, 30)</td>
</tr>
<tr>
<td>$\eta_{run}$</td>
<td>(10, 100)</td>
</tr>
<tr>
<td>$A_S/\mu K^2$</td>
<td>(~500, 500)</td>
</tr>
<tr>
<td>$f_r$</td>
<td>(0, 0.2)</td>
</tr>
<tr>
<td>$\Omega_k$</td>
<td>(~0.25, 0.25)</td>
</tr>
<tr>
<td>$w$</td>
<td>(~0.0, 0.25)</td>
</tr>
<tr>
<td>$R$</td>
<td>(0, 2)</td>
</tr>
<tr>
<td>$n_T$</td>
<td>(~0.0, 3)</td>
</tr>
</tbody>
</table>

#### Table 1: Priors used on each cosmological parameter when it is allowed to vary. The notation $(a, b)$ for parameter $x$ denotes a top-hat prior in the range $a \leq x \leq b$. 

### Parameter Estimates and 68% Confidence Limits for the Standard Six-parameter Flat $\Lambda$CDM Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>COBE+VSA</th>
<th>WMAP</th>
<th>WMAP+VSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_b$</td>
<td>0.0328$^{+0.0073}_{-0.0071}$</td>
<td>0.0240$^{+0.0027}_{-0.0016}$</td>
<td>0.0234$^{+0.0019}_{-0.0014}$</td>
</tr>
<tr>
<td>$\omega_{dm}$</td>
<td>0.125$^{+0.031}_{-0.027}$</td>
<td>0.117$^{+0.018}_{-0.018}$</td>
<td>0.111$^{+0.014}_{-0.016}$</td>
</tr>
<tr>
<td>$h$</td>
<td>0.74$^{+0.15}_{-0.17}$</td>
<td>0.73$^{+0.09}_{-0.06}$</td>
<td>0.73$^{+0.09}_{-0.06}$</td>
</tr>
<tr>
<td>$n_B$</td>
<td>1.05$^{+0.12}_{-0.08}$</td>
<td>1.06$^{+0.09}_{-0.04}$</td>
<td>0.97$^{+0.06}_{-0.03}$</td>
</tr>
<tr>
<td>$10^{10}A_S$</td>
<td>25$^{+11}_{-6}$</td>
<td>27$^{+9}_{-5}$</td>
<td>23$^{+7}_{-5}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Unconstrained</td>
<td>0.18$^{+0.16}_{-0.08}$</td>
<td>0.14$^{+0.14}_{-0.07}$</td>
</tr>
</tbody>
</table>

#### Table 2: Parameter estimates and 68% confidence limits for the standard six-parameter flat $\Lambda$CDM model.
Table 3: Limits on $n_S$ and $n_{\text{run}}$ in the flat $\Lambda$CDM model with a running spectral index for different CMB data sets and external priors.

<table>
<thead>
<tr>
<th>CMB</th>
<th>External</th>
<th>$n_S$</th>
<th>$n_{\text{run}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>COBE+VSA</td>
<td>None</td>
<td>$0.93^{+0.13}_{-0.12}$</td>
<td>$-0.081^{+0.049}_{-0.049}$</td>
</tr>
<tr>
<td>WMAP</td>
<td>None</td>
<td>$0.94^{+0.07}_{-0.06}$</td>
<td>$-0.060^{+0.037}_{-0.036}$</td>
</tr>
<tr>
<td>WMAP+VSA</td>
<td>None</td>
<td>$0.96^{+0.07}_{-0.07}$</td>
<td>$-0.069^{+0.032}_{-0.032}$</td>
</tr>
<tr>
<td>COBE+VSA</td>
<td>HST</td>
<td>$0.92^{+0.11}_{-0.12}$</td>
<td>$-0.081^{+0.048}_{-0.048}$</td>
</tr>
<tr>
<td>WMAP</td>
<td>HST</td>
<td>$0.95^{+0.06}_{-0.07}$</td>
<td>$-0.060^{+0.037}_{-0.037}$</td>
</tr>
<tr>
<td>WMAP+VSA</td>
<td>HST</td>
<td>$0.93^{+0.06}_{-0.05}$</td>
<td>$-0.069^{+0.036}_{-0.036}$</td>
</tr>
<tr>
<td>COBE+VSA</td>
<td>2dF</td>
<td>$1.00^{+0.12}_{-0.13}$</td>
<td>$-0.044^{+0.058}_{-0.061}$</td>
</tr>
<tr>
<td>WMAP</td>
<td>2dF</td>
<td>$0.95^{+0.05}_{-0.06}$</td>
<td>$-0.038^{+0.025}_{-0.037}$</td>
</tr>
<tr>
<td>WMAP+VSA</td>
<td>2dF</td>
<td>$0.93^{+0.05}_{-0.06}$</td>
<td>$-0.049^{+0.035}_{-0.034}$</td>
</tr>
</tbody>
</table>

spectrum. The results from WMAP+VSA are very similar to those presented in [16] for WMAP+ACBAR+CBI. We also find a larger value for $\omega_b$ than suggested by WMAP, WMAP+VSA and standard Big Bang Nucleosynthesis, $\omega_b = 0.020 \pm 0.002$, [64].

Running spectral index models

In the previous section we saw that the inclusion of the VSA data to that of WMAP shifts the derived limits on the spectral index. Standard, slow-roll models of inflation predict that the spectral index will be a function of scale, albeit at a very low level, and it seems a sensible parameter to allow as the first beyond the standard model. The analysis of [16, 48] provided evidence for a non-zero value of $n_{\text{run}} (= -0.031^{+0.015}_{-0.017})$ when using CMB data from WMAP, ACBAR and CBI, along with large-scale structure data.
We will start our discussion by considering the same model as in the previous section with no external priors, but with $n_{\text{run}}$ allowed to vary. The derived limits on $n_S$ and $n_{\text{run}}$ are presented in the first three rows of Table 8.3 for COBE+VSA, WMAP and WMAP+VSA. The derived limits on $\omega_b$, $\omega_{\text{dm}}$ and $h$ are not changed appreciably and the other parameters, $A_S$ and $\tau$ (or $z_{\text{re}}$) are strongly degenerate and $z_{\text{re}}$ will feature in our discussion below.

The values of $n_S$ and $n_{\text{run}}$ are not particularly well constrained by COBE+VSA, but it is worth noting that even in this case there is a definite preference for a value of $n_{\text{run}} < 0$. The results have been included for completeness and provide a useful cross-check. The results for WMAP are somewhat different to those presented in [16]. In particular we find that $n_{\text{run}} = -0.060^{+0.037}_{-0.036}$, a 1.6σ preference for $n_{\text{run}} < 0$, as opposed to $n_{\text{run}} = -0.047 \pm 0.04$ from Spergel et al. [16]. The significance of this result is improved to 2.2σ by the inclusion of the high resolution data from the VSA. We remark that this result comes from CMB data alone.

We have tested the sensitivity of this apparently result to the inclusion of external priors from the HST and 2dF galaxy redshift survey, and the results are also presented in Table 8.3. We see that the effect of the HST prior is to relax marginally the constraint on $n_{\text{run}}$, although there is a significant change in the derived limit on $n_S$. We note that the results for WMAP alone are very similar with and without the HST prior. The inclusion of 2dF does significantly affect our results. Using just WMAP we find that there is only a marginal preference for $n_{\text{run}} < 0$ and the inclusion of VSA only yields a 1.4σ result. We note that this is a shift in the derived value and the error bars do not change significantly.

We have also considered the effects of including other CMB information from the two other high resolution experiments ACBAR and CBI. We find that the inclusion of their results does not appear to be as significant as the VSA in preferring a value of $n_{\text{run}} < 0$ and that the result of considering WMAP+ACBAR+CBI+VSA is very similar to just WMAP+VSA. We note that the ACBAR and CBI experiments quote large global calibration uncertainties (20% and 10% in power), which we believe is at least as responsible for this result as their errors on the individual power spectrum band powers.

Neutrino fraction

As a final extension to our flat $\Lambda$CDM model, it is of interest to include the fraction $f_\nu$ of dark matter in the form of neutrinos. Evidence for a neutrino oscillation, and hence for the existence of massive neutrinos, has been found by solar neutrino and atmospheric neutrino experiments [65, 66, 67, 68]. Further evidence for a non-zero value of the neutrino mass has recently been claimed from cosmological data [69].

In addition to obtaining constraints on $f_\nu$, the inclusion of this parameter will
inevitably lead to some broadening of the marginalized distributions for the other parameters. Of particular interest is whether the constraints on the running spectral index derived above are robust to the inclusion of $f_\nu$. We therefore include $f_\nu$, with the top-hat prior given in Table 8.2, into the running spectral index model. In the analysis of this model, we include the 2dF external prior, since current CMB alone provide only a weak constraint on $f_\nu$.

We find that the 95% upper limit provided by the COBE+VSA data set, $f_\nu < 0.132$, is only marginally larger than that obtained using WMAP data, $f_\nu < 0.090$. The combination WMAP+VSA gives similar limits to WMAP, namely $f_\nu < 0.087$, which corresponds to neutrino mass of $m_\nu < 0.32\text{eV}$ when the neutrino masses are degenerate.

For the parameters $n_S$ and $n_{\text{run}}$, the marginalized distributions have indeed been shifted and broadened by the inclusion of $f_\nu$ although the effects are not very strong. In particular, we note that our earlier finding of a preference for a non-zero value of $n_{\text{run}}$ has been weakened somewhat. A non-zero $n_{\text{run}}$ is still preferred, but at reduced significance. For the WMAP+VSA data set, we obtain $n_S = 0.94^{+0.06}_{-0.06}$ and $n_{\text{run}} = -0.041^{+0.037}_{-0.036}$ with 68% confidence limits.

In the above analysis we used only 2dF as an external prior. It is of interest to investigate the effect of including different combinations of the additional external priors listed in Table 8.2. The effect of these additional priors has been calculated by importance sampling our previous results. We also investigate the effect of including all recent CMB data into our analysis. In Figure 3, we plot confidence limits on all the model parameters for each of our four CMB data sets, each of which, in turn, includes four different combinations of external priors: 2dF, 2dF+$f_{\text{gas}}$, 2dF+$f_{\text{gas}}$+XLF, 2dF+HST and 2dF+CS. The points indicate the median of the corresponding marginalized distribution, and the error bars show the 68% central confidence limit. If the distribution peaks at zero, the point is placed on the axis and the 95% upper limit is shown.

We see that the inclusion of the $f_{\text{gas}}$ and XLF external priors significantly reduces the error bars on all parameters. The most profound effect is obtained from the XLF prior for the parameters $f_\nu$, $\sigma_8$ and $z_{\text{re}}$, as might be expected from [69]. Indeed, it is only with the inclusion of the XLF prior that a non-zero value of $f_\nu$ is preferred and only then at limited significance. For each of the CMB data set combinations, the best-fitting value in this case is $f_\nu \approx 0.05$, which corresponds to neutrino mass of $m_\nu \approx 0.18\text{eV}$ when the neutrino masses are degenerate, with a zero value excluded at around 96% confidence. For $\sigma_8$ the inclusion of the XLF prior significantly reduces the best-fit value and the error bars for all CMB data set combinations. A similar, but less pronounced, effect is seen for $z_{\text{re}}$. 
### Table 4: Parameter estimates and 68% confidence intervals for various cosmological parameters. For $f_{\nu}$ and $R$, the 95% upper limits are quoted.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>WMAP</th>
<th>WMAP+VSA</th>
<th>AllCMB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_{b}h^2$</td>
<td>$0.025^{+0.003}_{-0.003}$</td>
<td>$0.024^{+0.003}_{-0.002}$</td>
<td>$0.024^{+0.002}_{-0.002}$</td>
</tr>
<tr>
<td>$\Omega_{m}h^2$</td>
<td>$0.108^{+0.022}_{-0.021}$</td>
<td>$0.111^{+0.021}_{-0.019}$</td>
<td>$0.113^{+0.017}_{-0.017}$</td>
</tr>
<tr>
<td>$h$</td>
<td>$0.66^{+0.07}_{-0.06}$</td>
<td>$0.66^{+0.08}_{-0.06}$</td>
<td>$0.66^{+0.07}_{-0.07}$</td>
</tr>
<tr>
<td>$z_{re}$</td>
<td>$18^{+7}_{-5}$</td>
<td>$19^{+7}_{-5}$</td>
<td>$17^{+7}_{-5}$</td>
</tr>
<tr>
<td>$\Omega_{k}$</td>
<td>$-0.02^{+0.03}_{-0.03}$</td>
<td>$-0.01^{+0.03}_{-0.03}$</td>
<td>$-0.02^{+0.03}_{-0.03}$</td>
</tr>
<tr>
<td>$f_{\nu}$</td>
<td>&lt; 0.093</td>
<td>&lt; 0.083</td>
<td>&lt; 0.083</td>
</tr>
<tr>
<td>$w$</td>
<td>$-1.00^{+1.24}_{-0.47}$</td>
<td>$-0.99^{+1.24}_{-0.47}$</td>
<td>$-1.06^{+0.24}_{-0.25}$</td>
</tr>
<tr>
<td>$n_{S}$</td>
<td>$1.04^{+0.12}_{-0.11}$</td>
<td>$0.99^{+0.09}_{-0.09}$</td>
<td>$0.96^{+0.07}_{-0.07}$</td>
</tr>
<tr>
<td>$n_{T}$</td>
<td>$0.26^{+0.53}_{-0.40}$</td>
<td>$0.12^{+0.53}_{-0.34}$</td>
<td>$0.12^{+0.53}_{-0.54}$</td>
</tr>
<tr>
<td>$n_{run}$</td>
<td>$-0.02^{+0.07}_{-0.05}$</td>
<td>$-0.04^{+0.05}_{-0.04}$</td>
<td>$-0.04^{+0.04}_{-0.05}$</td>
</tr>
<tr>
<td>$10^{10}A_{S}$</td>
<td>27$^{+4.8}_{-5}$</td>
<td>26$^{+4.9}_{-5}$</td>
<td>25$^{+4.5}_{-5}$</td>
</tr>
<tr>
<td>$R$</td>
<td>&lt; 0.78</td>
<td>&lt; 0.77</td>
<td>&lt; 0.68</td>
</tr>
<tr>
<td>$\Omega_{\Lambda}$</td>
<td>$0.71^{+0.07}_{-0.09}$</td>
<td>$0.70^{+0.06}_{-0.08}$</td>
<td>$0.69^{+0.07}_{-0.09}$</td>
</tr>
<tr>
<td>$\tau_{0}$</td>
<td>14.1$^{+1.4}_{-1.1}$</td>
<td>14.1$^{+1.4}_{-1.2}$</td>
<td>14.4$^{+1.4}_{-1.3}$</td>
</tr>
<tr>
<td>$\Omega_{m}$</td>
<td>$0.31^{+0.09}_{-0.07}$</td>
<td>$0.31^{+0.08}_{-0.06}$</td>
<td>$0.33^{+0.10}_{-0.07}$</td>
</tr>
<tr>
<td>$\sigma_{8}$</td>
<td>$0.76^{+0.14}_{-0.14}$</td>
<td>$0.77^{+0.13}_{-0.13}$</td>
<td>$0.76^{+0.11}_{-0.12}$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>$0.20^{+0.14}_{-0.11}$</td>
<td>$0.20^{+0.15}_{-0.14}$</td>
<td>$0.18^{+0.12}_{-0.10}$</td>
</tr>
</tbody>
</table>
Figure 3: Estimates for cosmological parameters in the flat $\Lambda$CDM running spectral index model, extended to include $f_{\nu}$. Four CMB data sets are considered and, for each data set, four determinations are plotted, corresponding to different combinations of external priors. From left to right the external priors are: 2dF; 2dF+$f_{\text{gas}}$; 2dF+$f_{\text{gas}}$+XLF; 2dF+HST and 2dF+CS. The points indicate the median of the corresponding marginal distributions. The error bars denote 68% confidence limits. If a distribution peaks at zero then the 95% upper limit is shown. The horizontal dashed lines plotted in some of the panels indicate BBN values for $\Omega_b h^2$, the value of $h$ given by the HST key project, the Harrison-Zeldovich value of the spectral index of fluctuations and a zero value for the running index.
8.4 General ΛCDM model

Thus far we have considered only a limited range of flat ΛCDM models. In principle, one should properly include all the relevant unknowns into the analysis in order to obtain conservative confidence limits. In this section, we consider a more general ΛCDM model, in addition to including \( f_\nu \) and \( n_{\text{run}} \), the standard six-parameter flat ΛCDM model is further extended by including \( \Omega_b, \; w, \; R = A_T/A_S \) and \( n_T \). This gives 12 variable parameters in total, for which we adopt the top-hat priors listed in Table 8.2.

For this model, we consider the three CMB data sets WMAP, WMAP+VSA and AllCMB. In addition, we now use both 2dF and SNeIa as our basic external priors, which are required in order to set constraints on our 12-dimensional cosmological parameter space. The corresponding confidence limits on the parameter values are given in Table 8.3.

For \( \Omega_b h^2 \) we see a clear trend towards a lower preferred value (closer to the BBN estimate) as one adds first VSA data and then all remaining CMB data sets. This effect is accompanied by a gradual upwards trend in the preferred \( \Omega_{\text{dm}} h^2 \) value. The other parameters exhibiting such trends are \( n_S \) and \( n_{\text{run}} \). As more CMB data are included, the preferred value of \( n_S \) moves slightly below unity, although this value is by no means excluded. Perhaps more importantly, the upper limit on \( n_S \) is significantly reduced as more CMB data are added. An analogous effect is observed for \( n_{\text{run}} \), for which the addition of VSA data significantly reduces the tail of the distribution for positive values of \( n_{\text{run}} \).

We see that the inclusion of the \( f_\nu \) gas and XLF external priors has the greatest effect on the confidence limits, and that this is most pronounced for the XLF prior and the parameters \( f_\nu, \sigma_8 \) and \( z_{\text{re}} \). It is reassuring, however, that the derived limits on \( f_\nu \) for the general model are very similar to those obtained assuming the simpler flat model. In addition to including \( f_\nu \) and \( n_{\text{run}} \), the standard six-parameter flat which is slightly lower than for the flat case. The effect of the XLF prior on \( \sigma_8 \) and \( z_{\text{re}} \) in the general model is also similar to that observed in the simpler flat case.

9 Conclusions

We have used recent data from the Very Small Array, together with other CMB datasets and external priors, to set constraints on cosmological parameters. We have considered both flat and non-flat ΛCDM models and the results are consistent.

Within the flat ΛCDM model, we find that the inclusion of VSA data suggests that the initial fluctuation spectrum that is not described by a single power-law. The negative running, which reduces the amount of power on small scales and hence the amount of structure at early times, leads to predictions for the epoch of reionization at odds with the best fit to the CMB data. We shall caution that this result may
be affected by the absolute calibration uncertainty of the VSA power spectrum and the residual point source correction due to sources below our subtraction limit of 20mJy. It is possible that an imperfect subtraction, either an over-estimate or an under-estimate, could lead to inaccuracies in the derived limits on the cosmological parameters, in particular on $n_S$ and $n_{run}$.

For the general 12-parameter $\Lambda$CDM model, we find that our marginalized distributions for $n_S$ and $n_{run}$ are broadened, as one would expect. Nevertheless, even in this case, the addition of VSA data significantly reduces tails of the distributions for $n_S$ greater than unity and for positive $n_{run}$, as compared with using WMAP as the only CMB data set. Indeed, these effects are reinforced by the use of the AllCMB data set. The inclusion of additional CMB data beyond WMAP also leads to a noticeable reduction in the preferred value of $\omega_b$ and a corresponding increase in $\omega_{dm}$.

To summarize, we find that there is evidence for $n_{run} < 0$ in a limited class of models, but within the general $\Lambda$CDM model with 12 parameters the evidence is much weaker. Standard models of inflation are generally incompatible with such large negative values of $n_{run}$, but the data appears to point in that direction, although not totally conclusively. The inclusion of an external prior from 2dF appears to weaken the result by fixing $\Omega_m \approx 0.3$ in conjunction with the CMB data. The measurement of $\Omega_m h$ using the galaxy power spectrum is responsible for this shift. It is an interesting question as to how reliable this measurement is since a slight shift in the results, a preference for $\Omega_m h \approx 0.17$ rather than $\Omega_m h \approx 0.21$ would bring their preferred value into line with that suggested by the CMB alone and would uphold the possibility of $n_{run} < 0$. Since none of the galaxy redshift surveys have conclusively observed the turnover in the power spectrum on which this determination of $\Omega_m h$ is based we assert that there is still room for some doubt. We set an upper limit on the mass of each of the three neutrino flavours of $m_\nu < 0.32$eV (95 C.L.). We have shown that measurements of the CMB power spectrum beyond $\ell = 1000$ can have an impact on the estimation of cosmological parameters and that future measurements in this region by the VSA, the PLANCK satellite and others will enable us in the future to make more definitive statements.
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Abstract: White dwarfs are the final remnants of low and intermediate mass stars. Their evolution is essentially a cooling process that lasts for \( \sim 10 \) Gyr and allows to obtain information about the age of the Galaxy as well as about the past stellar formation rate in the solar neighborhood. One of the most important applications is to pose a severe constrain to the age of the Universe. For this reason it is important to identify all the relevant sources of energy as well as the mechanisms that control its flow to the space. In this paper we describe the state of the art of the white dwarf cooling theory and we discuss the uncertainties still remaining.

1 Introduction

The test of self-consistency that all the cosmological models have to fulfill is that the Universe cannot be younger than anyone of the objects it contains. For this reason a huge effort has been invested to identify and determine the age of the oldest objects in the Universe: globular clusters and long-lived stars. In this contribution we examine the role that white dwarfs can play in this affair.

White dwarfs represent the last evolutionary stage of stars with masses smaller than \( 10 \pm 2 \, M_\odot \), with the upper mass limit not yet well known. Most of them are composed of carbon and oxygen, but white dwarfs with masses smaller than \( 0.4 \, M_\odot \) are made of helium, while those more massive than \( \sim 1.05 \, M_\odot \) are made of oxygen and neon. The exact composition of the carbon-oxygen cores critically depends on the evolution during the previous asymptotic giant branch phase, and more specifically on the competition between the \( ^{12}C(\alpha, \gamma)^{16}O \) reaction and the triple-\( \alpha \) reaction, on the details of the stellar evolutionary codes and on the choice of several other nuclear
cross sections. In a typical case, a white dwarf of $0.58 \, M_\odot$, the total amount of oxygen represents the 62% of the total mass while its concentration in the central layers of the white dwarf can be as high as 85%.

In all cases, the core is surrounded by a thin layer of pure helium with a mass in the range of $10^{-2}$ to $10^{-4} \, M_\odot$. This layer is, in turn, surrounded by an even thinner layer of hydrogen with mass lying in the range of $10^{-4}$ to $10^{-15} \, M_\odot$. This layer is missing in 25% of the cases. From the phenomenological point of view, white dwarfs containing hydrogen are classified as DA while the remaining ones (the non-DA) are classified as DO, DB, DQ, DZ and DC, depending on their spectral features, and constitute a sequence of decreasing temperatures. The origin of these spectral differences and the relationship among them is not yet elucidated although it is related to the initial conditions imposed by the evolution of AGB stars, the diffusion induced by gravity, thermal diffusion, radiative levitation, convection at the H-He and He-core interfaces, proton burning, stellar winds and mass accretion from the interstellar medium.

The structure of white dwarfs is sustained by the pressure of degenerate electrons and these stars cannot obtain energy from thermonuclear reactions. Therefore, their evolution can be described just as a simple cooling process \[ L \approx -\frac{dU_{th}}{dt} = -c_V M_{WD} \frac{dT_c}{dt} \] (1)
where $U_{th}$ is the thermal content, $c_V$ is the average specific heat, $T_c$ is the temperature of the (isothermal) core and all the remaining symbols have their usual meaning. To solve this equation it is necessary to provide a relationship among the luminosity and the temperature of the core:

\[ \frac{L}{M_{WD}} = f(T_c) \] (2)
A simple calculation indicates that the lifetime of these stars is very long, $\sim 10$ Gyr, and thus they retain important information about the past history of the Galaxy. In particular, it is possible to obtain the stellar formation rate and the age of the different galactic components: disk, halo and globular clusters.

2 The evolution of the envelope

As it has been mentioned earlier, the envelope of white dwarf stars is a very thin layer ($M_e < 10^{-2} \, M_\odot$), partially degenerate, partially or totally ionized and sometimes
convective, that completely controls the emergent flux of energy. Its behavior is the result of:

1. A non–standard initial chemical composition resulting from hydrogen and helium shell burning in AGB stars,

2. A very efficient gravitational settling that induces the stratification of the envelope in almost chemically pure layers with the lightest element in the top \([2]\), and

3. The existence of mechanisms tending to restore the homogeneity, like convective mixing \([3, 4, 5, 6]\), radiative levitation \([7, 8]\), thermal diffusion \([2]\), accretion from the interstellar medium \([9]\), winds and so on.

There is now a broad opinion that the distinction among the character DA and non–DA is inherited (i.e., it is linked to the origin of the white dwarf itself) although a fraction of them can change their external aspect during the evolution \([10]\). Standard evolution theory predicts that typical field white dwarfs have a core mass in the range of 0.5 to 1.0 \(M\ODOT\) made of a mixture of carbon and oxygen surrounded by a helium mantle of \(M_{\text{He}} \approx 10^{-2}M\WD\), surrounded itself by a hydrogen envelope of \(M_{\text{H}} \approx 10^{-4}M\WD\) \([3, 11, 12]\). Adjusting the parameters in the AGB models it is possible to obtain in the 25% of the cases a white dwarf totally devoid of the hydrogen layer. Since the relative number of DA/non–DA stars changes as the evolution proceeds, a mechanism able to change this property must exist \([10, 13]\).

The idea is that DA white dwarfs start as a central star of a planetary nebula. When its temperature is high enough (\(T_{\text{eff}} > 40,000\) K) radiative levitation brings metals to the photosphere and heavy element lines appear in its spectrum. As the temperature goes down, these elements settle down and disappear. When DAs arrive to the instability strip they pulsate as ZZ Ceti stars. Pulsational data indicates that the masses of the hydrogen layer are in the range between \(10^{-8}\) and \(10^{-4}\) \(M\ODOT\) thus indicating that DAs are born with a variety of layer masses. As the DA star cools down, the convective region deepens and, depending on the mass, reaches the helium layer. When this happens, helium is dredged up and the DA white dwarf turns into a non–DA. Consequently, the ratio between the number of DAs and non–DAs decreases. Stars with a thin H layer (< \(10^{-9}\) \(M\ODOT\)) mix at high temperatures while those having a thick layer (~ \(10^{-4}\) \(M\ODOT\)) never do it.

The evolution of a non–DA star is more complex. They are born as He-rich central stars of planetary nebulae and, as they cool down, they become first PG 1159 stars and then DO stars. The trace amounts of hydrogen still present in the helium envelope gradually float up to the surface and when the effective temperature is of the order of 50,000 K the outer H layer becomes thick enough to hide the He layer and to convert the star into a DA star. When the temperature drops below 30,000 K,
the helium convection zone increases and hydrogen is engulfed and mixed within the helium layer once more. The white dwarf is observed as a non–DA, more precisely as a DB. This lack of non–DA stars in the temperature range of 30,000 to 45,000 K is known as the DB gap. The DB stars gradually cool down and become DZ and DC stars (a fraction of them being DAs in origin). Due to the convective dredge up at the bottom of the helium envelope, some of the non–DAs show carbon in their spectra (DQ stars). Because of accretion from the interstellar medium some of them show hydrogen lines in their spectrum (they are known as DBA class).

3 Overview of white dwarf evolution

The evolution of white dwarfs from the planetary nebula phase to its disappearance depends on the properties of the envelope and the core and has been discussed in detail [11, 12, 14, 15, 16]. To summarize, the cooling process can be roughly divided into four stages: neutrino cooling, fluid cooling, crystallization and Debye cooling.

- Neutrino cooling: \( \log(L/L\odot) > -1.5 \). This stage is very complicated because of the dependence on the initial conditions of the star as well as on the complex and not yet well understood behavior of the envelope. For instance, it
has been found that the luminosity due to hydrogen burning through the pp chains would never stop and could even become dominant at low luminosities, $-3.5 \leq \log(L/L_\odot) \leq -1.5$. It is worth noting that, if this were the case, the cooling rate would be similar to the normal one (i.e., the one that neglects this source) and it would be observationally impossible to distinguish between both possibilities. However, the importance of such a source strongly depends on the mass, $M_H$, of the hydrogen layer. If $M_H \leq 10^{-4} M_\odot$, the pp contribution quickly drops and never becomes dominant. Since asteroseismological observations seem to constrain the size of $M_H$ well below this critical value, this source can be neglected. Fortunately, when neutrino emission becomes dominant, the different thermal structures converge to a unique one, making sure the uniformity of the models with $\log(L/L_\odot) \lesssim -1.5$. Furthermore, since the time necessary to reach this value is $\lesssim 8 \times 10^7$ years for any model, its influence in the total cooling time is negligible.

- **Fluid cooling:** $-1.5 \geq \log(L/L_\odot) \geq -3$. The main source of energy is the gravothermal one. Since the plasma is not very strongly coupled ($\Gamma < 179$), its properties are reasonably well known. Furthermore, the flux of energy through the envelope is controlled by a thick nondegenerate layer with an opacity dominated by hydrogen (if present) and helium, and weakly dependent on the metal content. The main source of uncertainty is related to the chemical structure of the interior, which depends on the adopted rate of the $^{12}\text{C}(\alpha, \gamma)^{16}\text{O}$ reaction and on the treatment given to semiconvection and overshooting. If this rate is high, the oxygen abundance is higher in the center than in the outer layers, resulting thus in a reduction of the specific heat at the central layers where the oxygen abundance can reach values as high as $X_O = 0.85$ [17].

- **Crystallization:** $\log(L/L_\odot) < -3$. Crystallization introduces two new sources of energy: latent heat and sedimentation. In the case of Coulomb plasmas, the latent heat is small, of the order of $k_B T_s$ per nuclei, where $k_B$ is the Boltzmann constant and $T_s$ is the temperature of solidification. Its contribution to the total luminosity is between $\sim 5$ and $10\%$ [18].

During the crystallization process, the equilibrium chemical compositions of the solid and liquid plasmas are not equal. Therefore, if the resulting solid is denser than the liquid mixture, it sink towards the central region. If they are lighter, they rise upwards and melt when the solidification temperature, which depends on the density, becomes equal to that of the isothermal core. The net effect is a migration of the heavier elements towards the central regions with the subsequent release of gravitational energy [19]. Of course, the efficiency of the process depends on the detailed chemical composition and on the initial chemical profile and it is maximum for a mixture made of half oxygen and half...
• **Debye cooling:** When almost all the star has solidified, the specific heat follows the Debye’s law. However, the outer layers still have very large temperatures as compared with the Debye’s one, and since their total heat capacity is still large enough, they prevent the sudden disappearance of the white dwarf in the case, at least, of thick envelopes.

Figure 1 displays the oxygen profiles for the CO core of a ∼0.6 $M_\odot$ white dwarf progenitor obtained just at the end of the first thermal pulse (dotted line). The inner part of the core, with a constant abundance of $^{16}\text{O}$, is determined by the maximum extension of the central He-burning convective region while the peak in the oxygen abundance is produced when the He-burning shell crosses the semiconvective region partially enriched in $^{12}\text{C}$ and $^{16}\text{O}$, and carbon is converted into oxygen through the $^{12}\text{C}(\alpha, \gamma)^{16}\text{O}$ reaction. Beyond this region, the oxygen profile is built when the thick He-burning shell is moving towards the surface. Simultaneously, gravitational contraction increases its temperature and density, and since the ratio between the $^{12}\text{C}(\alpha, \gamma)^{16}\text{O}$ and $3\alpha$ reaction rates is lower for larger temperatures the oxygen mass fraction steadily decreases in the external part of the CO core.

The $^{12}\text{C}$ and $^{16}\text{O}$ profiles at the end of the first thermal pulse have an off-centered peak in the oxygen profile, which is related to semiconvection. Since [17] chose the rate of [20] for the $^{12}\text{C}(\alpha, \gamma)^{16}\text{O}$ reaction, they were forced to use the Schwarzschild criterion for convection and, therefore, they did not find the chemical profiles to be Rayleigh-Taylor unstable during the early thermally-pulsing AGB phase. After the ejection of the envelope, when the nuclear reactions are negligible at the edge of the degenerate core, the Ledoux criterion can be used and, therefore, the chemical profiles are Rayleigh-Taylor unstable and, consequently, are rehomogenized by convection. Notice that, in any case, this rehomogenization minimizes the effect of the separation occurring during the cooling process. Figure 1 also shows the resulting oxygen profile after rehomogenization (dotted-dashed line), and the oxygen profile after complete crystallization (solid line).

### 4 The physics of the cooling

The local energy budget of the white dwarf can be written as:

$$\frac{dL}{dm} = -\epsilon_v - P \frac{dV}{dt} - \frac{dE}{dt} \quad (3)$$

where all the symbols have their usual meaning. If the white dwarf is made of two chemical species with atomic numbers $Z_0$ and $Z_1$, mass numbers $A_0$ and $A_1$, and
abundances by mass $X_0$ and $X_1$, respectively ($X_0 + X_1 = 1$), where the suffix 0 refers to the heavier component, this equation can be written as:

\[-\left(\frac{dI_r}{dm} + \epsilon_v\right) = C_v \frac{dT}{dt} + T \left(\frac{\partial P}{\partial T}\right)_{V,X_0} \frac{dV}{dt} - \int_{M_{WD}}^{M_{WD}} \left(\frac{\partial E}{\partial X_0}\right)_{T,V} \frac{dX_0}{dt} dm \]

where $l_s$ is the latent heat of crystallization and $\dot{M}_s$ is the rate at which the solid core grows; the delta function indicates that the latent heat is released at the solidification front. Notice that chemical differentiation contributes to the luminosity not only through compressional work, which is negligible, but also through the change in the chemical abundances, which leads to the last term of this equation. Notice, as well, that the largest contribution to $L_r$ due to the change in $E$ exactly cancels out the $PdV$ work for any evolutionary change (with or without a compositional change).

Integrating over the whole star, we obtain:

\[L + L_v = -\int_{M_{WD}}^{M_{WD}} C_v \frac{dT}{dt} dm - \int_{M_{WD}}^{M_{WD}} T \left(\frac{\partial P}{\partial T}\right)_{V,X_0} \frac{dV}{dt} dm + \int_{M_{WD}}^{M_{WD}} \frac{dM_s}{dt} \delta(m - M_s) + \frac{\partial E}{\partial X_0} \frac{dX_0}{dt} dm \]

The first term of the equation is the well known contribution of the heat capacity of the star to the total luminosity [1]. The second term represents the contribution to the luminosity due to the change of volume. It is in general small since only the thermal part of the electronic pressure, the ideal part of the ions and the Coulomb terms other than the Madelung term contribute [18, 21]. However, when the white dwarf enters into the Debye regime, this term provides about the 80% of the total luminosity preventing the sudden disappearance of the star [22]. The third term represents the contribution of the latent heat to the total luminosity at freezing. The fourth term represents the energy released by the chemical readjustment of the white dwarf, i.e., the release of the energy stored in the form of chemical potentials. This term is usually negligible in normal stars, since it is much smaller than the energy...
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<table>
<thead>
<tr>
<th>Mixture</th>
<th>$\Delta E$ (erg)</th>
<th>$\Delta t$ (Gyr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C/O</td>
<td>$1.95 \times 10^{46}$</td>
<td>1.81</td>
</tr>
<tr>
<td>A/Ne</td>
<td>$1.52 \times 10^{47}$</td>
<td>9.09</td>
</tr>
<tr>
<td>A/Fe</td>
<td>$2.00 \times 10^{46}$</td>
<td>1.09</td>
</tr>
<tr>
<td>C/O/Ne</td>
<td>$0.20 \times 10^{46}$</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 1: Energy released by the chemical differentiation induced by crystallization and the corresponding delays.

released by nuclear reactions, but it must be taken into account when all other energy sources are small.

The last term can be further expanded and written as [23]:

$$\int_{0}^{M_{WD}} \left( \frac{\partial E}{\partial X_{0}} \right)_{T,V} dM_{0} =$$

$$\left( X_{\text{sol}}^{0} - X_{\text{liq}}^{0} \right) \left( \frac{\partial E}{\partial X_{0}} \right)_{M_{s}}$$

$$\int_{0}^{M_{WD}} \left( \frac{\partial E}{\partial X_{0}} \right)_{T,V} dM_{s}$$

where

$$\left( \frac{\partial E}{\partial X_{0}} \right)_{M_{s}} = \frac{1}{\Delta M} \int_{\Delta M} \left( \frac{\partial E}{\partial X_{0}} \right)_{T,V} dM_{s}$$

and it is possible to define the total energy released per gram of crystallized matter as:

$$\epsilon_{g} = \left( X_{\text{sol}}^{0} - X_{\text{liq}}^{0} \right) \left( \frac{\partial E}{\partial X_{0}} \right)_{M_{s}}$$

The square bracket is negative since $\left( \frac{\partial E}{\partial X_{0}} \right)$ is negative and essentially depends on the density, which monotonically decreases outwards.

The contribution of any source or sink of energy to the cooling rate can be easily computed. For instance, the delay introduced by solidification can be easily estimated to a good approximation if it is assumed that the luminosity of the white dwarf is just a function of the temperature of the nearly isothermal core [23]. In this case:

$$\Delta t = \int_{0}^{M_{WD}} \frac{\epsilon_{g}(T_{c})}{L(T_{c})} dM_{s}$$

where $\epsilon_{g}$ is the energy released per unit of crystallized mass and $T_{c}$ is the temperature of the core when the crystallization front is located at $m$. Of course, the
total delay essentially depends on the transparency of the envelope. Any change in one sense or another can amplify or damp the influence of solidification and for the moment there are not reliable envelope models at low luminosities.

Table 4 displays the energy released in a, otherwise typical, 0.6 $M_\odot$ white dwarf and the delays introduced by the different cases of solidification discussed here assuming that the envelope is the same as in [23] and [15] and that the white dwarf is made of half carbon and half oxygen. The symbol $\Lambda$ represents the effective binary mixture. Its use is probably justified in the case of impurities of very high number such as iron. However, in the case of Ne this assumption is most probably doubtful.

As previously stated, the total delay depends on the transparency of the envelope. In order to illustrate the effects of the transparency of the envelope in the cooling times, in Figure 2 we show several different core temperature–luminosity relationships. The first model atmosphere was obtained from the DA model sequence of [24], which has a mass fraction of the helium layer of $q_{\text{He}} = 10^{-4}$ and a hydrogen layer of $q_{\text{H}} = 10^{-2}$; the second model atmosphere is the non-DA model sequence [25] which has a helium layer of $q_{\text{He}} = 10^{-4}$. However it should be noted that between these two model sequences there was a substantial change in the opacities, and therefore the comparison is meaningless (i.e., the non-DA model is more opaque than the DA one). The remaining two model atmospheres are those of [26] for both DA and non-DA white dwarfs. These atmospheres have been computed with state of the art physical inputs for both the equation of state and the opacities for the range of densities and
temperatures relevant for white dwarf envelopes (although it should be mentioned that the contributions to the opacity of H$^+$ and H$^+$ ions were neglected in this calculation) and have the same hydrogen and helium layer mass fractions as those of [24] and [25], respectively. In all the cases, the mass of the white dwarf is 0.606 $M_\odot$ and the initial chemical profile of the C/O mixture is that of [17].

From Figure 2 one can clearly see that the DA model atmospheres of [24] and [26] are in very good agreement down to temperatures of the order of $\log(T_c) \simeq 6.5$, whereas at lower temperatures the model atmospheres of [26] predict significantly lower luminosities (that is, they are less transparent). In contrast, the non-DA model atmosphere of [26] is by far more transparent at any temperature than the corresponding model of [25]. This is clearly due to the fact that this model was based on the old Los Alamos opacities and include a finite contribution from metals whereas the non-DA atmospheres of [26] are made of pure helium.

With these two sets of model atmospheres [27] computed cooling sequences for the following two cases: 1) crystallization and no phase separation and 2) crystallization and phase separation. The results are shown in Figure 3. The left panel of this figure shows the cooling sequences for the non-DA model envelopes of Hansen — solid lines — and Wood & Winget — dotted lines. The sequences with phase separation correspond, obviously, to the cooling curves with larger cooling times for the same luminosity. The right panel of the figure shows the same set of calculations for the
hydrogen-dominated white dwarf envelopes described previously. Clearly the cooling times are very different depending on the assumed physical characteristics of the adopted atmosphere.

Table 4 displays the uncertainties in the time necessary to fade until $\log(L/L_\odot) = -4.5$. In the lower section of this table the additive contributions to the uncertainty due to the physics of crystallization are shown, whereas the upper section describes the uncertainties due to the rest of the input physics. As it can be seen, the major contribution is provided by the minor chemical species.

On the other hand, it is worth noticing at this point that white dwarfs provide the unique opportunity to check their cooling process in nearly real time. In particular, it is of interest to note that among white dwarfs there is a specific class of stars, known as ZZ-Ceti objects, which have a hydrogen-rich envelope (thus being classified as DA white dwarfs) and show periodic variations in their light curves. G117-B15A belongs to this particular set of stars. The observed periods of pulsation are 215.2, 271 and 304.4 s together with harmonics and linear combinations of the quoted periods, being the dominant pulsation mode the 215.2 s mode. The luminosity variations have been successfully explained as due to $g$-mode pulsations. G117-B15A has been recently claimed to be the most stable optical clock ever found, being the rate of change of the 215.2 s period very small: $\dot{P} = (2.3 \pm 1.4) \times 10^{-15} \text{s s}^{-1}$, with a stability comparable to that of the most stable millisecond pulsars [28]. The rate of change of the period is closely related to its cooling timescale, which can be accurately computed, thus offering a unique opportunity to test any additional (or hypothetical) sink of energy.

$$\frac{d\ln P}{dt} \propto -\frac{d\ln T}{dt} \times \frac{1}{\tau_{\text{cool}}} \quad (10)$$

We have looked for a model that matches the three observed modes as good
as possible [29]. The model that provides the best fit to the observations is $M_\star = 0.55 M_\odot, l = 1, k = 2, 3, 4$ and $\log M_H/M_\star = -4.0$. The rate of change of the period for this model is $P = 3.9 \times 10^{-15} \text{s}^{-1}$. Therefore, the agreement between observations and theory is better than a factor of two. After examining all the possible uncertainties a few words are necessary to justify the discrepancy between this value and the measured rate of change of the period of the 215.2 s mode, $P = (2.3\pm 1.4) \times 10^{-15} \text{s}^{-1}$, and its computed value for the fiducial model. First, the theoretical uncertainties performed in this work can account for a spread of about $\pm 1 \times 10^{-15} \text{s}^{-1}$. Second, the parallax and proper motion [28, 30] contribute as much as $P = (9.2 \pm 0.5) \times 10^{-16} \text{s}^{-1}$.

We thus conclude that taking into account all this uncertainties our preferred model could be safely considered as satisfactory and that our value for $P$ is fully consistent with the observed rate of change of the period.

5 The age and the properties of the Galactic disk and halo

The white dwarf luminosity function is defined as the number of white dwarfs with bolometric magnitude $M_{\text{bol}}$ per cubic parsec and unit bolometric magnitude. The first luminosity functions were obtained by [31]. Since then it has been largely improved [32, 33, 34, 35, 36]. The two main properties of this empirical luminosity function are its monotonic increase when the luminosity decreases, which indicates the cooling nature of the evolution of white dwarfs, and the existence of a short fall at $\log (L/L_\odot) \approx -4.5$ which is interpreted as a consequence of the finite age of the Galaxy. From the comparison between this empirical function and the theoretical one, it is possible to obtain the age of the disk, $T$, and the star formation rate, $\Psi(t)$, as a function of time [37, 38, 39, 40, 41].

Regarding the luminosity function of halo white dwarfs very few things can be said due to the lack of observational data. However there have been considerable efforts to improve the actual situation [42, 43]. Hopefully, future missions like GAIA will remedy this situation [44].

The luminosity function can be computed as

$$n(l) \propto \int_{M_i}^{M_u} \Phi(M) \Psi(T - t_{\text{cool}}(l, M)) \tau_{\text{cool}}(l, M) dM \quad (11)$$

where $l$ is the logarithm of the luminosity in solar units, $M$ is the mass of the parent star (for convenience all white dwarfs are labelled with the mass of the main sequence progenitor), $t_{\text{cool}}$ is the cooling time down to luminosity $l$, $\tau_{\text{cool}} = dt/dM_{\text{bol}}$ is the characteristic cooling time, $M_u$ and $M_i$ are the maximum and the minimum masses of the main sequence stars able to produce a white dwarf of luminosity $l$, $t_{\text{MS}}$ is the main sequence lifetime of the progenitor of the white dwarf, and $T$ is the age.
of the population under study. The remaining quantities, the initial mass function, \( \Phi(M) \), and the star formation rate, \( \Psi(t) \), are not known a priori and depend on the astronomical properties of the stellar population under study.

In order to compare with the observations properly, it is convenient to bin this function in intervals of magnitude \( \Delta M_{\text{bol}} \), usually one or half magnitudes, in the following way:

\[
\langle n(l) \rangle_{\Delta l} = \frac{1}{\Delta l} \int_{l-0.5\Delta l}^{l+0.5\Delta l} n(l) \, dl \tag{12}
\]

where \( \Delta l \) is the size of the luminosity bin that corresponds to \( \Delta M_{\text{bol}} \). It is important to notice here that this binning procedure smooths and ultimately erases the spikes introduced by the sedimentation of Ne and Fe in the observational luminosity function. Therefore, in order to observationally detect the influence of these impurities it would be necessary to have high resolution luminosity functions.

Figure 4 displays the luminosity functions of halo and disk white dwarfs computed with the standard initial mass function. The adopted cooling sequences were those of those from [17], which do not include the effects of Ne and Fe. The theoretical luminosity functions were normalized to the points \( \log(L/L_\odot) \simeq -3.5 \) and \( \log(L/L_\odot) \simeq -2.9 \) for the halo and the disk respectively due to their smaller error bars [45]. The luminosity function of the disk was obtained assuming an age of the
disk of 9.2 Gyr and a constant star formation rate per unit volume for the disk, and those of the halo assuming a burst that lasted 0.1 Gyr and started at $t_{\text{halo}} = 10, 12, 14, 16$ and 18 Gyr respectively. Due to their higher cooling rate, O–Ne white dwarfs produce a long tail in the disk luminosity function and a bump (only shown in the cases $t_{\text{halo}} = 10$ and 12 Gyr) in the halo luminosity function. The detection of such peaks should allow the determination of the age of the galactic halo.

During the derivation of the age of the disk it has been assumed that the star formation rate per unit volume has remained constant all the time along the life of our Galaxy. However, some models of galactic evolution predict that the process of formation of stars started in the central regions of the Galaxy and propagated outwards. If this was the case, a gradual instead of a prompt increase of the star formation rate would be expected. As it can be seen from the definition of the luminosity function, it is impossible to separate the age of the Galaxy from the star formation rate because of the extremely long lifetimes of low mass main sequence stars. That is, very old low mass main sequence stars are able to produce young (in the sense of cooling times) and bright white dwarfs. This implies that the past star formation activity is still influencing the present white dwarf birthrate. This property offers the unique opportunity to obtain the true age of the solar neighborhood instead of just providing a lower limit [41].

The star formation rate can be obtained by solving the inverse problem posed by the definition of the luminosity function. However, since the kernel of the transformation is not symmetric and has a complicated behavior [41], it is not possible to obtain a direct solution and its unicity cannot be guaranteed. Therefore, the only procedure consists in the adoption of a trial function as a star formation rate. This trial function depends on a set of $p$ parameters, and we search for the values of these parameters that best fit the observed luminosity function. That is, we minimize the following function:

$$ f(p) = \sum_{i=1}^{n} \left( \frac{\phi_i(p) - \Phi_i(l)}{\delta \Phi_i} \right)^2 $$

where $\phi_i(p)$ and $\Phi_i$ are the computed and the observed values of the luminosity function, respectively, and $\delta \Phi_i$ are the corresponding error bars of each bin.

As trial functions we have chosen the following three cases:

1. A constant star formation rate, $\Psi$;
2. An almost constant star formation rate plus a relatively extended tail:

$$ \Psi(t) \propto \frac{1}{1 + e^{t - \tau/\delta}}. $$

and,
3. A star formation rate per unit surface that decreases with a timescale $\tau_s$, divided by a scale height above the galactic plane that decreases with a timescale $\tau_h$:

$$\Psi(t) \propto \frac{e^{-t/\tau_s}}{1 + A e^{-t/\tau_h}}.$$

As it is obvious the fits are better when more parameters are considered [41].

Figure 5 displays the star formation rates obtained by solving the inverse problem. It is clear that this function has remained nearly constant, within a factor 2, during the last 9–12 Gyr and that this behavior is compatible with a previous epoch, that could have lasted 2–8 Gyr, of lower activity before reaching the present values. The age of the solar neighborhood obtained in cases 1, 2 and 3 are 9.5, 11 and 20 Gyr respectively.

It is important to notice that since the bright side of the luminosity function is insensitive to the shape of the star formation rate [45], there is a degeneracy in the set of solutions to equation 1. This degeneracy can be removed by improving the dim branch, by obtaining the luminosity of massive white dwarfs and combining these data with statistical properties of red dwarfs.
6 Conclusions

White dwarfs are well studied objects and the physical processes that control their evolution are relatively well understood. In fact most phases of white dwarf evolution can be successfully characterized as a cooling process. That is, white dwarfs slowly radiate at the expense of their residual gravitational energy. This release of energy lasts for long time scales (of the order of the age of the galactic disk: $10^{10}$ yr).

While their detailed energy budget is still today the subject of some debate, their mechanical structures, which are largely supported by the pressure of the gas of degenerate electrons, are very well modeled except for the outer layers. These layers control the output of energy and a correct modeling is necessary to understand the evolution of white dwarfs.

The sedimentation of chemical species induced by crystallization is a major source of energy of coolest white dwarf stars. The delay introduced by the C/O partial separation is of the order of 1 Gyr (this quantity depends on the model of atmosphere adopted). Minor species present in the white dwarf can also introduce huge delays that can range from 0.5 to 9 Gyr. This uncertainty will be solved when good ternary phase diagrams are available.

White dwarfs can provide important information about the age of the galactic disk by comparing their luminosity function at low luminosities, and specially the position of its cut-off, with the theoretical predictions. For this purpose it is necessary to have good theoretical models and good observational data. From the observational point of view, the main sources of uncertainty are the distance to the lowest luminosity white dwarfs, the bolometric corrections, and the chemical composition of the outer layers (i.e., DA if hydrogen is present non-DA if hydrogen is absent). Nowadays, the contribution of the observational uncertainties to the total error budget of the galactic age can be estimated to be as large as 2 Gyr. Of this amount, 1 Gyr comes directly from the binning and sampling procedure and the statistical noise of the low luminosity bins [46].

From the observational point of view, the obtention of good luminosity functions of the disk or globular clusters with resolutions in magnitude better than 0.5 magnitudes could easily allow to test the different phase diagrams. Furthermore, an accurate luminosity function of disk white dwarfs can not only provide a tight constrain to the galactic age and to the shape of the phase diagram of binary mixtures but also has the bonus of providing important information about the temporal variation of the star formation rate.

The scarcity of bright halo white dwarfs and the lack of the good kinematical data necessary to distinguish halo white dwarfs from those of the disk have prevented up to now the construction of a good luminosity function for the halo [43] but probably future missions like GAIA will completely change the situation since high-quality parallaxes and proper motions will result in accurate tangential velocities, thus allowing
a good discrimination of these two populations. Theoretical models indicate that if the halo is not too old, about 12 Gyr, there would be a reasonable chance to detect the corresponding cut off ($M_V \sim 16$) with surveys as deep as $m_V \sim 20$, provided that the DA specimen were dominant. On the contrary, if non-DA white dwarfs turn out to be dominant, the cut-off would be placed at absolute magnitudes as large as 20 and there would be no chance to detect it and, thus to constrain in this way the age of the halo. In any case, indirect information about the halo (age, duration of the burst,...) will come from the comparison of the absolute numbers of red halo dwarfs and white dwarfs in a complete volume limited sample. Furthermore, a robust determination of the bright part of the halo luminosity function could provide important information on the allowed IMFs for the halo and decisively contribute to the solution of the problems posed by the gravitational lensing observations in our halo. Therefore, a simultaneous and self-consistent determination of photometric properties, parallaxes and proper motions of halo white dwarfs could provide us with an unique opportunity to set up a solid platform for the study of the halo properties and to set up constraints to its dark matter content.
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Abstract: In this article we first give a brief, historically based, survey of kinematic observations, essentially of rotation curves of spiral galaxies, produced as techniques have advanced and new wavelength ranges have opened up. We then describe the basic inferences from kinematic measurements relevant to galactic structure: the rotational velocity and the velocity dispersion in gas and stars, and how these are made. This is followed by a selection of observations of individual galaxies, picked to illustrate how structural components: bulges, discs, lenses and bars, can be detected and analyzed kinematically as a complement to, or even a substitute for surface photometry. A further section shows how two dimensional kinematic observations of galaxies are even more powerful than one dimensional long-slit optical observations. This is illustrated by Fabry–Pérot mapping of NGC 1530 in Hα, from which we can clearly detect streaming motions in the arms, high velocity flows on either sides of the bar, and inward spiralling gas flow towards the nucleus, and from which we can also relate velocity gradient behaviour with the enhancement or the inhibition of the star formation rate. Finally we explain how continued technical improvement will ensure continued progress in this mature but rewarding field.

1 Basic galactic kinematics: observational method

The fact that galaxies rotate on their axes was discovered in 1914 by [1] from the curved shapes of long slit spectra of M81 and M104. The first rotation curve of a galaxy was obtained in 1918 by [2] for the central part of the Andromeda nebula, M31, with photographic spectroscopy which needed 80 hours of exposure time! The classical piece of work on the rotation curve of M31 by [3] using emission spectra from
44 H II regions in the central zone of the galaxy and 4 towards the outside, required a total of 292 hours of photographic exposure. Small wonder that real progress in using kinematic measurements to investigate the internal dynamics of galaxies had to await the introduction of modern techniques on large telescopes. Even as late as 1970 Rubin and Ford’s M31 rotation curve (\cite{4}) containing 67 independent data points, was based on 112 hours of observations. The first major step came with the use of image tubes; a long slit spectrum of M31 of quality sufficient to obtain a good major axis rotation curve was possible on the Lick 3.5 m telescope in $\sim 20$ hours during the 1970’s and early 80’s. Since then there have been three major advances in optical rotation curve observing: the use of CCD’s, the use of larger telescopes, and the use of Fabry–Pérot interferometry to obtain radial velocity maps in emission lines over the full face of a galaxy in times of order 3 hours on a 4m telescope.

Complementary rotational kinematic information can be obtained using neutral gas, in either atomic (H I) or molecular (H$_2$) form. The first rotation curve for an external galaxy using H I was obtained by \cite{5}, again for M31, and even in this pioneering measurement they showed that the curve in H I could be measured out to at least twice as far from the galactic centre as the stellar population. The use of H I gives far greater cover of a typical galaxy disc than that of optical emission lines, but suffers from poor angular resolution. One can reach arcsecond resolution with the VLA, but the exposure times reach tens of hours for a field of a few arcminutes, and all other telescopes give poorer resolution. The key molecule for cold gas observations is CO, and with modern millimetre wave interferometers one can go to a couple of arcsec resolution. The first rotation curve in CO was published for the Milky Way by \cite{6}. Here too however exposure times are still rather long, and the number of galaxies observed in this way is limited. We should point out that in terms of the material sampled, H II, H I and CO (which represents H$_2$) cover the main phases of the interstellar medium (ISM) and in terms of physical information are complementary. In terms of kinematic information if all are available they can normally be used in parallel, because kinematically the three types of hydrogen behave essentially equally, but the coverage of the disc is also complementary. To simplify a little, H$_2$ (CO) samples well the centres of most disc galaxies, and their spiral arms, H I samples the whole disc out to large radii, but often with a “hole” in the centre, while H II (via H$\alpha$) samples star forming regions, with high precision but with incomplete bulge, bar and disc cover. The other way to map a galaxy kinematically is, of course via its stellar population. Stellar lines give intrinsically less precise velocities because they are broader and the stellar population often has a high velocity dispersion. We will see below that the kinematic behaviour of gas and stars can be different, and this gives us interesting information about the structural evolution of the galaxy.
2 Velocity fields and their broad interpretation

To first order it is found, from a distillation of much observational material, that disc galaxies are essentially in concentric circular rotation in a plane about a central axis. The velocity of this rotation varies with radius from the galactic centre, and is determined by the radial distribution of mass within the galaxy. The plot of circular velocity $v_r$ versus galactocentric radius $r$ (normally called the “rotation curve”) is observed to be divisible into two regimes: a rapidly rising regime from the centre out to a certain radius, $r_c$, followed by a virtually flat regime (almost constant value for $v_r$ with $r$) from $r_c$ out to very large radii. For a “standard” Milky Way mass galaxy $r_c$ is of order a few kpc at which $v_r$ attains a fairly flat maximum value $v_{r_c}$ of between 200 and 250 km s$^{-1}$. At larger radii the value of $v_r$ is almost constant at a value a little lower than $v_{r_c}$, out to radii of many tens of kpc; a sketch of this is given in Figure 1. The quasi-linear (“rigid body”) behaviour of the inner zone, and the quasi-constant behaviour of the outer zone of the rotation curve are the most standard observational characteristics of rotation curves, but although simple in form, they still defy comprehensive theoretical explanatory models. Of course the flat outer zone, whose great extent was measured in HI out to ten times beyond the limits marked by the stellar population, gave rise to the “missing mass” puzzle, which was a key step along the path to modern cosmologies.

When analyzing the observed two dimensional velocity field of a galaxy as projected onto the sky, taking into account that our observations always give only the

![Figure 1: Basic rotation curve of a typical spiral galaxy, showing how the inner “solid body” curve changes to the outer curve at virtually constant velocity, passing through an intermediate zone with a flat maximum. This curve should follow the overall mass distribution within the galaxy.](image-url)
radial component of velocity in the direction of the observer, we define the key parameters as: $v_{sys}$, the systemic velocity of the whole galaxy (i.e. its redshift); $v_\theta$, the tangential velocity component in the plane of the galaxy, and $v_r$ the radial component (with the initial assumption that there is no out of plane component); $i$ is the angle of inclination between the galaxy and sky planes, and $\phi$, the position angle of the galaxy major axis measured from north through east. With these definitions we can express the observed velocity $v_{obs}$ at any point on the plane of the galaxy as seen projected onto the sky by:

$$v_{obs} = v_{sys} + v_\theta \sin i \cos \theta + v_R \sin i \sin \theta$$

where $R$ and $\theta$ are the polar coordinates of a point $P'(R, \theta)$ in the plane of the galaxy, whose projection onto the plane of the sky is $P(r, \phi)$. These coordinates are related by:

$$\tan \theta = \tan(\phi - \phi_c)/\cos i$$
$$R = r \cos(\phi - \phi_c)/\cos \theta$$

In practice, as explained above, to simplify the analysis in order to get useful results from purely radially measured velocities, we first assume that radial velocities within the galaxy are small, setting $v_R$ to zero. In this ideal purely rotating case, the resulting distribution of velocities radial to the observer will have a form given in Figure 2, where the lines drawn are termed “radial isovels”. The axis of symmetry of this
Figure 3: Schematic of systematic effects which may remain when a model two-dimensional rotation field is subtracted from an observed field in a spiral galaxy, when only one of the relevant parameters is badly selected or measured. From left to right and upper to lower panels: (a) Too large a systemic velocity chosen, (b) Position angle chosen for the analysis is too large, (c) The angle of inclination chosen in too large, (d) The rotation curve is scaled at too large a velocity, (e) The centre of rotation is to the east on the minor axis, (f) The centre of rotation is to the north on the major axis, (f) There is a positive expansion velocity, (g) There is a negative tangential velocity. Note that (a)-(e) represent measurement errors, while (f) and (g) imply true non-rotational velocity fields (in practice (d) and (g) are not easy to distinguish).

Figure is the locus of maximum observed radial velocity, which should coincide with the major axis of the ellipse which defines the projected galaxy disc. The two implied methods of finding this axis, either from disc photometry or from velocity observations, should give indistinguishable results for a “well behaved” galaxy; measuring this axis yields the inclination angle $i$ and position angle $\phi$, for the later velocity analysis. Figure 2 shows the effect of projecting the rotation curve in Figure 1 into two dimensions and shows what we would expect to measure in a galaxy without radial or vertical motions. Any differences between this map and an observed map can then be
carefully analyzed to detect such motions. However one must be sure that the map itself gives correct values of a projected rotation curve. Some of the systematic errors possible which can be detected and corrected in this process are shown in Figure 3, where the assumption is made that a rotationally projected model rotation curve has been subtracted in two dimensions from the observational map. The diagram shows where positive and negative differences are found for different zones in the subtracted map for different types of bad adjustment between model and observations. We can see that some types of errors are best accounted for by systematic errors in the measurements of the systemic velocity, the major axis position angle, or the inclination angle, and others by an error in the position of the centre of rotation. However there are always possibilities of true non-circular velocity components, and as we will see later if the mass distribution within the galaxy suggests that such components should be present, it may be possible to measure them from the velocity field.

It is useful to point out here that when a spectral line measurement is made with the purpose of making a velocity map and extracting a rotation curve, if the spectral resolution is adequate one can derive the dispersion in the velocity of the stars or gas along the line of sight of the observation. In the basic case this dispersion is just measured as the full width at half maximum, or the Gaussian sigma, of the measured...
Figure 5: Major axis kinematics of NGC 7782 (Sb) showing how in the bulge the stars are supported against infall partly by pressure and partly by rotation, so their rotation velocities fall below those of the gas; also the stellar velocity dispersion is notably higher in the centre than that of NGC 470 in Figure 4.

Line profile, either in absorption or in emission. To first order, the stars formed once the gas in a galaxy has settled into a disc will have a relatively low collective velocity dispersion, while the stars formed by gas in essentially radial collapse to form a bulge will have a relatively high dispersion. Typical values for the former are $\sim 50 \text{ km s}^{-1}$ and for the latter are $\sim 200 \text{ km s}^{-1}$. This difference may be used to help distinguish bulge from disc symmetry in a stellar component where this is not obvious from photometry alone, or even pick out a disc where this has previously been termed a bulge from photometric arguments ([7]). Since a stellar population or even a gas component, is supported against gravitational collapse by a combination of its axial rotation (circular motion) and its pressure (radial motion) we would expect to see zones with enhanced velocity dispersion having reduced rotational velocity, and vice versa, so the combination of velocity dispersion with rotation observations give complementary information on dynamic properties. It is also important to note that both emission lines from gas and absorption lines from stars can show multiple peaks.
in their line of sight velocity distributions, and these can be interpreted as multiple population components, e.g. prograde and retrograde stellar motion, or strongly non-circular gas motion due to the presence of a bar. We will see some of these cases in the following sections.

Figure 6: Major axis kinematics of NGC 3521 (Sb); here stars and gas rotate in unison, and the velocity dispersion in the centre is not high, in spite of the bulge. Note that the departures from zero of the symmetry parameter h3 is a clue to a counter rotating component (see Figure 7).

3 Varied phenomenology in galactic rotation curves and velocity dispersions

There is considerable interest for dynamical and structural diagnostics in comparing the rotation curve measurements for stars and gas within the same galaxy. We will use here the rather rich sample presented completely in [9] and followed up in a number of relevant papers ([10], [11], [8]). In late type galaxies, (Sc and later) the rotation curves measured using stellar absorption lines and gaseous emission lines are almost
always in excellent agreement, and the velocity dispersions of both components are relatively low. We will see that this is predicted for a system with a small or virtually absent central bulge. These results hold quite generally, except where the velocity and dispersion are measured close to a galactic bar, when deviations can occur. A good example of these properties is the kinematic information on NGC 470, in fact classified as Sbc, obtained with a long slit spectrum along its major axis, as shown in Figure 4 (from [12]). We can see good agreements between the rotation curves, and dispersion values in general below 100 km s$^{-1}$, which is low compared with values for galaxies with major bulges (see below). As well as the rising inner curve, and the near constant outer curve, we can see a sharp dip (symmetrical on either side of the centre) in velocity, followed by an oscillatory range, just outside 10 arcsec from the centre of the galaxy. This behaviour is what one would predict if the slit cuts zones of non-circular motion associated with the sides of a bar, and the presence of the bar is indeed seen well in the R-band image in Figure 4.

As we move to earlier type galaxies the gas and stars show diverging kinematic behaviour. This is essentially because a classical stellar bulge in any galaxy contains stars which are on “pressure supported” orbits, i.e. their orbits have strong radial velocity components, consistent with bulge formation by radial gravitational collapse of an initial gas cloud, or by near radial infall of captured material. Once a star has condensed out of a collapsing cloud, frictional dynamical processes are greatly reduced, so any effects tending to circularize orbits have extremely long timescales. Gas, on the other hand, always tends to relax into a plane perpendicular to the spin axis of the galaxy, and except in the presence of bars or other strongly non-axisymmetric components, into circular orbits. An excellent example is given by the
Figure 8: Major axis kinematic data for NGC 3898 (Sa), characteristic of galaxies with large bulges. The pressure supported stellar component shows much lower velocities, and much higher velocity dispersions in the bulge than does the gas.

Sb galaxy NGC 7782, in Figure 5 (from [12]) where the results of long slit spectroscopy along the major axis are shown. It is clear that in the inner zone where we can see an obvious bulge in the image, the stellar rotation curve falls well below the velocity of material in rotational equilibrium, which is well represented by the O III emission line rotation curve on the same diagram. While the gas is entirely supported by rotation, the stars are partly supported by “pressure” i.e. they have strong radial components in their orbits. This is well confirmed by the high value of the observed stellar velocity dispersion in the inner part of the galaxy, i.e. over 200 km s$^{-1}$. In the outer part of the rotation curve, corresponding to the exponential disc, the stellar curve rises and matches the gas curve very well, which is just what one would predict. A particularly interesting case is that of NGC 3521 shown in Figure 6 (from [12]). Here we have a case where the stars and gas apparently rotate in perfect unison, but the velocity curves have been obtained from long slit spectra, using only the velocities of the line peaks. However in Figure 6 we can see that the stellar spectral lines are far from symmetric, as shown by the behaviour of the line asymmetry parameter $h_3$ (for a description of the definitions of $h_3$ and $h_4$, not used elsewhere in this paper,
Figure 9: Major axis kinematic data for NGC 980, taken as a typical S0 galaxy. However, the detailed analysis of the velocity dispersion and line symmetry parameters as functions of galactocentric radius strongly suggests a rather small bulge embedded in a central disc plus a larger lens component, in interesting agreement with the conclusion of [7] that a significant fraction of S0’s in fact have small bulges embedded in uniform discs, rather than large bulges as their classification would imply.

but appearing in the figures of this section, the reader is referred to [9]). A closer inspection of the lines reveals that they are double peaked, and when two gaussians are fitted, and new rotation curves plotted, we find an additional stellar rotation curve in the opposite sense to the first one, as seen in Figure 7. This counter rotating component could either be due to the acquisition of stars in a merger, or to the predicted phenomenon of a set of retrograde orbits within a bar ([13]). For further discussion of this case see [8], where it is suggested that an oscillatory pattern in the “flat” outer part of the rotation curve just beyond the steep inner rise, detected in a long slit spectrum from an angle intermediate between major and minor axes of the galaxy, indicates the presence of a bar. This bar must be virtually end on to us, and impossible to detect photometrically. This is an example of how the use of kinematics can enable us to detect, and often resolve structure in galaxies which is not detectable photometrically (see also [9]).
Figure 10: a) Intensity map (zeroth order moment) of the Hα emission in NGC 1530. 
b) Velocity map (first moment) of the Hα emission in NGC 1530. c) Model velocity 
map of NGC 1530, obtained from the Hα rotation curve of the galaxy shown in 
Figure 11, with Hα isointensity contours overlaid. We can clearly see “wiggles” at 
the radii of the spiral arms, due to the density wave streaming motions not subtracted 
off from the rotation curve. d) Map of the residual velocities of NGC 1530, obtained 
by subtracting the model velocity field (Figure 10c, after taking out the ripples due 
to the streaming motions in the spiral arms from the velocity map (Figure 10b).

The rotation curves and velocity dispersion curves for the gas and stars in the Sa
galaxy NGC 3898 are fairly characteristic of those for galaxies with major bulge components, but there is also evidence for an inner “thick, hot” disc as well as the normal outer disc. We can see this evidence in Figure 8 (from [12]), in which the curves have been derived from a long slit spectrum along the major axis of the galaxy. The stellar rotation curve falls well below that of the gas in the inner zone, as seen above for NGC 7782, and the velocity dispersion is very high in the centre, falling quite rapidly from 250 km s\(^{-1}\) to a plateau at \(\sim 150\) km s\(^{-1}\); both types of behaviour are characteristic of the stars in a pressure supported bulge. The line shape parameters \(h_3\) and \(h_4\) show clear departures from zero, indicating the presence of more than one gaussian component in the stellar absorption lines. Close analysis of the individual lines ([10]) reveals that the lines come to us from a rapidly rotating disc superposed on a virtually non-rotating bulge. The separate hot disc is revealed by the plateau in the velocity dispersion of the stars between 12 arcsec and 25 arcsec from the centre of the galaxy, with a value of \(\sim 110\) km s\(^{-1}\) as shown in Figure 8. Beyond this, only the gas velocities can be well measured, and these show a very flat rotation curve with a very slowly declining velocity dispersion in the range \(\sim 50\) km s\(^{-1}\), characteristic of normal galaxy discs. As an example of an S0 galaxy we have chosen NGC 980 because its kinematic differences between stars and gas are not very complex, for example it shows no evidence for counter-rotation, though many similar galaxies do show such evidence. The rotation curves and velocity dispersion curves for this galaxy are shown in Figure 9 (from [12]). The velocity dispersions of both gas and stars are high, \(\sim 250\) km s\(^{-1}\) in the very centre, showing the presence of a dynamically hot bulge, but fall quite rapidly and are below 150 km s\(^{-1}\) at 5 arcsec radius. As for rotational velocity, the gas curve rises more rapidly than the stellar curve between 3 and 10 arcsec from the centre, which is normal for galaxies with bulge components. The stellar velocity shows a plateau, but at 10 arcsec the velocity of the gas dips below that of the stars, and remains lower out to some 20 arcsec, which is certainly unusual. If we look at the line asymmetry parameter \(h_3\) it departs strongly from zero between 5 and 20 arcsec from the centre. [12] explains these features as due to an almost edge on disc component embedded in a more extended lens component, with a very compact luminous bulge with a 2 arcsec extent. This conclusion is in interesting agreement with that of [7] who showed, combining photometric and kinematic arguments, that a fair fraction of S0 galaxies have small bulges embedded in discs, rather than large bulges, as previously understood. The unusual behaviour of the gas rotation curve is explained as being due to a misalignment between gaseous and stellar components, and the whole system is modelled dynamically to fit the observed velocity and other line parameters. As the purpose of this article is to give an overview of the kinds of information which kinematic measurements provide, we will not go more deeply into these inferences here, but refer the reader to [10] and [12], to [8] and to [11], as well as to the most complete source, [9]. We must point out the general conclusion that even single slit rotation curves, obtained with high S:N ratio, high spectral and high spatial
resolution can offer us very powerful kinematic clues to the structure and dynamical history of galaxies, as illustrated here. Naturally two dimensional spectroscopy is in principle even more powerful, and we will describe one particularly interesting data set of this type here below.

4 The velocity field of the ionized gas in NGC 1530

As an excellent illustration of the use of a full two dimensional velocity field we take the case of the strongly barred galaxy NGC 1530 which we have mapped in velocity with a resolution of $\sim 15$ km s$^{-1}$ and an angular resolution of $\sim 1$ arcsec across the full face of the galaxy using a scanning Fabry–Pérot, in H$\alpha$ emission. A detailed analysis of the kinematics and its implications for star formation (SF) can be found in [14]. Here we will stress some of the technicalities of the method and the types of information derivable which cannot be obtained using other methods. In Figure 10 we give a general display of how the observations give us information about the surface brightness and velocity distribution of the ionized gas in the galaxy. The original “data cube” gave a set of individual maps of the galaxy, each in a set narrow wavelength channel, of width $\sim 15$ km s$^{-1}$ in this case. The analysis goes via a set of moment maps: the “zeroth” moment is the integrated surface brightness over all the channels, i.e. the full surface brightness of the galaxy in H$\alpha$ (Figure 10a), the first moment map (Figure 10b) is a two dimensional map of the local radial velocity, as dealt with theoretically in section 1, and the second moment map (not shown in Figure 10, but see [14]) is of the velocity dispersion in the ionized gas.

Here we concentrate on the first moment map which is essentially a map of the velocities of the peaks of the H$\alpha$ emission lines coming from all the pixels in the galaxy. The first step in its analysis gives us the rotation curve, and for NGC 1530 our first order measured rotation curve is shown in Figure 11. The fact that it is symmetric on either side of the centre of the galaxy suggests that we are not falling into any of the gross errors illustrated in Figure 3. However there are some subtle traps which we have not avoided, and which must be corrected in order to give a better plot of the true rotational velocity with radius. Within 5 arcsec of the centre there is a bump where the curve rises more steeply and then falls back to a linear regime, and between 40 and 100 arcsec there is a series of smaller bumps which differ from one side to the other, but with amplitudes well above the error bars. These outer bumps coincide in radius with the spiral arms and are due to non–circular motions associated with these streaming motions. Their amplitudes can be estimated by assuming that the mean matter distribution is radially smooth so that the true rotation curve is smooth. The differences between an interpolated smoothed curve and the observed curve in this range can be converted into amplitude estimates for the streaming motions, and are typically of between 10 and 40 km s$^{-1}$. This process is illustrated in Figure 12.
Figure 10c we show the rotation curve projected into the plane of the sky to give a model which can then be subtracted from the original map, yielding a “residual” map of truly non-circular velocities. The presence of uncorrected streaming motions in this model is notable, and for detailed work on these motions we produced a corrected smoothed model.

The inner bump might be due to the presence of a small massive bulge or central bar but as we showed from HST imaging in the NIR in [14], no such massive features are in fact present. We therefore interpret this bulge as due to gas spiralling in towards the nucleus along interlocking tracks, a phenomenon predicted by [15], and observed clearly for the first time in this work, down to within 300 pc from the nucleus, a limit imposed by the resolution as NGC 1350 is not very nearby (∼30 Mpc).

In Figure 10d we show the non-circular velocity field of NGC 1530. It is clear that we are detecting fast non-circular components, produced by the presence of the strong bar. Their presence is in fact detectable in the original velocity field, Figure 10b, and the skewed isovels in this figure are a classical illustration of the effects of a bar on
the velocity field of a galaxy. This skew can be seen directly by comparing the field in Figure 10b with the idealized field in Figure 2, but in Figure 10d we have isolated the non-circular field, which can then be quantified. The amplitudes of these non-circular flows are well illustrated in Figure 13, with cross-sections perpendicular to the bar across the residual velocity map. The maximum amplitudes are found at some 20 arcsec from the nucleus, where the flows, in directions essentially parallel to the bar, stream past the bar in opposite directions at either side of it, with vector amplitudes of $100 \, \text{km s}^{-1}$. These form a general field of gas flowing around the bar in quasi elliptical orbits, and exchanging angular momentum with the stellar mass of the bar where they form shocks as they approach its central axis, notably towards the ends of the bar in zones of high H$_\alpha$ surface brightness.

A more graphic illustration of the power of this high resolution two-dimensional velocity mapping is given in Figure 14 where we have derived a map of the velocity gradients of the non-circular velocity components perpendicular to the bar direction. What is most striking is that the loci of maximum gradient along the bar trace...
perfectly the paths of the dust lanes (the only difference being that the velocity gradient map lacks complete continuity as the velocity measurements require local Hα to be present in fair strength). This is because these loci, of maximum shear, are where the flow direction reverses, so the dust will tend to gather around these lines of low net velocity around the bar. Although this effect was predictable, this is the first detection and it tends to confirm what has become the classical theory of gas dynamics around bars ([16]). Further developments here will allow us to measure directly the net inflow rate of gas to the centre of galaxies like NGC 1530, giving valuable data to compare with models of how circumnuclear activity is fuelled in barred galaxies.

One very interesting general result of this kind of studies is the relation between velocities, velocity gradients and SF in the ISM. Figure 15(left) gives a plot of the Hα surface brightness and the amplitude of the non–circular velocity field as functions of position on the bar of NGC 1530. We can see that there is a clear tendency for an anticorrelation between the two variables, i.e. high values of surface brightness correspond in general to low values of local non–circular velocity and vice versa. A
quick inference from this would be that high local velocities act to inhibit SF. However we can go on to learn more by comparing the velocity gradient with the Hα surface brightness, as shown in Figure 15(right). There is an even clearer anti-correlation between surface brightness and velocity gradient, and we can summarize by noting ([14]) that in the galaxy as a whole there are a few areas of high surface brightness which are in zones of high local non-circular velocity, but where the velocity gradient is low, whereas there are no high surface brightness areas where the velocity gradient is high. Thus the physical variable which best anti-correlates with local SF rate is non-circular velocity gradient, but in a direction perpendicular to the line of flow. We can explain this by understanding that high shear will tend to disrupt large gas clouds thus inhibiting SF. This qualitative conclusion deserves quantitative follow-up. It is also interesting that SF tends to occur at a small offset from zones of large velocity gradient perpendicular to the line of flow. This suggests that shocks which compress the gas are enhancing the local SF rate in these zones. There is a rather rich field to be explored here, given access to the relevant observing techniques.
Figure 15:  **(left)** Profiles of the normalized surface brightness in Hα emission and residual velocity parallel and perpendicular to the bar. The distance of each profile track from the kinematic centre is indicated in the top right corner of each plot.  **(right)** Profiles of the normalized Hα surface brightness and residual velocity gradient parallel to the bar. The tracks of the profiles are the same as those in Figure 15(left).

5 Discussion: future kinematic observations

This article is designed to illustrate some of the inferences which can be made using kinematic mapping of galaxies, with emphasis on the rotation curve and departures from simple form, and the relationship of velocity to velocity dispersion where appropriate. While the use of HI has in the past given the most extensive coverage to this type of measurements, in the future we must use techniques which offer the best resolution and signal to noise as well as picking out the different structural components of galaxies. These include two dimensional optical and NIR spectroscopy.
using fibre-fed systems, which have the advantage of simultaneous stellar and gas observations, but whose complete fields are small for the kinds of observations shown in section 3, and Fabry–Perot based systems, which can yield large fields at adequate spatial and spectral resolution, permitting rapid observing of complete galaxies, but which give us information in only one spectral emission line at a time, and coming from the relatively patchy emission of ionized regions. Both types of systems can be improved technically for the specific needs of kinematic mapping of galaxies. In the mid-term the use of ALMA in mapping the gas component via its molecular emission will certainly be an important boost for this line of investigation, which though now a mature method, will contribute much to our understanding of galaxies in the coming years.
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Abstract: We review our current understanding of the general circulation at cloud top levels in the atmospheres of the giant planets Jupiter and Saturn.

1 Introduction

The giant planets of our Solar System are divided according to their size and properties in two groups: “gas giants” (Jupiter and Saturn, equatorial radius 71,300 km and 60,330 km respectively) and “icy giants” (Uranus and Neptune, radius ~ 25,000 km). Their aspect in images taken at wavelengths ranging from the ultraviolet to the near infrared, is dominated by the diffuse reflection of the sunlight (scattering and absorption) on gases and particles (clouds and hazes located typically at pressure levels ~ 0.3 – 2 bar) (Figure 1). Tracking cloud elements along a given temporal interval allows to measure atmospheric motions at these levels. Wind velocities are measured relative to the rotation of the magnetic field, which is assumed to be that of the planet itself (the magnetic field is rooted to the deep interior). Ground-based and spacecraft observations have revealed that the gas giant circulation is dominated by a system of zonal jets, i.e. directed along the parallels, and alternating their direction with latitude. There are 8 and 4 eastward jets per hemisphere in Jupiter and Saturn respectively. A conspicuous characteristic is the existence of a broad in latitude eastward equatorial jet with peak velocities of ~ 150 m s$^{-1}$ in Jupiter and ~ 475 m s$^{-1}$ in Saturn (the velocities are taken positive for motions in the eastward direction). On the contrary, the “icy giants” show an eastward hemispheric jet and
a broad westward equatorial jet that amounts to \(-400\, m\, s^{-1}\) on Neptune (see Figure 2). At present, there is no accepted theory to explain the nature of these motions [1], and the models presented so far are on a rudimentary stage [2]. This represents a major challenge to a wide community formed by planetary scientists, astrophysicists and meteorologists. Here we will summarize the “state of the art” of this problem, from both observations and theory, but focusing on the gas giant planets for which we have much more data. The interest in these planets has largely grown in the last years in view of their similarities with the recently discovered giant extrasolar planets.

2 Gas giant planets: basic properties

In Table 1 we give the basic properties of the planets that are relevant for the general circulation models including the best studied extrasolar planet, HD 209458b that pertains to the so called family of “hot Jupiters” [3]. The most remarkable physical aspects of the giant planets are [1, 2, 3]:

- Their size is \(\sim 10\) times that of the Earth.
- They have high angular rotation velocity (periods \(\sim 10\) hr), except for the close-in extrasolar “hot Jupiters”, assumed to be spin-orbit locked (periods \(\sim 3 - 4\) days).
- The atmospheres of the giants are deep, since they occupy an important fraction of the planetary radius, and frictionless when compared to the Earth due to the lack of a solid surface.
- They have a significant internal energy source coming mainly from the slow cool-
ing of the planet, i.e. they are releasing the heat accumulated during its formation. This energy is radiated as a black body with peak emission in the infrared (Figure 3). The internal energy source is a factor $\sim 1.7$ of the absorbed sunlight radiation for Jupiter and Saturn but it is insignificant at cloud levels in the "hot Jupiters" when compared to the strong stellar flux. Whereas the sunlight absorption depends strongly on the sub-solar latitude (due to the planetary axis tilt), the emitted energy is independent of latitude. The total thermal energy available in Jupiter and Saturn is a factor $\sim 1/25$ and $1/100$ respectively of that received on the Earth. Paradoxically the winds are ten times stronger.

- These planets are fully cloud covered. The clouds and aerosol optical depths are high enough to block the visible incident solar radiation in the upper few atmospheric bars. The clouds also partially block the emergent infrared radiation from the interior.

$$\begin{array}{|c|c|c|c|c|}
\hline
\text{Planet} & R_p (\text{km}) & X & T (\text{hr}) & F_{\text{int}} (\text{Wm}^{-2}) & F_{\text{star}} (\text{Wm}^{-2}) \\
\hline
\text{Jupiter} & 71,400 & 0.8 & 9.925 & 5.44 & 13.6 \\
\text{Saturn} & 60,330 & 0.5 & 10.66 & 2.01 & 4.6 \\
\text{HD 209458b} & 96,400 & \sim 0.5 & 67.67 & 3 & 1.2 \times 10^6 \\
\hline
\end{array}$$

Table 1: Main properties of the giant planets. Notes: $X = (R_p - D)/R_p$, where $D$ is the thickness of the $\text{H}_2$ molecular layer, $T$ = rotation period, $F_{\text{int}}$ = internal energy flux, $F_{\text{star}}$ = external (stellar energy flux). For these planets, the range of values for the adimensional numbers in the atmosphere (they depend on altitude) are: $Pr = 10^{-4} - 1$; $Ra = 10^{23} - 10^{24}$; $E = 10^{-10} - 10^{-15}$; $Re = 10^9 - 10^{11}$. 
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- Thermodynamic effects related to latent heat release from cloud condensation and, to a minor extent, ortho-para conversion of molecular hydrogen could have an important influence on global dynamics in the upper atmosphere.

- The poorly known internal structure and composition of these planets could have a significant role on the observed motions (Figure 5). Among them, the magnetic and friction effects in the metallic-molecular transition region, and the existence of opacity sources could be important.

In view of the preceding points, the basic unresolved questions are: How is the powerful system of zonal jets generated? How does the intense eastward and broad equatorial jet form? How deep do the winds extend into the interior? These questions come down to know how a thermodynamic machine is able to produce the highly energetic jets and their latitudinal distribution employing such low energy sources.

3 Wind velocity measurements

As already mentioned, observations of the motions of individual cloud features in a given temporal interval are used to measure the winds, either by cloud tracking or by correlation of the zonal albedo patterns. The pressure level at which these winds are measured is about 0.5 ± 0.2 bar where cloud optical depths ∼ 1 to 3 are reached on both planets. High spatial resolution images obtained by means of cameras onboard various spacecrafts have provided the best wind data. In Jupiter these images were obtained by the Voyager 1 and 2 in 1979 [6, 7], by the Hubble Space Telescope from
Figure 4: Left: Vertical temperature profiles in the visible part of the four planets. The main composition and altitude of the main clouds are indicated. From [10]. Center and Right: Altitude location and densities of the main clouds in Jupiter and Saturn as calculated from thermochemical models.

Figure 5: Static models of the internal structure of Jupiter and Saturn. The following regions are expected (from the upper clouds to interior): (a) An hydrogen molecular layer (the atmosphere), (b) A plasma (fluid) metallic hydrogen layer, (c) A central region formed by a coating of “ices” surrounding a central rocky core. The extension of each layer is to scale. Adapted from [11].
1995 to 2000 [8], by the Cassini Orbiter during its flyby in route to Saturn in 2000 [9], and by the Galileo Orbiter for some particular regions from 1996 to 2002 [12]. The maximum resolution attained in Jupiter is $\sim 50$ km/pixel. For Saturn the data came from the Voyager 1 and 2 flybies in 1980 and 1981 [13, 14] and from HST from 1994 to 2003 [15, 16, 17, 18], with a maximum resolution $\sim 150$ km/pixel. The Cassini Orbiter will also provide similarly accurate data during its mission starting in mid-2004.

Measurements of wind velocity vectors are usually affected by different types of errors (e.g. limb fitting of the planet, position determination of the targets and target identification), amounting to values 5 to 10 m$s^{-1}$ for Jupiter and 10-15 m$s^{-1}$ for Saturn. The maximum number of wind vectors measured was $N \sim 14,000$ for Jupiter and $N \sim 2,300$ for Saturn. Mean zonal velocities $<u>$ (averaged in longitude) must be retrieved taking into account the local motions related to the particular features present in the flow (vortices, waves, turbulence) [8]. In Figure 6 we compare the mean zonal Jupiter profile as measured in three periods. Although changes in the jets intensity have been detected (for example at 23°N latitude, see below), the long-term ground-based observational records starting at the end of the 19th century, indicate that the Jovian winds show high stability in latitudinal location and intensity [19, 20]. Zonal motions are dominant in Jupiter and Saturn. The mean meridional velocity, $<v>$, measured in Voyager images is typically smaller or of the same order as the errors ($\sim 5 - 10$ m$s^{-1}$), so few conclusions can be drawn on meridional motions. Some authors have claimed that a correlation exists between the averaged value of the cross
products of the zonal and meridional velocity residuals $\rho<u'v'>$ and the meridional zonal shear $d<u>/dy$ [6, 21]. Here $u'$ and $v'$ are the velocity residuals obtained at a given latitude band, by subtracting the zonal mean velocity (averaged with respect to longitude) from the wind vector components. If this correlation exists, then the “eddies” will be transferring momentum to the jets, as in the case of the Earth’s atmosphere. However, this correlation has been questioned by other authors [25]. New careful analyses of the available data (and future data for Saturn) are necessary.

Above the clouds, the measurements of the meridional temperature profile allow us to retrieve the vertical wind shear from the thermal-wind equation [26]. This relation is obtained from the momentum equation assuming hydrostatic equilibrium and geostrophic balance between the pressure gradient and the Coriolis force:

$$\frac{\partial u}{\partial z} = -\frac{g}{fR_p} \left( \frac{\partial T}{\partial \varphi} \right)_p.$$  \hspace{1cm} (1)

Here $z$ is the vertical coordinate, $g$ the acceleration of gravity, $f = 2\Omega \sin \varphi$ the Coriolis parameter, $R_p$ the planetary radius, $T$ the temperature and $\varphi$ the latitude. The meridional wind profile at a pressure level $P$ above the clouds can be vertically integrated to obtain...
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Figure 8: Saturn’s wind profile in time: Continuous line from Voyagers images in 1980-81 [14], circles and dots from 1994 to 2002 using ground-based and HST images [15]

\[ u_g(P) \approx u_{\text{clouds}} - \frac{g \Delta T}{T_L} H \ln \left( \frac{P_{\text{clouds}}}{P} \right), \tag{2} \]

where \( \Delta T \) is the difference in temperature between two latitudes separated a distance \( L \), \( H = \frac{R_g m}{m g} \frac{T}{g} \), is the vertical scale height (being \( R_g \) the universal gas constant and \( m \) the atmospheric molecular weight), and \( L \) is a characteristic horizontal length (e.g. the jet width). As it can be seen in Figure 7 (left), the wind jet system decreases in intensity with altitude.

Below the upper ammonia cloud, the only direct measurement of the winds was done by the Galileo probe in December 1995 which determined that the winds increased with depth from 1 to 4 bars and remained constant at least down to the level of 24 bars [24] (Figure 7, right). However, this result cannot be extrapolated to other latitudes in view of the particular meteorology of the “hot spot” area where the probe entered [27, 28].

For Saturn the number of wind vectors measured is smaller (see above) but this situation will be soon improved by the Cassini Orbiter. Figure 8 shows the zonal wind profile measured during the Voyagers flybys in 1980-81 [14] and with the HST between 1996-2003 [15]. The most conspicuous result is the apparent drop in the equatorial jet intensity during the HST period amounting to \( \sim 200 \text{ ms}^{-1} \) (or 40% of the peak value). The jets outside the equator did not change and show high symmetry.
with respect to the equator. The few available ground-based historical data on cloud features motions suggests that, on the long-term, the winds are stable [29]. However, the outbreak of very rare but large-scale storms, the “Great White Spots” [29] can disturb the zonal winds by injecting or extracting momentum. This is one of the possible explanations for the observed wind drop measured between 1994 to 2003 since this period follows the two GWS outbursts of 1990 and 1994 [16, 17, 30]. This aspect will be discussed later.

4 General Circulation Models

General circulation models presented to date have some common basic assumptions:

1. Spherical geometry on a planet 10 times bigger than the Earth.
2. Low viscosity and energy dissipation.
3. Rapid rotation and validity of the quasigeostrophic approximation as suggested by the low values of the Rossby number:

\[ R_0 = \frac{u}{fL} < 1. \]  

The models differ on the dominant energy source driving the motions and, consequently, on their extent in depth. We focus on two main cases: “Deep” models, that have the internal heat source as the basic energy mechanism and where motions extend along the whole hydrogen molecular layer (down to pressures of \( \sim 1 \) Mbar), and “Shallow layer” models, that extend a few bars below the main upper cloud and have the solar radiation as the main energy source. In addition, we will present other proposals that assume the interplay of different energy mechanisms to produce the observed motions.

4.1 Deep circulation models

This family of models was firstly introduced for the giant planets by Busse [31]. For an inviscid and incompressible fluid confined on a spherical layer heated from below and in rapid rotation, the fluid dynamic equations show that the convective motions transporting the heat from the base to the top are subject to the constraint of the “Taylor-Proudman” theorem [32]:

\[ (2\Omega \cdot \nabla) \vec{u} = 0. \]  

This equation states that the flow is confined to rotating columns around the rotation axis (with no vertical motions along the columns). That generates a secondary circulation in form of counter-rotating cylinders concentric with the rotation axis (Figure 9). The cylinders develop in the molecular hydrogen layer and are assumed not to penetrate the metallic hydrogen region. When the cylinders reach the
upper atmosphere, they give rise to the observed pattern of alternating jets. According to this hypothesis, the flow is deeply driven by the internal heat source. It extends along the whole atmosphere from one hemisphere to the other, generating a jet pattern hemispherically symmetric. The inertia of the cylinders would be so high (due to the mass they involve in the motions) that they must be very stable in time. However, if the metallic layer acts as an impenetrable barrier for the cylinders, the jet pattern should be limited in latitude by the cylinder that is tangent in the equator to the metallic region. In other words the pattern will be constrained by the width of the molecular layer (see Figure 9).

The complete set of equations that describe these motions are the continuity equation for an incompressible fluid, the Navier-Stokes equation on a rotating sphere and the thermodynamic equation:

\[ \nabla \cdot \vec{u} = 0, \]  
\[ \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla) \vec{u} + 2\vec{\Omega} \times \vec{u} = -\nabla P + \rho \nabla^2 \vec{u}, \]  
\[ \frac{\partial T}{\partial t} + (\vec{u} \cdot \nabla) T = k \nabla^2 T - \left( \frac{dT}{dr} \right) \hat{k} \vec{u}, \]  
\[ \Phi = g \left( r - \frac{\Omega^2 r^2}{2g} \sin^2 \varphi \right), \]

being \( \nu \) the kinematic viscosity, \( k \) the thermal diffusivity \( r \) the distance to the axis and \( \hat{k} \) the unitary vector on the radial direction. The Boussinesq approximation is used in the continuity equation. It assumes that the fluid density is constant except
in the buoyancy term, with the temperature and density fluctuations related to their mean value by:

\[ T = T + T', \]
\[ \rho' / \rho = -T' / T. \]

The fact that the non-linear terms are small relative to Coriolis forces in the giant planets means that the Taylor-Proudman theorem remains valid. Stress-free \((u = 0, T = 0)\) or stress-rigid \((\partial u / \partial x = 0)\) are used as boundary conditions in the spherical layer. This set of equations is best studied using the classical adimensional numbers:

Prandtl: \(Pr = \frac{\nu}{k}\)

Ekman: \(E = \frac{\nu}{2 \Omega D^2} \) (or Taylor: \(Ta = \frac{4}{E^2}\))

Rayleigh: \(Ra = \frac{g \alpha (dT/dr)D^4}{\nu k}\)

where \(\alpha\) is the thermal expansivity and the critical Rayleigh number \((Ra_{crit})\) for the onset of convection depends on the Ekman number as

\[ Ra_{crit} \sim E^{-4/3}. \]

The characteristic temporal scales for the diffusion processes are

\[ t \approx \frac{L^2}{\nu} \cdot \frac{L^2}{k}. \]

The equations describing the motions can then be rewritten adimensionally as

\[ \nabla \cdot \tilde{u} = 0, \]
\[ E \frac{\partial \tilde{u}}{\partial r} + \tilde{k} \times \tilde{u} + \nabla P - RaET \tilde{\nu} - E \nabla^2 \tilde{u} = -E \tilde{u} \cdot \nabla \tilde{u}, \]  
\[ \left( Pr \frac{\partial}{\partial r} - \nabla^2 \right) T - \frac{1}{r} \frac{dT}{dr} \tilde{\nu} \cdot \tilde{u} = \frac{Pr \tilde{u} \cdot \nabla T}. \]

Linear analytical solutions to this system of equations \([33, 34]\) and, the most complete numerical solutions \([35, 36, 37]\), show the development of the columnar modes and deep cylinder circulation as suggested by the Taylor-Proudman theorem. The main limitation of these numerical calculations relies, firstly, on the restriction for the fluid to be incompressible and, secondly, on the numerical calculations imposed
by CPU time. This restricts calculations to values of $E > 10^{-6}$ and $Ra < 10^6$ whereas for Jupiter $E \sim 10^{-10} - 10^{-15}$ and $Ra \sim 10^{10} - 10^{15}$. In addition, it is assumed that $Pr \sim 0.01 - 10$, but indeed this parameter is not well known for Jupiter. Figure 10 shows some numerical results. The major success of these models is that they reproduce the eastward equatorial jet, showing that for high Rayleigh numbers, the kinetic energy is mainly zonal (up to 98 %) with the zonal flow driven by Reynolds stresses. The numerical models provide the Rossby number for the zonal flow and, to first order, the zonal jets have intensities $u \sim R_0 \Omega D \sim 10^{-7}$, in agreement with typical jovian flow velocities. The numerical experiments also show that quasi-columnar motions develop outside the tangent cylinder limitation imposed by the hydrogen metallic layer (Figure 11). They were also predicted by the linear approach [34], but the induced zonal motions at high latitudes have low intensities since they do not reproduce the alternating jet pattern. The numerical simulations also indicate that, when a stress-rigid boundary condition is imposed at the bottom of the atmosphere, a “multi-jet” pattern develops. In this case, however, the intensity of the wind decreases at the equator [36].

Contrary to what it could be expected, these models show that, if the convecting atmosphere has an internal statically stable layer, as suggested from calculations of the molecular hydrogen opacity in Jupiter’s interior [39], the development of columnar convection can penetrate the stable layer in a phenomenon called “teleconvection” [38]. The columnar motions can propagate to the upper atmosphere and manifest themselves as a deep cylinder circulation.

A variant of the deep models that assumes the giant planet interiors to be incompressible fluids under geostrophic balance, and that pre-imposes an initial state of rotating columns (parallel to the rotation axis and traversing from one hemisphere to the other), has been recently presented [40]. The change of the column length with the distance to the rotation axis has a similar effect to the “shallow” layer $\beta$-effect (see below) in generating a turbulent pattern that evolves toward steady zonal winds. The difference with the “shallow” turbulence is that the deep “equivalent $\beta$-effect” has the opposite sign to the shallow one, and then the equatorial winds flow eastward, i.e. in the right direction. However, this model does not consider the metallic hydrogen internal region and the multi-jet pattern is not obvious in the calculations, contrarily to what the authors claim [40].

### 4.2 Shallow layer models

According to these models the motions are confined to the upper part of the atmospheric layer (the “troposphere”). This layer is differentially heated in latitude by the solar radiation. The meridional gradient of temperature drives the motions in a
Figure 10: Numerical calculations of the columnar convection model. The figures show North-South cuts of different calculations. From left to right the following values for the adimensional numbers were used: \( Pr = 1, E = 10^{-5}, Ra = 4.5 \times 10^{8} \) \cite{37}; \( Pr = 1, E = 10^{-5}, Ra = 10^{6} \) \cite{38}; \( Pr = 1, E = 3 \times 10^{-5}, Ra = 10^{8} \) \cite{35}; cloud top zonal wind profile derived from the third case.

Figure 11: Shallow layer model numerical calculations. The flow field is represented by the streamlines (left) and potential vorticity (right) on the planet sphere according to calculations by two different teams \cite{41, 42}. For the first case, an equatorially enhanced wind profile is also drawn.
frictionless (or under a weak linear drag friction) and hydrostatic quasigeostrophic balance. Williams \cite{41, 43} was the first to formulate and solve the equations of motion for the Jovian case. In general, these models assume that an active “weather” shallow layer sits above a deep inactive “abyss”. Following \cite{42} the motions in the upper layer of this system can be rewritten as

\[
\frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla) \vec{u} = -g \nabla h - f \mathbf{k} \times \vec{u} + F_a, \tag{14}
\]

\[
\frac{\partial h}{\partial t} + (\vec{u} \cdot \nabla) h = -K h \nabla \cdot \vec{u} + F_d. \tag{15}
\]

Here \( h \) is the active layer depth, \( F_a \) the adiabatic heating powering the motions and \( F_d \) a friction force \cite{44}.

Two important parameters that emerge in these models are the Rossby deformation radius, \( L_D \), and the Rhines scale, \( L_\beta \). The first represents the typical range of influence of a vortex patch on a rapidly rotating planet \cite{20, 32}. The second represents the critical width of the zonal jets required for stability \cite{1, 42}. They are given respectively by

\[
L_D = \frac{(N H/f)}{}, \tag{16}
\]

\[
L_\beta = \frac{\sqrt{u/\beta}}{}, \tag{17}
\]

where \( N(z) \) is the Brünt-Väisälä frequency, a measure of the vertical static stability of the atmosphere \cite{26, 32}

\[
N^2 = \frac{g}{T(z)} \left( \frac{dT}{dz} + \frac{g}{c_p} \right). \tag{18}
\]

Given a random initial velocity, the system (14-15) is solved for \( h \) and \( \vec{u} \), in order to retrieve the potential vorticity field \( q(x, y) \),

\[
q = \zeta + \frac{f}{h}, \tag{19}
\]

\[
\zeta = \mathbf{k} \nabla \times \vec{u}. \tag{20}
\]

Here \( \zeta \) is the relative vorticity and \( f \), the Coriolis parameter, represents the planetary vorticity. Starting from a two-dimensional turbulent velocity field (the so-called “quasigeostrophic turbulence” \cite{32}), the system evolves by means of a process known as “inverse cascade of energy” (merging the smaller scales of motion to larger structures), towards a zonally dominant jet pattern. Figure 11 shows the flow field maps for Jupiter according to this model as calculated by two different authors \cite{41, 42},
The main problem in these models is that the equatorial jet flows in the westward direction (opposite to that observed). To get an eastward equatorial jet, as the one seen on Figure 11 (left panel), an enhancement by an \textit{ad hoc} forcing is needed. Recent simulations of the two-dimensional turbulence on the surface of a sphere resulting from a small-scale forcing and a large-scale drag, have shown that the flow becomes anisotropic with energy concentrated in the zonal direction [4]. The spectrum of energy density distribution has the form

\[ E(n) \approx L \beta n^{-5}, \]  

being \( n \) the zonal wavenumber. The calculated spectrum agrees reasonably well with the observed zonal jet pattern of Jupiter and Saturn.

Advanced models that include a full baroclinic treatment of the thin hydrostatic “weather” layer for different vertical thermal structures and with a weak linear drag in the deep layer are able to reproduce the system of alternating jets and generate the equatorial superrotation in the right sense. In order to obtain these results the model requires appropriate functions for the temperature distribution in the vertical–meridional plane [45] (Figure 12). For Jupiter, the calculations indicate that the jet system extends about 200 km in depth down to \( \sim 50 \) bar. One important problem of this model is that it predicts jet system to migrate in latitude as a response to the seasonal insolation cycle, but this has not been observed (see section 2). Another problem is that an unobserved equator to pole temperature difference of \( 10 - 20^\circ \) C must be imposed to power the jets.

It has also been proposed that in the giant planets, the “shallow” meteorologically active layer could be dynamically similar to the Earth’s ocean “thermocline”, an upper
oceanic layer of \( \sim 2 \) km depth where there is a high temperature gradient \([46]\). For a carefully chosen potential temperature distribution layer, an alternating zonal jet system could form down to depths \( \sim 50 \) bar in Jupiter and \( \sim 100 \) bar in Saturn. To first order, the winds should have velocities of \( \sim \beta L_D \cot \phi \), which amounts to \( u_J \sim 130 \) ms\(^{-1}\) for Jupiter and \( u_S \sim 360 \) ms\(^{-1}\) for Saturn (for typical values of \( L_D \sim 1400 \) and 3000 km respectively). The jet spacing will be then \( \sim 2\pi L_D/(\sin \phi)^{1/2} \), in close agreement to that observed (Figure 13). The results are attractive but it is still to be known how this particular temperature structure is produced at those deep levels.

5 Other mechanisms that could act on the cloud level winds

Some teams have proposed that the shallow quasigeostrophic layer is bounded at its bottom by a deep but dynamically active layer that could be in solid body rotation or have a jet-like structure similar to that observed in the upper layer \([47, 48]\). These are “one and a half layer” models. The deep abyssal circulation corresponds to the special case \( L_D = L_J \). Using \( L_D \sim 1800 \) km, as obtained from the measurements of the waves generated by the impact of the SLS comet with Jupiter, this model predicts Jupiter’s westward jets to have small variations with depth, but the eastward jets to
increase by 50-100\% with depth [48]. Then the question is how these deep jets form. An important aspect, not usually covered by these models, is the role that the magnetic field plays on the observed circulation. The magnetic field is generated by a dynamo mechanism in the inner metallic region and it may influence the deep rotating cylinders discussed in section 4.1 [49]. The toroidal magnetic field generated will produce a Lorentz force per unit mass

$$\vec{F}_L = \frac{1}{\mu_0} (\nabla \times \vec{B}) \times \vec{B} \approx \frac{R_m B^2}{4\pi \rho l}, \quad (22)$$

$$R_m = \frac{lv}{\eta(T)} \approx \frac{Hw}{\eta(T)} > 1, \quad (23)$$

Here $B$ is the magnetic field intensity, $l \sim H$ and $w$ are a characteristic vertical length and velocity, $R_m$ is the magnetic Reynolds number, and $\eta(T)$ is the magnetic diffusivity. Large and broad equatorial flows could form as a result of the magnetic force [49] if it had a real effect over the upper atmosphere.

Additional external forcing on the flow can be caused by the gravitational tides raised by the massive and innermost satellites of Jupiter and Saturn [50]. For example Io produces a 116 times more intense tide than that of the Moon on the Earth, and Titan’s tides on Saturn are 5 times larger than the Moon’s ones on the Earth. The tides accelerate the zonal flow specially if the interior is slightly stable to convection. The calculations show that tides can accelerate the Jovian atmosphere by $\sim 1$ cm/s$^{-1}$/day [50]. Although this idea is suggestive, it can neither explain Saturn’s equatorial flow being 5 times more intense than Jupiter’s nor how the steady situation is reached.

Dynamical models that include a statically stable layer near the water clouds (above $\sim 6$ bar in Jupiter and $\sim 10$ bar in Saturn) have been generally successful in explaining the existence of the anticyclonic vortices. This layer extends below the penetration level of the solar radiation, and it has been argued that the increasing stability forms as a result of the latent heat release at the water clouds [51, 52] or by other thermodynamic effects (e.g. hydrogen ortho-para conversion) [53]. These thermodynamic effects could take part on the generation and maintenance of the zonal jets [54]. Moist convection can develop powerful storms transforming latent heat into intense upward motions [55] that are transformed into eddies through Coriolis forces and turbulent effects [56]. The eddies introduce momentum to the flow via a turbulent eddy flux $<\rho u'v'>$ that accelerates the jets [57]. However, the Galileo probe data indicate that the Jovian winds are not confined to the altitudes above the water cloud base at $\sim 6$ bars, and apparently the flow is deeply rooted. Other clouds can form at much deeper levels near $T = 2000$ K [58]. They could have important effects over the deep dynamics stabilizing intermediate atmospheric layers and acting.
as opacity sources for energy transfer. They certainly should be considered in future dynamical models.

6 Models of motions above the clouds

Different hypotheses have been suggested for the observed decrease of the wind pattern above cloud level (see section 3). One possible mechanism is that the upper flow decreases with altitude due to the friction imposed on the mean zonal flow at cloud top level. This process can be simulated by a parameterization of a dynamical balance between Coriolis forces and a Rayleigh friction drag, and by a thermodynamic balance using a Newtonian radiative damping [22, 23]. As a consequence, mass upwelling and downwelling above the clouds must occur. This motion is part of a mean meridional overturning that balances the Coriolis acceleration and the vertical advection of temperature with the dissipative effects, i.e. $fv \sim u/\tau_f$, $wHN^2/R \sim -\Delta T/\tau_{rad}$, where $\tau_f$ is a characteristic damping time, $w$ the vertical velocity and $\tau_{rad}$ the radiative damping time. Another possibility is that the development of shear instabilities in the stable layer above the clouds produce large-scale eddies that give the required decay of jets within the upper troposphere and provide a physical mechanism for the underlying drag coefficient parameterization [59, 60, 61].

The dynamics in the upper troposphere and lower stratosphere is complicated by the presence of large-scale waves and by the belt-zone temperature differences produced by the differential sunlight absorption of the aerosols. The aerosols are specially abundant over the polar regions [62]. Models of the residual mean meridional circulation that take into account the solar deposition heating rates of the aerosols, result in a hemispheric-wide circulation cell (Hadley-like) that vertically extends from 1 mbar to 100 mbar [63, 64]. A two-year tracking of the aerosol debris left by the SL9 comet impact with Jupiter in 1994 supports the existence of a large meridional hemispheric circulation, but unfortunately this circulation has a sign contrary to the predictions of such models [65].

7 Laboratory Experiments

Several fluid dynamics experiments have been performed on ground and space-based laboratories aiming to simulate the general circulation on the giant planets. Many others have been done to simulate vortex formation, but these are not described here. Thermal convection experiments on a rapidly rotating sphere heated from below under microgravity conditions were performed by astronauts onboard the Spacelab [66, 67], confirming the formation of the columnar convection modes. Their experiments used $Pr = 8$, $E = 2.6 \times 10^{-3}$ and $Ra_{crit} = 2000$. Columnar motions taking place at
the onset of convection have been also observed on ground laboratories where the centrifugal force is used to compensate the gravity [34].

A deep convection laboratory analog consisting of a rotating bowl of warm water uniformly cooled at the free surface was demonstrated to generate convection cells that give rise to azimuthal jets when they encounter the free surface [68]. Symmetric bands and zonal jets in a rotating convecting fluid sphere have also been found for the following values of the characteristic numbers: \( Pr = 6 \), \( E = 10^{-3} - 10^{-6} \) and \( Ra_{crit} \sim 800 \). However a low velocity equatorial jet flowing westward forms contrarily to what is observed in Jupiter and Saturn [69].

These results demonstrate that some features of the theoretical models can be captured on laboratory experiences, but new careful experiments resembling as much as possible the conditions on the giant planets interior (with respect to the values for \( Pr, E \) and \( Ra_{crit} \)) must be performed. Experiments under microgravity conditions would be specially useful (perhaps this could be an experience to develop in the International Space Station).

8 Final comments

One important point that can shed light on the general circulation is the study of the long-term temporal variability of the jet structure. A first simple argument is that if the insolation forcing dominates, as expected in most “shallow” water models, then a planet like Saturn that suffers intense seasonal insolation changes, enhanced in the equator by the ring shadowing, should follow the sunlight cycle. Its zonal jet system should change in jet location and intensity as a response to seasons. Our recent observation of a drop in Saturn’s equatorial wind velocity could point in this direction [15]. However, the observed stability of the non-equatorial jets together with the scarce available historical observations of Saturn’s winds suggest global long-term stability.

A second point is that we need details of the non-zonal component of the flow, including the momentum and heat transfer by eddies. In other words, we need to clarify what is the role the vortices and local motions (e. g. convective storms) play on the zonal circulation. The equatorial wind drop of Saturn could be simply the result of the large convective storm that erupted few years before the drop was detected. The change observed in the strongest jet of Jupiter [70] could have also been the result of a large disturbance that occurred there [71]. The hemispherical asymmetry observed between the tropical jets of Jupiter (compare the jets at latitudes 23°S and 23°N in Figure 6) could be due to the presence of the Great Red Spot that modifies the jets by deflecting them meridionally. If this were the case, the presence of the vortices could play an important role in shaping and pumping the jets. However, Saturn lacks in number and size the kind of large vortices present in Jupiter (at least
Figure 14: Proposed circulations on the extrasolar planet HD 209458b (a “hot Jupiter” class) according to the “shallow” layer hypothesis. Scheme at left is from [76]. The central sphere shows lines of potential vorticity and the plot at the right shows the derived zonal wind profile [44].

as observed at cloud level).

The stability of the jets against disturbances needs further theoretical analysis. Some westward jets are unstable according to the barotropic stability criterion [26]. The flow is stable provided that $\beta - \frac{\partial^2 < u >}{\partial y^2} > 0$ at all latitudes [6]. However, other kind of stability criteria should be applied for the zonal flow if, as expected, the fluid is baroclinic [72] or deep [73]. To solve these questions we need continuous high-resolution observations of the circulation. The upcoming research by the Cassini Orbiter on Saturn, will add much data to this aspect.

New perspectives in the studies of the giant planet dynamics have been opened with the discovery of giant extrasolar planets (see reviews in [3, 11, 74, 75]). Although still at an infancy theoretical level, the variety of properties of these planets relative to those of Jupiter and Saturn with respect to their internal structure, energy sources, rotation rates, and upper clouds (see Table 1), allows the exploration of a new larger ensemble of dynamical regimes [77].

The first quantitative efforts on the development of dynamical models have been directed to the planet HD 209458b that pertains to the “hot Jupiter” family of extrasolar planets. The reason is that its properties are the best determined among all them by observations of transits in front of its central star. In particular, its radius and mass and its rotation rate, assumed to be synchronous to the orbit, have been accurately determined. Figure 14 shows the predicted flow from two simulations based on a “shallow water” model for this planet [76, 44]. These calculations show the value of comparative fluid dynamic experiments and their future application to the exploration of these new worlds.
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ASTRONOMICAL TELESCOPES AT THE TURN OF THE CENTURY

JOSÉ M. RODRÍGUEZ ESPINOSA
Instituto de Astrofísica de Canarias, E-38200 La Laguna, SPAIN

Abstract: The final years of the XXth Century and the initial years of the XXIst Century are witnessing a revolution in the construction of large telescopes. This has been possible thanks to the availability of both thin mirror technologies and large computing power. Astronomy is thus benefiting from this. Indeed the turn of the century has been rich with new discoveries, from the detections of extrasolar planets to the discovery of the the farthest galaxies ever seen or the detection of acceleration in the expansion of the Universe.

Spain is leaving her imprint on the telescope making revolution and is promoting the construction of a 10.4 metre telescope in the “El Roque de Los Muchachos” observatory, on the Island of La Palma, Spain. The Gran Telescopio Canarias (GTC) is currently at an advanced stage of construction, with science operation expected to start early in 2006.

1 Introduction

Modern technology telescopes started to be made at the turn of the XIX century when precision mechanics and precision optics started to be common use. In the past, telescopes suffered from poor optics, as optical glasses were very difficult to manufacture, and alumination techniques were far from perfect. Nonetheless Astronomy had continued its advance during the XIX century. This was the century of the stellar catalogues, the initial steps in stellar spectroscopy, with the generalized use of photographic plates.

The beginning of the XXth century brought us the HR diagram and the first attempts to study the stellar evolution. In the 20’s, the Curtis-Shapley controversy on the size of the Milky Way was resolved and astronomers realised that the Universe was a few orders of magnitude larger than previously thought. At that time the recently built Mt. Wilson 2.5m telescope was used to observe galaxies and with it Hubble discovered the general expansion of the Universe. Extragalactic Astronomy was starting prompting the construction of a 5 metre telescope a top Palomar Mountain to put on a firmer basis the expansion claim by observing the farthest galaxies. The Palomar
5m telescope was finished in 1945, in the midst of the European War. The Hale 5m telescope, as the Palomar telescope was later known, has been one of the pillar of the development of astronomy during the XXth Century. Much of the theory of Stellar Nucleosynthesis was based on observation done with the Hale telescope. The discovery of the Quasars was also done with this telescope. The Hale telescope also set the standards for telescope making technology, later followed by many other telescopes built around the world.

2 Progress in Telescope Making

A key aspect that I would like to stress at this point is that the construction of new and better telescopes has been fundamental in the advancement of astronomy. New and better telescopes and instruments have always resulted in clear advances in most if not all branches of Astronomy.

It is interesting to note that as the XXth Century advanced new telescopes were getting built, however with no increase in the size of their primary mirrors. Several telescope built from the 50’s to the 80’s include the Shane 3m telescope at Lick, the Crimean 6 m telescope, the Kitt Peak 4m telescope, the ESO 3.6 m in La Silla, the German 3.6 m telescope in Calar Alto (Spain), the Anglo-Australian and the William Herschel 4m telescopes in Australia and at La Palma respectively, amongst others.

Except for the Crimean 6m telescope, it is interesting to note that most other telescope built during the XXth Century were of the so called 4m class. Astronomy was advancing though at quite a fast pace, with the discovery of AGNs and quasars, the most luminous objects known to date, or the many advances in the study of the chemical abundances in many different kinds of galaxies and environments. However as I say, all this progress was being made with 4m class telescopes.

The important aspect to notice is that the photon collecting power of these telescopes was being increased enormously. Not by making the telescopes bigger but by making the focal plane instruments more efficient and sensitive. This was so because in the early XXth century the most common detector used was the photographic plate. Around that time, advances in electronic devices resulted in a large improvement of the performance of detectors. First phototubes, and photonmultipliers, later semiconductor devices such as the Charge Coupled Devices, resulted in almost two orders of magnitude increase in detecting power, or quantum efficiency as it is generally known. Indeed the quantum efficiency of detectors was augmented from a few percent for photographic plates to almost 99% for modern CCD arrays. This was combined with the availability of panoramic arrays, allowing multi-object capabilities, or wide area surveys. The clear advantage for astronomy was that even if the size of telescopes did not increased, astronomers were having a bonus in the improvement of detector devices.
In parallel, telescopes were being made better. Telescope mechanics was greatly improved with the use of Horizontal Mounts. These provided better mechanical stability for pointing and tracking, offering at the same time large Nasmyth platforms for the location of both heavy and sturdy high resolution spectographs that allowed the study of lines profiles with unprecedented resolution. Horizontal mounts were known from several centuries back. Their astronomical use was however not widespread due to the complexity of the motion involved in tracking objects in the sky, necessary to correct for the motion of the Earth. Not until the advent of powerful enough computers was it possible to perform real time computations of the positions of the telescope axes required to follow a given object on the sky.

Summarizing, from the mid 40’s to the mid 80’s, Astronomy advanced at a great pace while the size of the telescopes remained rather constant at a canonical size of about 4 meter for the primary mirror. During this time the great development was in detector technology that evolved from photographic plates with quantum efficiencies of a few percent, to electronic devices bringing the quantum efficiency to almost 100%. Detectors also were enlarged in size from single unit detectors to arrays reaching several millions detectors per device. Science instruments benefited also from the availability of new detectors. New and much better instruments were therefore built for the 4m class telescopes. These allowed the fast advancement of astronomy that was made during the XXth century.

Telescope making also progressed. Mechanical precision was substantially improved. Optical fabrication and finishing, as well as metrology were also greatly improved in the interim. Finally, electronics, software and control did really come of age, thus setting up the stage for the revolution that was about to come in the last years of the XXth century.

3 Thin Mirrors

In the mid 80’s it was clear that further advances in Astronomy required further increases in light gathering power. QSO research demonstrated that these were the nuclei of very faint galaxies that were very difficult to detect. QSO’s were also the objects with the highest redshift known. QSO’s were nonetheless pathological objects. If the high-z Universe was made of QSOs only it would have been difficult to reconcile the present day Universe with the high-z Universe. Therefore, it was clear that larger and more powerful telescopes were needed to, amongst other things, detect faint “normal” galaxies at high-z.

The road to higher quantum efficiency detector had already been explored. Further improvements in detector would come from either larger panoramic formats, better cosmetic or less electronic noise. However, even if these improvements were indeed welcome, the gain in actual photon collecting power would not be of order of
magnitude, as would be required for the kind of Astronomy that people were trying to do.

Astronomy thus demanded larger telescopes. Telescope making technology had been largely improved in the past 50 years or so. Perhaps, the only stumbling block was the fact that increasing the size of primary mirrors had to be done not at the expense of heavier mirrors, as this would have resulted in much heavier mechanical structures that would have been poised to wild flexure problems.

The solution to this impasse came from the great creativity and insight of people like Jerry Nelson in California who proposed the use of thin mirrors. Thin mirrors had the great advantage of being much lighter and the disadvantage of being fairly deformable, requiring some active mechanisms for maintaining the optical figure as required, both when the mirror is static and against deformation by gravity as the mirror is changed in position.

Fortunately, the technology was ready to take up the challenge of actively controlling the shape of thin mirrors. Realising this was Nelson’s greatest achievement. The road was therefore open to new increases in telescope sizes.

The late 80’s were full of enthusiasm for the design of larger telescopes both in the US and in Europe. Thin mirror technology was indeed the default, although a large spere of technological developments were necessary before these ideas could be put into practice. These included polishing large thin mirrors, or in the case of segmented mirror, polishing off-axis powered mirrors. The segmented approach was developed by Jerry Nelson during the conceptual design of the Keck telescope. In Europe the preferred approach was to produce large monolithic thin meniscus mirrors.

The support strategy was common to both. The mirror production strategy was very different though.

By the early 90’s both in the US engineers were advancing in the construction of the Keck telescope, a 10 metre segmented primary telescope, and in Europe the canonical project was the VLT, an array of 4 eight meter telescopes to be located in Chile. Soon there was also the GEMINI partnership (UK, US, Argentina, Brazil and Chile), two eight metre meniscus type telescopes to be placed both in Hawaii and Chile, as well as the SUBARU telescope, a Japanese 8 metre meniscus telescope that was also to be located in Hawaii. Quite an impressive number of eight to ten metre telescopes at once!

The first of these telescopes to enter in operation was the Keck telescope. It was also the first large telescope to install a segmented primary mirror, and therefore to have solved all the difficulties related with the alignment and phasing of the 36 segments making up the full primary mirror. The success of this first large telescope was such that it prompted the Keck Foundation to fund a second one with the goal of making optical and infrared interferometry. Yet a step forwards towards increasing the spatial resolution of the observations.

Soon thereafter the European VLT, the Japanese SUBARU and the international
GEMINI projects commissioned its first telescopes. In a few years, the total collecting area had increased several times the total collecting area ever built in the past. Results from these telescopes appeared immediately after their commissioning. High redshift galaxies, extrasolar planets, brown dwarfs, high-$z$ supernovae, etc. Results that have put Astronomy in the first pages of mass media. Results, like the accelerated expansion of the Universe, obtained through the observation of high redshift supernovae, that have been considered by the US scientific journal “Science” one of the major physics discoveries of the decade.

4 The Spanish 10 metre telescope

In this scenario of excitement for new discoveries, Spain, through the pro-active promotion of the Instituto de Astrofísica de Canarias, started what will be the first European large segmented telescope. By the time of the Spanish decision to embark on the construction of a large telescope both approaches, the segmented and monolithic meniscus ones, had been demonstrated although only the Keck had recently started operation.

Prior to this, Spain, or rather the IAC had worked in a monolithic meniscus type eight metre telescope project together with the UK. This project, which was carried out till the production of a conceptual design document, was however abandoned when the UK joined forces with the US to constitute the GEMINI consortium. The IAC nonetheless insisted in pursuing the idea of having a large telescope in its observatory and continued its development work for controlling thin mirrors. Equally importantly though was the formation at the IAC of a group of scientists and engineers whose aim was the promotion and initial design of a Spanish large telescope.

This group produced a first design of a eight metre meniscus type mirror and called on a group of international experts to review the concept and make recommendations to pursue the idea of building a large telescope in Spain. It is interesting to note that the review panel consisted of the top leaders of the large telescopes projects then in the making. The panel was chaired by Paul Murdin, who had been in charge of the commissioning and first years of operation of the William Herschel telescope in La Palma. Jerry Nelson, from the Keck telescope, was also in the committee, and he represented the only large telescope that had started operation by then. Other members in the panel included Matt Mountain from GEMINI, Massimo Tarenghi, from VLT, Masanori Iye from SUBARU, John Hill, from LBT, and Arne Ardeberg from the NOT telescope. Soon after this meeting the idea of changing the project to a segmented telescope instead was taking shape.

The final decision to promote a segmented 10 metre telescope was taken after the visit of a group of scientists and engineers to the US to visit the Keck facilities, as well as some of the contractors that had participated in the production of the Keck
mirror segments.

Reason for the change of concept were diverse. Certainly the success of the Keck telescope was taken into account. However other considerations were also important. For instance, the difficulty in bringing a monolithic meniscus through the narrow and winding road to the observatory weighed heavily on the decision. The thought that a 10 metre segmented primary mirror telescope could be done for about the same price tag as an eight metre monolithic thin meniscus one was also important. Finally, although not considered at that time, it was soon realised that any future larger telescope would have to be segmented, thus Spain would be in a very good position for contributing actively to future large telescopes.

5 THE GTC

The Gran Telescopio Canarias (GTC) will be an advanced telescope when it enters operation at the Observatorio del Roque de los Muchachos (ORM) in the island of La Palma. It will carry a segmented primary mirror, consisting of 36 hexagonal segments. The secondary mirror will be a light weighted hexagonal mirror made of beryllium. The GTC will carry a third mirror, the tertiary mirror to fold the light beam to any of the Nasmyth or the folded Cassegrain foci. The optical design of the GTC is a Ritchey-Chretien with an effective focal ratio of f/17. This results in a focal plane scale of 1.21 arcsecond per millimetre.

6 The GTC: Status and perspectives

The Gran Telescopio Canarias (GTC) is currently being assembled at the ORM in La Palma. First light is expected for mid 2005 with the first science observations expected by mid 2006. As of this writing the enclosure, building and dome, are finished, with minor problems pending. These are related to the shutter motion and the ventilation windows. Solutions for fixing the problems exist already to be implemented by the summer 2004.

By the time the telescope is turned to the operation team, the two Nasmyth platforms will have been commissioned together with two science instruments (CA-NARICAM and OSIRIS/ELMER).

For the time being, the main milestones are the completion of the telescope mount inside the dome, the reception of the first batch of segments, the acceptance of both the Acquisition and Guiding boxes and the Commissioning Camera. Further tasks for the immediate future are the start of the Astronomy operation group and the integration of the first science instruments. These first two instruments will provide the GTC with capabilities for low resolution multi-object spectroscopy, imaging in
both lines and continuum in the optical and mid infrared, as well as polarimetry and, for the first time ever, coronagraphy in the mid infrared.

6.1 Enclosure

Work inside the enclosure is progressing. Offices are being furnished and labs are being supplied with their necessary equipment. The air conditioning system is working normally.

The GTC enclosure has been provided with 32 ample independently operated ventilation windows, allowing for 432 squared metre of clear opening spaces, to help maintain a laminar flow of air during the night. This is important to keep the inside temperature equal to the outside temperature, thus reducing temperature gradients that may degrade the quality of the images produced by the telescope.

Figure 1: GTC enclosure showing the ventilation windows in three rows.

The azimuth pier is ready to take up the azimuth ring. As of this writing the azimuth ring is being mounted and adjusted. Figure 2 shows the interior of the dome with the azimuth pier in the centre. Figure 3 shows the azimuth ring already set over the pier.

6.2 Telescope Mount

Once all homogeneity, roughness, eccentricity, etc. tests are finished for the azimuth ring, the rest of the telescope will continue being mounted. Most major pieces of the telescope structure are at the site waiting to be installed. Those not needed in the
immediate future are still undergoing tests in their respective factories. That is the case for instance of the instrument rotator bearings (Figure 4).

Next steps in the mounting process will consist of the installation of the hydrostatic bearings and the rotating floor, allowing to test the azimuth rotation. Once this is achieved the azimuth encoder tape will be installed, and in parallel the yoke of the telescope will be erected, to continue with the elevation ring and mirror cell, the elevation trunnions and Nasmyth platforms, the tertiary tower, upper tube, spider ring and secondary support structure. This will take the rest of 2004 and some time in 2005.

By then, and once the necessary performance tests are satisfactorily passed, the telescope will be ready to take up the optics.

6.3 Telescope Optics

All 36 (+6 spare) segment blanks are fabricated. Made of Zerodur by SCHOTT, their measured properties comply with the specifications in all respects, in particular in term of low thermal coefficient of expansion and homogeneity of this coefficient.

The segment blanks are now at SAGEM, near Paris, where they are being polished. The polishing process is a lengthy and complicated one due to the extreme accuracy required to meet the strict image quality requirements of the GTC.

The secondary mirror is also being polished after a complicated blank production process in which several blanks were broken. The secondary mirror is made out of Beryllium as it needs to be very light while being fairly rigid. The GTC secondary mirror (Figure 5) is an important part of the telescope as it defines the entrance aper-

Figure 2: Interior of the dome showing the azimuth pier.
ture of the telescope. This is to maintain low thermal emissivity for better infrared performance of the telescope. The secondary mirror has five degrees of freedom, to maintain the correct alignment between the primary and secondary mirrors when the telescope changes elevation, to perform fast guiding and to correct for wind buffeting on the telescope structure, and finally to perform chopping for infrared observations.

Other important optical systems include the Tertiary mirror that is being polished in Moscow and it is expected to be finished by mid 2004, the Commissioning Camera, that is being made in Mexico and is about to be completed, and the Acquisition and Guiding (A&G) boxes. Both the Commissioning Camera and the A&G boxes are complicated subsystems, employing several cameras (Figure 6) as well as several wavefront sensing devices. The Commissioning Camera is meant to help during the initial alignment and phasing of the primary mirror segments. The A&G boxes will be in charge not only of acquiring the object to be observed and keeping it within
the aperture of the instrument, which is the classical use of the A&G boxes, but also will perform wavefront sensing to regularly monitor the status of the telescope optics. This is an advantage with regards to the Keck telescopes. These can not perform wavefront sensing on real time except when their Alignment Camera is installed, which is not always the case.

6.4 Software and Control
The GTC will be controlled by an overall software system that sees the GTC as a single unit. Every subsystem will be included in this software, from the dome and the different equipment in the dome to the telescope, optics, instruments, and including the data acquisition and processing pipelines from the moment a proposal is submitted.
by an astronomer to the moment the data are sent to the astronomer and archived in the GTC archive. The control system is therefore key to the successful operation of the GTC.

Of great interest for astronomers is every thing that is related with the science instruments and the scientific data. The software for generating the observing proposals is quite advanced, with test versions already available. This software will use a scheme of two phases. Phase II will be used by those astronomers granted time by the different allocation committees, to introduce enough details of their observations to produce the observing blocks that will be used by the observatory staff to perform the observations.

The control system includes data reduction pipelines, consisting of a basic reduction pipeline and a more advanced data reduction. The basic reduction is meant to correct those effects that are originated in the detector arrays, i.e. bias, dark current, flats, cosmetic, etc. Then, depending on the observing mode, there may be a more advanced pipeline that might perform wavelength calibration and a spectral extraction. This software may be of valuable use for the astronomer, at least to make an assessment of the data present in the archive. The software is also of good use for the observatory crew to ascertain the quality of the observation being done during the night, and indeed for monitoring the performance of the instruments.

7 The Science Instruments

The GTC will be equipped with a suite of facility instruments presently under construction. The first generation instruments will be OSIRIS and CANARICAM. A third instrument under construction, ELMER, is a backup instrument meant to be used if the main instruments are not on time when they are required at the telescope. A instrument belonging to the second generation of facility instruments, EMIR, has been started, so that there is not a big gap between the arrival of the first instruments, and that of the second generation. To complete the picture, some visiting instruments that have been proposed will be mentioned. These are CIRCE and UES.

In what follows there is a brief description of these instruments.

7.1 OSIRIS

OSIRIS is instrument whose primary design goal is to perform wide field (8’ x 8) optical imaging with tuneable filters, therefore being specially suited for performing surveys and detailed studies of emission line objects. OSIRIS will also be capable of performing low resolution spectroscopy (R= 500 to 2500), both multi-object and long slit, as well as fast photometry and spectrophotometry.

OSIRIS will be equipped with two modern 2Kx4K CCD arrays, with frame transfer
OSIRIS is a project led by Jordi Cepa, from the IAC, with strong collaborations from the Institute of Astronomy at the UNAM (Mexico) and the University of Cantabria (Spain). OSIRIS will be an excellent instrument to study the evolution of galaxies both in clusters and in the field, as well as detailed observations of nearby galaxies. Figure 7 shows a drawing with the main parts of OSIRIS marked. OSIRIS is in a fairly advanced state of construction. Integration is expected to start in the second half of 2004, with completion expected by June 2005, well in time of being installed at the telescope for tests and commissioning.

OSIRIS should be able to reach 26 magnitude objects in the r (SDSS) band with a signal to noise ratio of 5 in 1000 seconds. In spectroscopy, OSIRIS should be able to observe objects of magnitude between 20.5 and 22 depending upon the wavelength and the dispersion employed.

7.2 CANARICAM

CANARICAM is a thermal infrared instrument being built at the University of Florida, Gainsville. Charlie Telesco is the Principal Investigator. Charlie Telesco is very well known for the constructions of several first class thermal IR instruments both for space and the ground. CANARICAM will be capable of performing imaging, spectroscopy, polarimetry and coronography in the mid IR bands from 8 to 25 micron. CANARICAM will be specially suited for observing brown dwarfs and extrasolar planets, as well as dust enshrouded objects like protostars, regions of star
formation, and high redshift star forming galaxies.

CANARICAM is fairly advanced with most optical components already fabricated. The cryostat (Figure 8) is undergoing tests, and will be ready to start integrating all components soon. CANARICAM is expected to be delivered in June 2005.

Figure 8: The CANARICAM dewar undergoing tests in the laboratory.

CANARICAM will be able to observe point sources as faint as 30 µJy (S/N= 1 in 1 hour) in the 10 µ band or perform line spectroscopy of objects with $0.7 \times 10^{-18}$ W m$^{-2}$ with the high resolution grating ($R \sim 1300$).

7.3 ELMER

ELMER is an instrument for performing imaging and low to intermediate resolution spectroscopy in the optical range. With a field of view of over 3 x 3 arcminutes squared ELMER is optimised for maximum throughput. The design of ELMER (Figure 9) has been made in such a way as to minimise risks maintaining a tight budget.

ELMER is advancing quite satisfactorily under the leadership of Marisa García Vargas, from the GTC Project Office. ELMER will perform imaging with conventional narrow and broad band filters, and low resolution ($R= 500$) spectroscopy with prisms, medium resolution ($R=1500$) spectroscopy with grisms, and relatively high ($R= 5000$) resolution with Volume Holographic Prisms.

ELMER is also capable of performing fast photometry as well as fast spectrophotometry. This is achieved, as in OSIRIS, by using the charge transfer capability of the array detectors combined with adequate masks and a clocking strategy for fast shifting of the charge up in the array.
It is expected that ELMER will attain very high sensitivities. Current estimations provide figures like 26.8 magnitude in the r band (S/N: 5 in 1 hour with 1 arcsecond seeing). For spectroscopy the expected sensitivity is 20-22 magnitude (depending on wavelength) for a S/N = 20 under 0.6 arcsecond seeing in 1 hour.

ELMER is designed to be eventually installed at one of the GTC Folded Cassegrain foci, providing therefore an excellent standby instrument for imaging and spectroscopy even when the primary instrument may be any other of the GTC facility instruments.

7.4 EMIR

Figure 10: Drawing of EMIR showing the main parts and the compact design. The outer shield is a cryostat.
Figure 11: Prototype of the EMIR slit mask unit. Note the sliding blades that make up the slit of the desired size.

EMIR is a wide field multi-object cryogenically cooled near IR spectrograph (Figure 10). EMIR is being designed and fabricated at the IAC under the leadership of Francisco Garzón, with strong collaborations from the Universidad Complutense de Madrid and the Observatoire de Midi-Pyrenees. The design of EMIR is driven by COSMOS, a scientific project which aim is to make a census of the star forming galaxian population out to redshift 2.5, in order to set quantitative limits to the star formation density when the Universe was much younger than it is now.

EMIR will perform imaging and spectroscopy from 1 to 2.5 μm. Key features in EMIR are the very wide field of vision, 6 x 6 arcminutes squared, and the relatively high resolution required to perform an adequate subtraction of the OH telluric lines. EMIR will perform multi-object spectroscopy with masks that will be cryogenically cooled. One of the challenges of EMIR is to produce a mask changing mechanism that does not involve warming up and cooling down the instrument every time that the masks need to be changed. The current baseline for EMIR is to implement a robot (Figure 11) that will be in charge of producing the masks whenever needed. This robot will use a set of cryogenically cooled sliding blades that can be software controlled. EMIR is expected to be completed by the end of 2006.

7.5 Visiting Instruments

The GTC is adopting a policy for visiting instruments in order to fill some niches not covered by the initial facility instruments. There are several instruments that have been proposed as visiting instruments. Perhaps the two more interesting ones are CIRCE and UES.

CIRCE is a near IR camera that will fit into one of the Folded Cassegrain foci. CIRCE will be provided by the University of Florida and will add near IR capabilities
UES is a high resolution echelle spectrographs that has been in use at the Williams Herschel telescope for more than ten years. UES has been recently decommissioned. Ramón García López from the IAC is leading the conversion of UES to the GTC, through a fibre plus micro lenses link. UES will be upgraded with new coatings, new detectors and new software. UES will provide high resolution (R 50000) to the GTC.

8 Adaptive Optics

The quest for image quality can be taken beyond the optics of a given telescope. Once a telescope is built with precise requirements on the quality of the optics, reality tells that the atmosphere is then the limiting factor dictating the image quality obtained on the array detectors. This is commonly known by the term “seeing limited” images. Space telescopes on the contrary are limited by the quality of their optics, or in other words, they produce diffraction limited images.

Ground based telescopes are actively working on methods to circumvent the atmosphere in their quest for image quality. One method that is actively being developed is “Adaptive Optics”. Adaptive Optics is a technique that tries to correct for turbulence in the atmosphere therefore producing nearly diffraction images. There are two main elements to an adaptive optics system, namely the characterization of the turbulence pattern in the atmosphere and the reconstruction of the corrected light beam. The first one requires the availability of a bright enough reference source. The second one is done with a deformable mirror that produces positive or negative phase shifts in the footprint of the beam in order to flatten it out.

The first part is achieved with a wavefront sensor that analyses that light from the reference source on almost real time, thereby determining the aberrations that the light beam carries after its passage through the atmosphere. The measurements need to be done relatively fast as the atmosphere is constantly changing. This requires a relatively bright source close to the object of interest. This is not always possible and in order to increase the fraction of sky over which the correction can be made artificial laser reference stars are produced. This is a technique that has been tested satisfactorily, however the availability of sufficiently powerful lasers is still a problem.

Once the signal has been processed by the wavefront sensor and the aberrations have been determined the loop is closed with the deformable mirror, and this is programmed in such a way as to correct the beam. Deformable mirror technology is advancing quite rapidly.

The GTC has a Adaptive Optics programme, still in the design phase, that will allow for adaptive correction of the beam, delivering corrected images in the J, H and K bands. The baseline is to have an Adaptive Optics system by early 2007, to be used with natural reference stars. This initial system will be upgradeable to its use with a
laser reference star system, and subsequently further upgraded with the utilization of a second deformable mirror. This produces better correction and a larger and more homogeneously corrected field.

9 The Future

The Kecks in the States and the GTC in Spain will be the only segmented telescopes with strict image quality requirements produced so far. Future large telescopes however will also be segmented. Thus the technology demonstrated by the Kecks and much improved by the GTC will be instrumental for the development of future larger telescopes.

The construction of larger telescopes is also very much dependent on the availability of adaptive optics. This is mostly because the size of the focal plane instruments grows with the size of the telescope except in the case of telescopes that are diffraction limited. Large telescopes will also be very much dependent on the active correction of its optics. This will be complicated due to the large number of segments required to fill a large aperture. Indeed large telescopes are truly challenging projects.

There are at present several very large telescope projects. Most of these projects are still at a very preliminary stage of development. Some do not even have funds to go beyond a more or less detailed design stage. However the name of the game is telescopes of sizes ranging from 30 to 100 metre that should be ready in the next decade.

The most advanced project is perhaps the California Extremely Large Telescope or CELT, which is led by Jerry Nelson from the University of California. CELT is a partnership of the University of California and Caltech. Also in the US there is the Giant Segmented Mirror Telescope (GSMT) concept, a 30m telescope project promoted by the AURA New Initiatives Office. In Europe there are two projects with a very differing approach. The EURO50 is a 50 metre aspheric primary telescope, very much along the design lines of the US projects CELT and GSMT. EURO50 is being promoted by the Lund telescope group with participation of groups from other European countries like Spain, Ireland and the UK. The second European project is the OverWhelmingly Large (OWL) telescope. The baseline is a 100 metre spherical primary telescope.

All these projects are expensive, with price tags ranging from 700 to 1000 M. Whether one or more of these very large telescopes is made is still to be seen. The odds favour the CELT, which with private funds is progressing quite fast in its design stage. Europe is lagging behind for lack of funding. Two outcomes are possible. Either the European Union come up with a fair fraction of the funds required, or there is a world wide effort to converge to a single project.
10 Summary

The GTC is a 10m telescope currently being built in La Palma, Spain. The GTC is a collaboration between Spain (90%), Mexico (5%) and the University of Florida (5%). The expected day for completion of the project is May 2006, after several difficulties have resulted in some delay. A set of facility instruments will be ready by then. I do expect that the GTC will be an outstanding telescope at the disposal of the Spanish, Mexican and Floridian astronomical communities.
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Abstract: We have studied the contribution of single fullerenes and buckyonions to the interstellar extinction. The photoabsorption spectra of these molecules is predicted and compared with some of the most relevant features of interstellar extinction, the UV bump, far UV rise and the diffuse interstellar bands. We conclude that fullerenes and buckyonions may explain these features and make a preliminary estimate of the carbon fraction locked in these molecules.

1 Introduction

The most prominent feature in the interstellar medium extinction curve is the UV bump at 2175 Å. The carrier of this band has been frequently associated to some form of carbonaceous material (graphitic spheres, polycyclic aromatic hydrocarbons (PAHs), hydrogenated amorphous carbon, etc.) but there is no definitive conclusion on the ultimate responsible for the band. The increase in the extinction at higher energies and the existence of many much weaker diffuse interstellar bands (DIBs) in the optical [1] of unknown origin are also some of the intriguing observational properties of the interstellar material. Recently, it has been claimed the detection of fullerenes with 60-240 carbon atoms in the Allende and Murchison meteorites [2]. This is the first direct indication that fullerenes were present in the presolar nebula and strongly support previous suggestions [3] that fullerenes may exist in the interstellar medium.

In this work, we study the possible contribution of single fullerenes and buckyonions (multishell fullerenes) to the interstellar extinction. We predict their photoabsorption spectra and we compare the main features of these spectra with some of the observational properties of interstellar extinction, in particular with the characteristics of the UV bump and with the distribution of diffuse interstellar bands (DIBs) in the optical and near infrared.
2 General properties of fullerenes

The arquetype of the icosahedral fullerenes is the C\textsubscript{60}, a closed cage formed by 60 carbon atoms distributed on the surface of a sphere of radius \(\sim 3.55\ \text{Å}\) following the symmetry of a truncated icosahedrum. In 1970, Osawa suggested that a molecule with this geometry would be chemically stable. In this molecule, each carbon atom with four valence electrons is bounded to the three nearest carbon atoms. Two of the bounds are single and link a hexagon with a pentagon, the third is double and links two hexagons. The molecule is formed then, by 30 double and 60 single bounds. The distances between atoms in single and double bounds are 1.45 and 1.37 Å, respectively. In the study of the electronic properties of the C\textsubscript{60} we will consider only the four valence electrons \(2s, 2p_x, 2p_y, 2p_z\) of each carbon atom. Each of the 60 atomic orbitals \(2p_z\) is aligned in the radial direction, leading to the \(\pi\) molecular states. The three atomic orbitals \(2s, 2p_x, 2p_y\) are distributed in the tangential plane to the molecular surface at the carbon atom position producing \(\sigma\) molecular states in the direction of the molecular bounds. The linear combination of these three orbitals at each atomic site produces three hybrid orbitals \(sp^2\), one is in the direction of the double bound and the other two are aligned with the single bounds. The 60 \(\pi\) orbitals are relevant for the conductivity properties of the molecule, as in the case of graphite, and the 180 \(\sigma\) orbitals are mainly responsible for the elastic properties.

The most prominent features of the empirical photoabsorption spectrum of C\textsubscript{60} are two bands located at about 6 and 23 eV. These bands have been interpreted as collective excitations similar to the \(\pi\) and \(\sigma\) plasmon. In the fullerene C\textsubscript{60} these type Mie plasmons are due to the strong delocalization of the valence electrons. The \(\sigma\)-type is much more intense than the \(\pi\)-type plasmon. It has been proposed [4] that the \(\pi\) transition could be related to the UV bump in the interstellar extinction.
2.1 Fullerenes with multiple spheric layers: Buckyonions

Ugarte discovered in 1991 that fullerenes can adopt multilayered configurations where one is encapsulated inside each other (see Figure 1), like onion layers [5]. In his experimental study, Ugarte used electron bombarding techniques on carbon dust using current densities of between 100 and 200 Å/cm². He observed the transformation of polymeric particles of carbon in others with multiple spheric layers. Diverse laboratory experiments have proven that these groups of carbon, commonly known as buckyonions can be formed by tens of layers. Electronic microscopy has determined that the separation between layers is of the order of 3.4-3.5 Å, that is approximately the separation between sheets of graphite. The buckyonions have also been synthesized exposing carbon dust to thermal treatments. Several theoretical results seem to indicate that the multilayered spheric fullerenes are the most stable form of carbon groups. Very little is known about the electronic structure of these molecules.

3 Fullerenes and astrophysical environments

The C₆₀ molecule is obtained at high temperatures and is difficult to destroy by ultraviolet radiation or by collisions with other particles. While the other molecules have serious difficulties to survive in the interstellar medium, the robustness of C₆₀ and of the other fullerenes allows their long survival. The bonds between carbon atoms make them at least as robust against dissociation in the interstellar medium as PAHs can be.

3.1 Meteorites

As soon as fullerenes were proposed as a form of carbon, searches in meteorites were planned. The other allotropic forms of carbon, diamonds and graphite, had been found in numerous condrites. Although at the beginning fullerenes were not detected on the Allende meteorite, more refined studies succeeded in detecting the C₆₀ and C₇₀ in very low densities. It is estimated that the C₆₀ content of this meteorite is of 0.1 ppm. The isotopic ratios of noble gases found encapsulated in these meteoritic fullerenes are very different to the terrestrial values, supporting the theory that these molecules were not generated during the impact of the meteorite with Earth but instead were present in the original matter from which the meteorites formed. PAHs that have been proposed as precursor molecules for formation of fullerenes in the gas phase, have also been detected in meteorites. Possibly the hydrogenated form of the C₆₀, that is the C₆₀ fullerane, can be found in meteorites and although little is known about which could be the properties of these hydrogenated forms in the physical circumstances and conditions of the pre-solar cloud, the presence of hydrogen in most of astrophysical contexts makes likely the conversion of fullerenes in fulleranes.
The studies of the meteorite contents of the diverse forms of carbon and its isotopic composition raise interesting questions about how these molecules could have originated. Diamonds could have been produced in the primitive pre-solar cloud at low temperatures and low pressure processes, and also in processes associated with the shock waves that may be produced in the interstellar medium as a consequence of explosions of stars or violent expulsions of mass.

### 3.2 Carbon stars and planetary nebulae

It is thought that fullerenes and graphite could originate abundantly in stellar atmospheres rich in carbon like those of some giant stars and some progenitors of planetary nebulae, objects that are characterized for important mass loss rates and therefore able to greatly enrich the interstellar medium. Carbon rich giant stars are highly evolved stars that have a greater concentration of carbon than oxygen in their atmospheres. This superficial enrichment is the consequence of nuclear reactions that take place in their interiors and of the efficient convection that transports the nucleosynthesis products to the most external layers. Carbon stars have effective temperatures in the range 2000-3000 K and are some 10,000 times brighter than the sun. They often present important mass loss rates higher, in some cases, than $10^{-5} M_\odot/yr$. The brightest stars can remain in this phase for more than $10^5$ yr. Thus, they are an important enriching agent of carbon for the interstellar medium. In the extended envelopes surrounding these stars, a very active chemistry takes place, in particular, solid dust grains can be nucleated. These particles could grow to sizes of 1 µm although the most typical are likely of size 0.005 µm or smaller. The evidence of solid grains in the mass expelled by carbon stars comes from the continuum infrared emission much greater than expected from a photosphere. This excess of radiation is thought to be due to the emission of the circumstellar dust grains. Many carbon rich stars also present an important emission at 11.3 µm associated with solid carbon and some of them present nebulosity of reflection as a consequence of the scattering of the circumstellar grains. There are indications that in the material ejected by these stars, carbon must exist, apart from CO molecules and solid grains, in some other form or species until now unknown, fullerenes are a possibility. Unfortunately, there is very little information about the presence of molecules of intermediate size (between 10 and $10^6$ atoms) in circumstellar regions. Thanks to infrared spectroscopy, it is known that there exists some bands in carbon rich planetary nebulae, for example those of 3.3, 6.2, 7.7, 8.6 and 11.3 µm which have not been detected in carbon stars but are observable in transition objects evolving among the giant red phase and the planetary nebula as for example, the Egg Nebula, AFGL 2688 and the Red Rectangle. These infrared bands are normally associated with the vibration modes of materials based on carbon, possibly PAHs. But until now it has not been possible to make a conclusive identification of the carrier.
3.3 Interstellar medium

Since the discovery of the fullerenes it has been suggested that these or particles of similar nature, could be related to one of the most intriguing problems of astrophysics: the diffuse interstellar bands discovered more than 8 decades ago, but not yet explained, and with the ultraviolet band centered in 2175 Å, which is the most intense band in the interstellar medium discovered more than 30 years ago. The origin of the UV bump is attributed to carbon particles of small size whose characteristics are not yet conclusively established. Since the 30s, it is known that there exists interstellar regions with absorption bands whose width vary between 0.5 and 50 Å. For example, between 4400 and 8900 Å, tens of these bands have been detected whose origin has not yet been clarified. They do not seem to correspond to any known spectrum of atomic or molecular origin [6]. Evidence of a relation between carbon particles and DIBs can be found in the analysis of the Red Rectangle spectrum. This object is a losing mass carbon star probably evolving to a planetary nebula phase. Diverse spectroscopic studies have revealed the good agreement between the emission lines found at 5799, 5855, 6380, and 6615 Å and some of the most intense diffuse bands of the interstellar medium. It is likely that the carrier of some of these interstellar bands is also present in the material ejected by this object.

Although the high level of symmetry of C_{60} indicates that this particular fullerene is unlikely as a carrier of the complex spectrum of the diffused interstellar bands, diverse studies have investigated possible mechanisms for which this molecule can acquire a complex spectrum of absorption in the optical. [6] already presented a model to describe the lines of resonance of several atoms (O, N, Si, Mg, Al, Na and S) trapped in the molecule of C_{60} and argued that these systems, quite stable according to laboratory tests, could be responsible for some of the DIBs. [7] suggested that the spectrum of ionized C_{60} is much more complex than the neutral molecule and could produce absorption bands in the optical and in the infrared. Foing and Ehrenfreund [8] found two diffuse bands at 9577 and 9632 Å coinciding within 0.1 % with the laboratory measurements of the bands of C_{60}^{+} observed in a Neon mould. This was considered as evidence of the existence of the C_{60}^{+} in the interstellar medium. There are also several proposals associating DIBs with the hydrides of the C_{60} (C_{60}H_{n}). There are also alternative suggestions that the carrier of these bands could be related to PAHs and hydrogenated amorphous carbon (HACs) compounds.

4 Theoretical spectra

Under some simplifications associated with the symmetry of fullerenes, it has been possible to perform [9] calculations of type Hartree-Fock in which the interelectronic correlation has been included up to second order Møller-Plesset [10, 11, 12], and calculations based on the density functional [13]. However, given the difficulties faced
by \textit{ab initio} computations when all the electrons of these large molecules are taking into account, other semiempirical methods of the Hückel type or \textit{tight-bonding} [14] models have been developed to determine the electronic structure of C\textsubscript{60} [12, 15] and associated properties like polarizabilities [16, 17], hyperpolarizabilities [18], plasmon excitations [19], etc. These semiempirical models reproduce the order of monoelectronic levels close to the Fermi level. Other more sophisticated semiempirical models, like the PPP (Pariser-Parr-Pople) [20] obtain better quantitative results when compared with photoemission experiments [21].

We have used semiempirical Hückel-type and Pariser-Parr-Pople molecular models and the random phase approximation for valence electrons to predict the electronic photoabsorption spectra of the icosahedral fullerenes C\textsubscript{60}, C\textsubscript{240}, C\textsubscript{540}, C\textsubscript{960}, C\textsubscript{1500} which belong to the 60\(n^2\) Goldberg family of polyhedral and for C\textsubscript{180} and C\textsubscript{720} which belong to the family 20\((n+1)^2\) [22]. The model parameters were first derived by fitting the available experimental photoabsorption spectrum of C\textsubscript{60}, and then suitably modified to describe larger fullerenes [23, 24]. We excluded an approach based on \textit{ab initio} calculations for obvious practical reasons.

This study has also been extended to multishell spheric fullerenes. The microscopic electronic structure of the system is provided by an effective one-electron model and the screening effects are treated within the random phase approximation (RPA). The particular spherical geometry of these multishell fullerenes makes possible the use of electrostatic arguments to derive a simple expression for the RPA which gives the polarizability of the buckyonion and the dipole moment induced on each shell in terms of either the screened or unscreened polarizabilities of the isolated shells. A systematic analysis as a function of the buckyonion size has been performed [25].

![Figure 2: Photoabsorption spectra of the icosahedral fullerenes C\textsubscript{60}, C\textsubscript{240}, C\textsubscript{540}, C\textsubscript{960}, C\textsubscript{1500} [23, 24](Image)](image-url)
5 Interstellar extinction and the UV bump

When radiation propagates a given distance $z$ through a medium with extinction coefficient $\tau_{\text{ext}}(\lambda)$, it is progressively attenuated according to the law

$$I(z) = I_0 \exp(-\tau_{\text{ext}}z)$$ (1)

where $I_0$ is the intensity at the origin ($z=0$). The extinction at a certain wavelength is frequently measured in magnitudes and denoted as $A(\lambda_i)$. The colour index of an interstellar cloud is defined as

$$E_{i-j} = A(\lambda_i) - A(\lambda_j)$$ (2)

The reddening factor is defined as the absorption in the V-band relative to the colour index B-V

$$R_V = \frac{A(\lambda_V)}{E_{B-V}}$$ (3)

This value in the diffuse interstellar medium is $R_V \sim 3.1$ [26].

The normalized absorption at a certain wavelength $\lambda$ also known as reddening function or extinction law can be written as

$$k(\lambda) = \frac{E_{\lambda-V}}{E_{B-V}} = \frac{A(\lambda) - A(V)}{E_{B-V}} \approx \frac{1.086}{E_{B-V}}[\tau_{\text{ext}}(\lambda) - \tau_{\text{ext}}(V)]$$ (4)

It is rather usual to express the extinction law as a function of the reddening factor.

Following the parameterization proposed by Fitzpatrick and Massa [26] it is possible to reproduce the extinction curves in different lines of sight in the range 3 to 8
\( k(\lambda) = \frac{E^{NV}}{E^{B}} = a_1 + a_2x + a_3D(x, x_0, \gamma) + a_4F(x) \)  \( (5) \)

where \( x \) is energy or \( \lambda^{-1} \). The linear component is associated to extinction by silicates and the Drude function with center in \( x_0 \) and width \( \gamma \) is defined as

\[ D(x, x_0, \gamma) = \left( \frac{x^2}{(x^2 - x_0^2)^2 + \gamma^2x^2} \right) \]  \( (6) \)

Finally, the function \( F(x) \) takes into account the UV rise at energies higher than 7eV. This extinction is described

\[ F(x) = 0.5392(x - x_0)^2 + 0.0564(x - x_0)^3 \]  \( (7) \)

The shape, wavelength and intensity of the 2175 Å band has been measured in a large number (more than 50) lines of sight [26]. It shows a profile similar to a Lorentzian or to a Drude curve [27]. The central wavelength of the bump is very stable, with changes of less than 1% from one direction to another. This small variation is, however, beyond the uncertainty of the measurements, typically smaller than 5 Å. The width of the band, \( \gamma \), changes significantly (more than 30%) with line of sight. The average value is \( \sim 1.25 \text{eV} (0.99 \mu^{-1}) \) and the observed range is \( 0.96 \leq \gamma \leq 1.5 \text{eV} \mu^{-1} \) [26]. The changes in width and peak position are apparently not correlated [26]. At energies higher than 7 eV the extinction curve is similar for the various lines of sight and its intensity is not correlated with the linear component associated to silicates, but it is weakly correlated with the height and width of the UV bump [28].

5.1 Theoretical spectra and the 2175 Å band

We find that, in general, the photoabsorption cross section of individual and multishell fullerenes reproduce the behaviour of the interstellar extinction curve in the near UV. Our spectra show a prominent absorption band around 5.7 eV which fits well the position and width of the 2175 Å bump. Our photoabsorption cross sections also predict an increased extinction towards higher energies (down to 1000 Å) with a shape very similar to that measured in interstellar extinction curves. The fullerenes that better reproduce the UV bump have radii in the range 7 -13 Å. Buckyonions with a complete number of layers can also reproduce the observations.

In Figures 2 and 3 the cross sections for individual and multishell fullerenes with a complete number of layers are represented. Both types of molecules suitably reproduce the peak energy and width of the interstellar band. The similarity between the theoretical cross sections and the observed extinction in the low energy range is also remarkable; we also predict here a large number of weaker bands that could be related to the DIBs.
5.2 Carbon fraction in fullerenes and buckyonions

The comparison of the computed cross sections of fullerenes and buckyonions with observations of the UV bump for $R_V = 3.1$ allows an estimate of the number of these molecules in the diffuse interstellar medium. Let us describe the extinction curve as $a_1 + a_2x + a_3\Upsilon(x)$ where $\Upsilon(x)$ is the theoretical cross section computed for each fullerene or buckyonion. Here we assume that indeed the extinction at the energy of the bump is the result of the fullerene plus silicate contributions. We obtain via a least squared fit the relative contribution of the two components (see Figure 4).

The coefficients of this linear component do not depend significantly on the particular fullerene under consideration taking typical values of $a_1 \approx 1.6$ and $a_2 \approx 0.07$ with a relative error of 20%.

It is known experimentally that the hydrogen column density is related with the excess color index [29] through

$$\frac{N(H)}{E_{B-V}} = 5.9 \times 10^{21} \text{cm}^{-2}$$

Assuming $A(V) \approx 3.1E_{B-V}$ for the diffuse interstellar medium, we obtain

$$A(V) \approx 5.3 \times 10^{-22} \text{mag cm}^2 \text{N(H)}$$

and the relative number density of any particular fullerene can be then estimated from the $a_3$ coefficient

$$\frac{N(\text{full})}{N(H)} \approx 5 \times 10^{-22} a_3 \Upsilon(x_0)$$

The typical values for $\alpha$ are of order $0.3 \times 10^{15}$ (when cross sections are expressed in barns). This coefficient changes according to the type of fullerene considered but less than 50%, corresponding to the lowest values of the largest buckyonions. We find then that fullerenes and buckyonions may have densities in the range 0.2-0.08 particles per million (ppm) hydrogen atoms. Remarkably similar to the values found in meteorites. In the unlikely case that all types of fullerenes considered in this study had the same density in interstellar space, it would require that of order 100-200 atoms of carbon per $10^6$ hydrogen atoms be locked in these molecules. This is a large fraction of the total carbon expected in the interstellar medium which we can assume equal to the the solar atmosphere abundance of $355\pm50$ [30]. It is also known from observations with the *Goddard High Resolution Spectrograph* of the Hubble telescope that in interstellar space there are $140\pm20$ carbon atoms per million hydrogen atoms in gaseous form [31], therefore the maximum number of carbon atoms available for fullerenes can not be larger than 200 per million hydrogen atoms.

Indeed, the actual carbon fraction in fullerenes depend of the proper mixture of these molecules in the interstellar medium. It is likely that the number density of fullerenes and buckyonions will decrease with increasing radius ($R$). A distribution of the type $N(\text{full}) \sim R^{-m}$ has been frequently considered in the literature on interstellar grain populations [32]. We have studied how a mixture of fullerenes and buckyonions following such size distribution may reproduce the observed UV bump and find that the best fits to the shape, peak energy and width of the bump are obtained for $m$ values in the range 2.5-4.5. Such values for the power-law index lead to a lower number of carbon atoms locked in fullerenes consistent with the interstellar carbon budget. The precise determination of the actual carbon fraction requires further study and will be the subject of a forthcoming paper.

### 6 Diffuse interstellar bands

We predict that fullerenes and buckyonions, contrarily to other suggested carriers for the UV bump, display weak bands in the optical part of the spectrum. These bands populate with relatively high density this spectral range. Similar to what is seen in the diffuse interstellar bands, we find for each fullerene and buckyonion a progressive decrease of the number of transitions towards the red and infrared. Some of these bands have wavelengths consistent with known diffuse interstellar bands, reinforcing the arguments for the ubiquitous presence of these molecules in the interstellar medium.

More than 200 DIBs have been identified in the optical, most of them are found in the range 5350-8000 Å. The stability of wavelengths and profiles suggest that the carrier of the bands is more associated with gaseous molecules than with solid grains. The widths range between 0.8 and 30 Å, thus much larger than the widths of many of
the interstellar atomic lines. The bands are not significantly polarized [33]. The most intense bands are listed in Table 1. Two DIBs at 9577 Å 9632 Å have been associated to C_{60} [8] and a correlation has been claimed between the DIB at 4430 Å (2.8 eV) and the UV bump [34, 35].

<table>
<thead>
<tr>
<th>Wavelength(Å)</th>
<th>W(mÅ)</th>
<th>Wavelength(Å)</th>
<th>W(mÅ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4180</td>
<td>0.70</td>
<td>6284</td>
<td>1.95</td>
</tr>
<tr>
<td>4429</td>
<td>3.40</td>
<td>6533</td>
<td>1.89</td>
</tr>
<tr>
<td>4760</td>
<td>0.70</td>
<td>6940</td>
<td>0.40</td>
</tr>
<tr>
<td>4882</td>
<td>0.89</td>
<td>7429</td>
<td>0.56</td>
</tr>
<tr>
<td>5535</td>
<td>0.53</td>
<td>8620</td>
<td>0.42</td>
</tr>
<tr>
<td>5779</td>
<td>0.95</td>
<td>9577</td>
<td>0.50</td>
</tr>
<tr>
<td>5780</td>
<td>0.80</td>
<td>9632</td>
<td>0.78</td>
</tr>
<tr>
<td>6177</td>
<td>2.40</td>
<td>13170</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 1: The most intense diffuse bands in the interstellar medium, where W is the equivalent width [1].

In Figure 5 we plot theoretical absorption bands in the optical and near infrared obtained for individual fullerenes and buckyonions. Opposite to other molecules that have been proposed as an explanation for the UV bump, fullerenes display a rich optical spectrum populated with relatively weak bands, of strength consistent with those of DIBs. Almost all the fullerenes and buckyonions considered here, present a strong band at energies close to the DIB at 4430 Å. We mark in Figure 5 the bands of fullerenes and buckyonions which have a potential DIB counterpart in the list of Herbig 1995, with a wavelength difference of less than 1%.

7 Formation of fullerenes and buckyonions

The mechanism of fullerene formation is only partially known [36]. They may be produced at relatively high temperatures by “annealing” of large plane monocyclic carbon molecules. Buckyonions may be produced from carbon soot and from nanodiamonds [37]. It is known that nanodiamonds of size (30-60 Å) can be transformed in particles very similar to buckyonions when heated to temperatures of 1200-1800 K [38] which are typical of carbon rich giant stars. The process may work as follows [37]: the (111) surfaces of nanodiamonds are the first to graphitize when treated at high temperature, a first graphitic layer is generated on the surface and later new concentric layers are added toward the interior in an analogous way to the process of buckyonion formation through energetic electron irradiation. Since diamond is more dense than graphite, the final particle has a larger size. Since the transformation takes
place from the surface to the interior, the final particle is of spheroidal form and very compact with the inner layer of less than 10 Å of diameter. Nanodiamonds have been detected in meteorites [39], where they are much more abundant than graphite, and possibly in the circumstellar envelope of post-AGB stars.
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COOL STARS: CHROMOSPHERIC ACTIVITY, ROTATION, KINEMATIC AND AGE
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Abstract: We summarize here our ongoing project of multiwavelength high and medium resolution optical observations aimed at studying the chromosphere of different kinds of late-type stars including pre-main sequence stars (weak-lined T Tauri stars), chromospherically active binaries, flare stars, and young single stars members of stellar kinematic groups. We quantify the phenomenology of chromospheric activity using the information provided by several optical spectroscopic features (from the Ca\textsc{ii} H & K to the Ca\textsc{ii} IR T lines) that are formed at different heights in the chromosphere. In addition, we obtain a better determination of the stellar parameters, spectral type, and possible binarity. With all these information we study the flux-flux and rotation-activity relationships in order to get insights into the mechanisms which drive the solar-like stellar activity.

1 Introduction

Cool stars (stars with spectral type later than F2) have an outer differentially rotating convection zone. As in the Sun, a positive temperature gradient have been found in the outer atmosphere of these stars. Above the photosphere the temperature increases through the chromosphere (where it reaches \( \approx 10^4 \) K) and transition region and into the corona, where it is \( \approx 10^6 \) K. This heating is thought to be due to the dissipation of energy carried by magnetohydrodynamic waves, and/or from reconnection of stressed magnetic field lines, but the precise physics involved is not yet understood. It is believed that convection coupled with high stellar rotation results in a dynamo mechanism which converts the mechanical energy of rotation and convection into magnetic energy. On the one hand the rotation rate in late-type stars moderates the dynamo mechanism which generates and amplifies the magnetic field in the convection zone, but there is a further relationship between rotation and age. Rotation rate declines with age because stars lose angular momentum through the
cooling of magnetic field and stellar mass loss, and thus there is an indirect trend of decreasing magnetic activity with increasing age.

The stars that are rapidly rotating by virtue of their youth or presence in a close-binary system, are orders of magnitude more active than the Sun. The observations of these extremely active stars have revealed some very non-solar-like characteristics as confined cool material at large distances, infalling matter, and high latitude magnetic flux emergence.

Our group have been working during the last years in the analysis of high and medium resolution spectroscopic observations that allow us to quantify the phenomenology of the chromospheric activity of different kinds of cool stars. We include in our studies stars with different levels of activity and rotation rate, from very young stars (pre-main sequence stars of weak-lined T Tauri type) to evolved stars in chromospherically active binaries (RS CVn type). Late-type stars members of young stellar kinematic groups (age from 20 to 600 Myr) are being also analysed. In addition, we are studying the behaviour of very frequent flares and microflares that take place in dMe dwarfs of UV Cet type (flare stars).

In the next sections we describe the methods used in our analysis, the results from our previous studies as well as the most recent results we have obtained for all these cool stars.

2 Observations

High and medium optical spectroscopic observations of different kinds of cool stars, covering the most of the spectral lines widely used as chromospheric activity indicators, have been obtained during several observing runs using different telescopes and instrumental configurations: the 2.5 m Isaac Newton Telescope (INT) with the Intermediate Dispersion Spectrograph (IDS) and the ESA-MUSICOS Echelle spectrograph, the 4.2 m William Herschel Telescope (WHT) with the Utrecht Echelle Spectrograph (UES), the 2.56 m Nordic Optical Telescope (NOT) using the Soviet Finish High Resolution Echelle Spectrograph (SOFIN) and the 3.5 m Telescopio Nazionale Galileo (TNG) using the Spectrografo di Alta Risoluzione (SARG) at the Observatorio del Roque de Los Muchachos (La Palma, Spain); the 2.2 m telescope at the German-Spanish Observatory (CAHA) in Calar Alto (Almería, Spain), using a Coudé spectrograph and the Fibre Optics Cassegrain Echelle Spectrograph (FOCES); the 2.1 m telescope using the Sandiford Cassegrain Echelle Spectrograph and the 9.2 m Hobby-Eberly Telescope (HET) with the High Resolution Spectrograph (HRS) at the McDonald Observatory (Texas, USA). The spectral resolution achieved range from 0.05 to 0.5 Å.
3 Spectroscopic analysis

3.1 Chromospheric activity indicators

The simultaneous analysis of the different optical chromospheric activity indicators using the spectral subtraction technique (see below), allow us to study in detail the chromosphere, discriminating between the different structures: plages, prominences, flares and microflares. The most relevant optical spectroscopic features that can be used as chromospheric activity indicators are:

**The Ca II H & K lines:** the emission reversals above these two strong absorption resonance lines (see Figure 1) are the most widely used optical indicators of chromospheric activity, since their source functions are collisionally controlled and represent an extremely important cooling mechanism.

**The Ca II infrared triplet (IRT) lines:** these lines share the upper levels of the Ca II H & K transitions and are formed in the lower chromosphere. The ratio of excess emission equivalent width, $E_{8542}/E_{8498}$, is an indicator of the type of chromospheric structure (plages, prominences) that produces the observed emission.

**The Hα and other Balmer lines:** these lines are formed at the middle chromosphere, but are only in emission above the continuum in very active stars, and in less active stars only a filled-in absorption line (see Figure 2) is observed. The $E_{H\alpha}/E_{H\beta}$ ratio can be used as a diagnostic for discriminating between the presence of plages and prominences in the stellar surface.

**The Na I D1, D2 and Mg I b triplet:** The Na I doublet lines are collisionally dominated and are good indicators of changes in the upper photosphere and lower chromosphere. The Mg I b triplet lines originate in the same region. Both Na I and Mg I lines are detected during flares as emission reversal or as filling-in.

**The He I D3 line:** it originates in the upper chromosphere and the observation of this line in emission supports the detection of flare like events. This line could be also filling-in due to frequent low-level flaring activity.

The spectral subtraction technique

We determine the chromospheric contribution in these features subtracting the underlying photospheric contribution by using the spectral subtraction technique (see [21, 22, 23, 26, 27, 34]). This technique consists of the subtraction of a synthesized stellar spectrum constructed from artificially rotationally broadened, radial-velocity shifted, and weighted spectra of inactive stars chosen to match the spectral types and luminosity classes of the components of the active system under consideration (see Figs. 1, 2, 7). The synthesized spectrum is constructed using the program STARMOD developed at Penn State [1]. The inactive stars that we have used as reference stars in the spectral subtraction have been observed during the same observing run as the active stars, or taken from our libraries of late-type stars (see [32]).
3.2 Radial and rotational velocities

Heliocentric radial velocities have been determined by using the cross-correlation technique. The spectra of the program stars were cross-correlated order by order, using the routine fxcor in IRAF, against spectra of radial velocity standards of similar spectral types. We have used these heliocentric radial velocities together with precise measurements of proper motions and parallaxes taken from Hipparcos and Tycho-2 Catalogues, to calculate Galactic space-velocity components \((U, V, W)\) (see [35]). In the case of binary systems [12]) we have used these radial velocities to determine the radial velocity curve and obtain a minimum \(\chi^2\) fit orbit solution (see Figure 3).

We have determined the rotational velocities \((v\sin i)\) of our star sample by using the cross-correlation technique. The spectrum of the program star is cross-correlated against the spectrum of a template star (a slowly rotating star of similar spectral type) and the width of the cross-correlation function is determined (see [36, 12]). The calibration of this width, to yield an estimate of \(v\sin i\), is determined by cross-correlating artificially broadened spectra of the template star for a range of \(v\sin i\) with the original template star spectrum.

3.3 Age from the Li \( \lambda 6708 \) Å line

In order to obtain an estimate of the age of our stars we have used the resonance doublet of Li \( \lambda 6707.8 \) Å which is an important diagnostic of age in late-type stars, since it is destroyed easily by thermonuclear reactions in the stellar interior. The measured equivalent width of this line, \( EW(\text{Li} \lambda) \), (corrected from the blended Fe \( \lambda 6707.41 \)) is compared with the one of stars in well-known young open clusters.
4 Results

4.1 WTTS, weak-lined T Tauri stars
The weak-lined T Tauri stars (WTTS) are low mass pre-main sequence stars (PMS) with H\(_\alpha\) equivalent widths \(\leq 10\ \text{Å}\) in which no signs of accretion are observed. The emission spectrum of these stars is not affected by the complications of star-disk interaction which often masks the underlying absorption lines as well as extincts the stellar light in classical T Tauri stars (CTTS). The WTTS are thus ideal targets to study the behaviour of surface activity in the PMS stage of the stellar evolution. A large number of WTTS have been recently discovered by the ROSAT All-Sky Survey. Many of them have been found far away from the star formation clouds and whether these stars are really WTTS, or post TTS, or even young main sequence stars is a matter of ongoing debate.

We have started a high and medium resolution optical observational program dedicated to study the chromospheric activity of late-type pre-main sequence stars. We include in our study both bona-fide WTTS in Taurus with known rotational period, and WTTS recently discovered by the ROSAT All-Sky Survey, which have been very little studied until now. Simultaneous H\(_\alpha\) and Ca ii H & K INT/IDS spectroscopic observations of a sample of 20 bona-fide WTTS in Taurus-Auriga molecular clouds, with well determined photometric rotational periods, have been analysed [43, 38]. The results of high resolution echelle spectroscopic observations of six ROSAT discovered WTTS, located in and around the Taurus-Auriga molecular clouds, can be found in [31].

4.2 Chromospherically active binaries
The chromospherically active binaries (CABS) are detached binary systems with cool components characterized by strong chromospheric, transition region, and coronal activity. The RS CVn systems have at least one cool evolved component whereas both components of the BY Dra binaries are main sequence stars [9].

In previous work [10, 21, 22] we have studied the Ca ii H & K and H\(_\alpha\) lines in a large sample of CABS. The activity-rotation and flux-flux relations for these systems have been analysed [21, 23, 24].

Multiwavelength optical observations of well known CABS
We analyzed, using the spectral subtraction technique, IDS/INT simultaneous H\(_\alpha\), Na i D\(_1\), D\(_2\), and He i D\(_3\) spectroscopic observations of 18 CABS [25, 26]. High
Figure 2: Spectra of 2RE J1101+223 (HD 95559) in the Hα line region. The observed spectrum (solid-line) and the synthesized spectrum (dashed-line) are plotted in the left panel and the subtracted spectrum (dotted line) in the right panel. The positions of the Hα line for the primary (P) and secondary (S) components are marked.

resolution echelle spectra including all the optical chromospheric activity indicators from the Ca ii H & K to Ca ii IRT lines are analysed in the binary EZ Peg [27] and in other 16 CABS [34]. The subtracted Hα profile of the more active stars of the sample (Hα in emission above the continuum) has very broad wings, and is well matched using a two-components Gaussian fit (narrow and broad). The broad component is primarily responsible for the observed variations of the profile, and its contribution to the total equivalent width (EW) increases with the degree of activity. So we have interpreted this broad component emission as arising from microflaring activity that take place in the chromosphere of these very active stars (see also [28]). Prominence-like extended material has been detected in a near-eclipse Hα observation of the system AR Lac. The excess emission found in the Na i D1 and D2 lines by application of the spectral subtraction technique, and the behaviour of the Hα line in the corresponding simultaneous observations indicate that the filling-in of the core of these lines is a chromospheric activity indicator. In giant stars of the sample the He i D3 line has been detected in absorption in the subtracted spectra.
Multiwavelength optical observations of X-ray/EUV selected CABS

As an extension of our study of well known CABS we have started to observe also CABS recently discovered by their X-ray and EUV emission detected by the ROSAT satellite. We have analysed the Hα and Ca ii IRT lines of the binary system 2RE J0743+224. We have found that this star, previously classified as single-lined spectroscopic binary, is a double-lined spectroscopic binary (SB2) with a K1 III primary and an orbital period of 10 days. During the observations an unusual long-duration flare took place [30]. A Li i λ6708 Å line enhancement was detected during the flare, which we suggest is produced by spallation reactions during the flare [29, 30]. Our observations during four observing runs from 1999 to 2001 of BK Psc (2RE J0039+103) [12] confirm the single-lined spectroscopic binary (SB1) nature of this system and allow us to obtain, for the first time, the orbital solution of the system as in the case of a SB2 system. The minimum masses ($M \sin^3 i$) resulting from the orbital solution are compatible with the observed K5V primary and an unseen M3V secondary. Both components of the binary system show high levels of chromospheric activity. Hα emission above the continuum from both components is a persistent
feature of this system. Finally, the SB2 binaries 2RE J0725-002 (V789 Mon) and 2RE J1101+223 (HD 95559) [13] are analysed in detail (see the Hα emission of HD 95559 in Figure 2) and an improved orbital solution has been obtained (see Figure 3).

4.3 Flare stars

Flares are events in which a large amount of energy is released in a short interval of time, taking place changes at almost all frequencies in the electromagnetic spectrum.

The first flare ever detected was discovered in the Sun on 1 September 1859 when Carrington [4] observed a large sunspot group looking at the solar photosphere. Since then, flares have been observed in many types of cool stars [42], sometimes radiating at levels several orders of magnitude more energetic than solar flares [14]. In UV Cet type stars (late Ke or Me dwarfs) optical flares are a common phenomenon. On the other hand, flares produced by more luminous stars are usually only detected through UV or X-ray observations. Flares from UV Cet type stars present the greatest analogy to solar flares, in contrast to other stellar sources (e.g. Algol type and RS CVn binary systems and pre-main sequence objects) [40, 2] whose flares have probably got more differences than similarities with respect to the solar case. Even though flares of UV Cet type stars present many analogies with solar flares, there are also significant differences, such as the amount of energy released [41]. The question is: are these differences only due to the different physical conditions of the atmosphere of these stars and the solar one, or are the environments so different that even the basic flare mechanisms may be different?

Figure 4: Flare and quiescent spectra of AD Leo, compared with the spectrum of the reference star Gl 687B (M3.5V).  
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As in the Sun, stellar flares are believed to result from the release of free magnetic energy stored in the corona due to reconnection of magnetic field lines [11, 16]. Generally, there are two different kinds of flares [39]: confined flares, in which loops in an active region suddenly brighten and slowly decay, and eruptive flares, in which the whole configuration of magnetic loops is disrupted and must be newly rebuilt. In eruptive flares the originally closed magnetic field suddenly opens, flowing plasma upward to the corona [18]. Then, magnetic pressure begins to prevail, leading to sequential reconnections of the open field lines which create new loops. The reconnection process produces intense heating which is conducted downwards to the chromosphere and it also accelerates particles that flow along the loop. Then, the gas at the chromospheric loop footpoints is strongly heated and evaporated, making it visible in X-rays and high-temperature lines [3]. Afterwards, the loop cools, making it visible at higher wavelengths. Meanwhile, other new loops are formed above it. The problem concerning the energy release and the overall spectral distribution in stellar flares has recently been discussed in view of new theoretical models and multi-line observations, but the exact physical mechanisms involved in flares remain poorly understood.

**High spectroscopic resolution observations of different flare stars**

In our previous work high resolution spectroscopic observations of several flare events have been analysed in different kinds of active stars. In the RS CVn systems UX Ari and II Peg flares have been detected in the Hα, Na I D1 & D2 and He I D3 lines [25, 26]. A long-duration (>8 days) optical flare has been found in the recently discovered, X-ray/EUV selected, chromospherically active binary 2RE J0743+224 [29]. During this flare we have also detected a Li I λ6708 Å line enhancement probably produced by
spallation reactions during the flare. We have analysed high resolution optical echelle spectra and IUE observations during a strong flare on 22 December 1993 in the very active, young, fast rotator, single K2 dwarf LQ Hya [33]. We have estimated the total energy of this flare, and discussed the broad components, asymmetries, and Doppler shifts seen in some of the emission lines. During the MUSICOS (MUlti-SIte COntinuous Spectroscopy) 1998 campaign we have observed almost continuously the RS CVn system HR 1099 for more than 3 weeks in which two flares were monitored [15].

High temporal resolution observations of Me dwarfs

The purpose of our present work is to study dMe flare stars with high temporal resolution to analyse the evolution of the observed emission lines, that are formed from the upper photosphere to the upper chromosphere, during the different phases of the detected flares. Results will be used to test different flare models. We have already studied in detail the dM3.5e flare stars AD Leo and V1054 Oph [37, 5, 6]. Both stars were monitored with high temporal resolution during the MUSICOS 2001 observing run (2–5 April 2001) using the Isaac Newton Telescope (INT) of the El Roque de Los Muchachos Observatory (La Palma, Spain). We have not detected strong flares (see e.g. Figure 4, where the spectrum of AD Leo in the maximum of the strongest flare has been plotted in comparison to its quiescent spectrum and the one of the reference star Gl 687B) but we have found interesting short and weak variations with properties very similar to flares (microflares) that are produced with high temporal frequency (see e.g. Figure 5, where the detected flares of AD Leo have been identified). These flares last from $14 \pm 1$ to $31 \pm 3$ min in the case of AD Leo and from $21 \pm 2$ to $96 \pm 6$ min in V1054 Oph. The EW rise of the Balmer lines is larger

Figure 6: EW ratio (relative to the quiescent state) of different lines during the best monitored flare of AD Leo in our observations.
at shorter wavelengths (e.g. Figure 6), but their temporal evolution is quite similar. It also seems that the Ca II H & K lines are less affected by flares, suffering a lower increase than the Hydrogen lines and reaching the maximum at a different time. The Balmer lines show a red-asymmetry that becomes larger in the flare maxima (despite the broadening of the blue wing during flares).

Figure 7: Representative spectra of PW And in the quiescent state in several chromospheric activity indicators.
4.4 Cool stars in young moving groups

Moving groups (MG) are kinematic coherent groups of stars [7] that could share a common origin. In our previous work [35] we have compiled a sample of late-type stars possible members of the youngest and best documented MG: Local Association or Pleiades moving group (20 to 150 Myr); IC 2391 supercluster (35-55 Myr); Castor moving group (200 Myr); Ursa Mayor group or Sirius supercluster (300 Myr); and Hyades supercluster (600 Myr). These stars have been selected from previously established members of MG based on photometric and kinematic properties, as well as from new candidates based on other criteria as their level of chromospheric activity, rotation rate and lithium abundance.

In order to better establish the membership of these candidate stars in the different young MG we have started a program of high resolution echelle spectroscopic observations [36, 20]. The spectroscopic analysis of these stars allow us to obtain a better determination of their radial velocity, lithium (\(\lambda 6707.8 \text{ Å} \) line) EW, rotational velocity and level of chromospheric activity. The high resolution spectroscopic observations (150 stars until now) were taken during 12 observing runs from 1999 to 2002. Our results confirm the membership of several previously established members, but in other cases the kinematic and spectroscopic criteria indicate the membership in a different MG or that the star should be considered only as a young disk star with no clear membership in any MG. Some new spectroscopic binaries have been identified. The rotational modulation of the photospheric and chromospheric activity of the young, single K2-dwarf PW And (member of the Local Association) has been analysed in detail [19].
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Abstract: We present a summary of the current state of the art in the study of hot subdwarf stars by using asteroseismological techniques. We first briefly describe the main physical aspects of these objects, to then analyze the different groups of hot subdwarfs from a seismological point of view.

1 Introduction

Since 1947, when Humason & Zwicky discovered hot subdwarfs on a survey of faint blue stars [1], and from 1960, when Greenstein established them as a spectroscopically differentiated class of stars [2], they had been scarcely studied by the scientific community. A situation that reversed after the discovery of pulsations in some hot subdwarfs stars in 1997 [3].

This class of objects consists mainly of subluminous stars with a canonical mass of $0.5M_\odot$; they have blue colors and effective temperature ($T_{\text{eff}}$) and logarithm of surface
gravity ($\log g$) in the ranges $20,000 - 100,000$ K and $4.0 - 6.5$ dex, respectively. Hot subdwarfs reveal themselves as abundant objects in faint and blue stellar surveys [4]. Due to their high temperatures they have been considered as ionizing sources of interstellar gas at high galactic latitudes [5], and they are thought to be responsible for the UV-upturn found in elliptical galaxies and galaxy bulges [6], [7], [8].

Their evolutionary status corresponds to a lower main sequence star that has evolved through the Red Giant Branch, but that has not yet arrived at the cooling sequence of White Dwarfs (WDs). The specific details of their evolution, as well as other aspects—such as the population they belong to (they are found both in the disk and the galactic halo [9], their anomalies in metal abundances [10], their binary fraction, and the nature of the detected oscillations—are still a matter of investigation.

A definite spectroscopic classification has not yet been established either, despite various existing proposals [11], [12]. However, we can segregate hot subdwarfs into three main spectroscopic sequences, sdBs, sdOs and sdOBs, according to composition and effective temperatures:

- sdBs have hydrogen dominated atmospheres, with $T_{\text{eff}}$ between $20,000$ and $40,000$ K, and $\log g$ between $5.2$ and $6.5$ dex.
- sdOs have helium rich atmospheres, with $T_{\text{eff}}$ between about $40,000$ K and $100,000$ K and $\log g$ between $4.0$ and $6.5$ dex.
- sdOBs share characteristics of the above types, both hydrogen and helium are present in their atmospheres and they have $T_{\text{eff}}$ around $40,000$ K.

2 Subdwarf B-Type Stars

The physical parameters specified in the previous section place subdwarf B-type stars (the sdBs) in the area of the Hertzsprung Russell Diagram (HRD) known as the Extended Horizontal Branch (EHB) a region that corresponds to the bluest part of the Horizontal Branch. This location is reproduced by theoretical models of He-core burning stars having $q \sim 0.95$, where $q=M_{\text{core}}/M_{\text{total}}$ [13], [14]. They also have a radiative He-layer plus a small ($M_H \lesssim 0.02M_\odot$) and inert hydrogen envelope, that makes the model behave almost like a helium Main Sequence star [15], [16].

Although their evolutionary path is not yet completely understood, they are thought to be descendents of Red Giant Branch (RGB) stars that have undergone such substantial mass loss that they have lost most of their H envelope and bypass the Asymptotic Giant Branch evolving directly into the White Dwarf cooling sequence. However, the exact mechanism that produces such mass loss at or near the tip of the RGB is unclear. Because at least 44% of the sdBs show signs of binarity, a binary origin involving common envelope phases has also been proposed [17]. Some binary scenarios of sdB formation have been studied [18] from a theoretical point of view.
Subdwarf-B stars are all chemically peculiar, with spectra dominated by the Balmer lines; they show an underabundance of He that can be very noticeable in some particular cases [19]. Other elements, such as C and Si, appear depleted in their spectra while N is approximately solar. The chemical abundances could result from the balance between gravity and radiative levitation, but this does not seem to be the case: the radiative and gravitatory mechanisms alone cannot explain the observations [10]. Other mechanisms such as mass loss, rotation or magnetic fields, have been proposed in the attempt of reproducing observed sdB spectra [20], [21].

2.1 Pulsations in sdBs

The discovery of pulsations in some of the sdBs allows us to improve our knowledge of these stars interior structure by making use of asteroseismological techniques.

The first pulsating sdB, EC14026-2647, was found in 1997 [3]. Several observational campaigns were then organized to search for similar objects. The intense searches performed by the South African Astronomical Observatory ([22] and references therein), University of Montreal [23], Nordic Optical Telescope [24] and recently, by Green and collaborators [25], established two subclasses of pulsating sdBs. They display the following differences:

- The objects in the “EC14026” subclass have fast pulsations, with periods that tend to cluster in the range (80-250) s. There exist, however, some particular cases (Feige 48, HS 2201+2610, HS 0702+6043 and PG 1605+072) with longer periods (up to 600 s) that are explained by a frequency dependence on the physical parameters of the star [26]. The detected frequencies are explained as \( \kappa \) modes, both radial and non radial, of low degree and low radial order excited by the \( \kappa \) mechanism associated with an opacity bump due to the enhancement of the iron abundance in the sdB envelopes, probably caused by diffusion processes [27]. The \( T_{\text{eff}} \) and \( \log g \) of EC14026 stars, between 28 400 – 35 700 K and 5.25 – 6.11 dex, respectively, place them in an area of the HRD where they coexist with constant sdBs. To date, it remains unknown what causes some stars to pulse while others, with the same physical parameters, do not. The explanation could involve weak winds that, at different ages, would lead to differences in the amount of iron in the pulsation driving region [28].

- The subclass known as “Betsy” stars, discovered in 2002 [25], show periods of oscillation on the order of one hour, that are attributed to g modes of high radial order excited by the same mechanism acting in the EC14026 stars. We find Betsy stars in the HRD area enclosed by the values of \( T_{\text{eff}} \in [25 000, 30 000] \) K and \( \log g \in [5.4, 5.7] \), respectively. In this case, it seems that all the stars lying
in this region oscillate and there is no co-existence of pulsating and constant objects.

![Figure 1: Some typical light curves of EC14026 (top) and Betsy stars (bottom) [29].](image)

In Figure 1 some typical light curves of the two subclasses of pulsating sdBs are shown.

The observational discovery of the first pulsating sdB almost coincided with the theoretical prediction of the viable existence of pulsations in this class of stars. Motivated by the presence of a HeII-HeIII convection zone in the sdB envelopes that could excite pulsation modes, Charpinet et al. made the first theoretical study of the possible oscillating nature of sdBs [30]. Contrary to their expectations, they found a negligible contribution to driving from the HeII-HeIII region but an important contribution due to ionization of heavy elements. The same authors obtained excited pulsation modes in sdB models with enhanced Fe abundances [27]. They established that sdB models with an inhomogeneous iron distribution could present excited modes if enough of this element were present in the driving region, and proposed that the
iron opacity $\kappa$ mechanism is responsible for pulsations in EC14026 stars. The studies above mentioned formed the basis for an asteroseismological study of sdBs.

Fontaine et al. provided a theoretical explanation for the occurrence of oscillations in the Betsy stars [29]. The same $\kappa$ mechanism that excites $p$ modes in EC14026 stars is proposed as responsible for the light curve variations on Betsy stars, but leading to excited $g$ modes of high radial order in this case.

The discovery of an oscillatory behaviour for some sdBs has led to investing great effort in trying to remove some of their uncertainties but, above all, it has opened the possibility of using seismological techniques to probe their interiors and, hence, to gain more information about this still puzzling stellar evolutionary phase. However, this task is not lacking of problems: the low number of detected pulsation frequencies in some cases, the complexity of the amplitude spectra in others, and the low amplitudes of pulsation, of the order of a few milli-magnitudes, that prevent us from accurate mode identifications, are delaying the application of seismology techniques to studying sdBs in detail. In the near future, with the aid of space missions, like COROT [31], these problems may be overcome, but to date, the only existing complete asteroseismological analysis of a sdB can be found in [32] and [33].

On this scene, our group is working both observationally and theoretically. The use of the IAC80 telescope (Teide Observatory) has led to the discovery of the latest EC14026 star known to date: Balloon090100001 [34], which is the brightest ($B = 11.8$) and has one of the greatest pulsation amplitudes ($\sim 60$ mmag) among its class. On the other hand, we are able to compute full stellar evolution structural models of sdB stars by using the code of one of us (JM, [35]), and their corresponding theoretical frequencies of pulsation by using the adiabatic code of Christensen-Dalsgaard [36]. These computational results are used to carry out the seismological analysis of the observational data.

3 Subdwarf O-Type Stars

Hot subdwarfs O-type (hereafter sdOs) are helium rich objects with a mean canonical mass of $M = 0.5 M_\odot$. They most likely have $C/O$ cores with a helium burning shell. Their exact evolutionary state is still uncertain, in part due to a paucity of stellar evolution calculations for these objects. Nevertheless, two possible scenarios explaining the origin of sdOs have been proposed based on their location in the HR diagram [37]:

- The post-AGB (Asymptotic Giant Branch) or “luminous” sdOs are found in a region of the HRD crossed by tracks leaving the AGB.

- The post-EHB (Extended Horizontal Branch) or “compact” sdOs sit on the HRD near the EHB region. The majority of sdOs are found in this location.
Both of these scenarios pose a number of yet unanswered questions:

The “luminous” sdOs would be the descendants of AGB objects and would evolve like central stars of planetary nebulae. However, only four sdOs are known that show signs of a surrounding nebula [38], [39]. Some explanations to why this is have been proposed by [40] and [42].

The “compact” sdOs would be the sdBs (EHB) descendants. The main question is how a hydrogen rich star (a sdB) may have evolved into a helium rich one (a sdO). There are only a few calculated tracks for the post-HB state (see [13], [43], [44], [45] and [46]). Recently, Lanz et al. have used “deep helium flash-mixed models” to account for helium enriched sdBs [47]. Their models yield effective temperatures on the Zero Age Horizontal Branch higher than the canonical value which may explain the helium enrichment and give subsequent evolution to the sdOs.

A binary origin of sdOs has been addressed in [41] and [48]. It is proposed that single sdOs may be the merger of a pair of low-mass helium WDs which lose angular momentum by gravitational wave radiation. There are a few studies which estimate the binary fraction of sdOs ( [17], [49], [50], [51] and [52]) at between 30 and ~64%.

The highly inhomogeneous sdOs spectra (with the common characteristic of a usually strong HeII $\lambda 4686$ A spectral line) echo the peculiarities of their atmospheres. There are to date few exhaustive spectral analyses of sdOs (see e.g.: [53], [54], [55]). From them, we know that the helium abundance (from 50% to a 100%) shown in their spectra is usually accompanied by nitrogen enhancement and carbon depletion, pointing to the action of the CNO cycle, while sometimes carbon is enhanced which shows the action of the $3\alpha$ process. Enhancement and depletion, in various degrees, of other metals like oxygen, silicon, magnesium, neon and iron in different stages of ionization are also found [56], rendering the spectral classification into subclasses of these objects still a matter of debate [12].

3.1 Search for pulsations in sdOs

Tracing back the history of pulsations in sdOs, as early as 1957 (only ten years after the discovery of hot subdwarfs) J. L. Greenstein in his paper “Evidence for instability among sub-luminous stars” [57] recommended observations to detect possible short-period pulsations among sdOs and WDs.

Bartolini et al. were the next to consider variability among sdOs [58]. They carried out a photometric study searching for variability in 6 hydrogen-poor stars, 3 of them being sdOs. They claimed to have found microvariability in all of them, although they were only able to estimate periodicities qualitatively.

The same authors stated the pulsational behavior of a binary system composed of the sdO star HD 128220 and a subgiant type-G companion [59]. However, it was not clear if the observed small amplitude variations were due to the sdO star or to its companion, or to fluctuations in atmospheric transparency [60]. Some non-pulsating
episodes in the system, attributed to destructive interference of nearby frequencies, were also reported.

Motivated by the exciting discovery of pulsations in sdBs, and taking into consideration the related studies above [59], we have begun a photometric study of a sample of about 60 sdOs. Our objective is to search for possible pulsations among them, with the final aim of shedding some light on their evolutionary state.

11 sdOs and one sdOB have been observed in three observational campaigns: one at the Sierra Nevada Observatory (OSN) in December 1999, where 4 channel simultaneous Strömgren photoelectric photometry was performed with a 90 cm telescope, and two in April and August-September 2003 at the IAC80 telescope (Teide Observatory; OT) where fast photoelectric photometry was made with the 3 channel Tromsø-Texas photometer in white light. On the latter occasion, B Johnson CCD photometry was also acquired with the Tromsø-Texas CCD photometer.

From our spectral analysis, the star HIP 52181 stands out with a frequency of 1.04 mHz and with an amplitude over 2.5σ times the mean noise, which makes it a good candidate for pulsations. The amplitude spectrum is plotted in Figure 2. The horizontal dotted line is 2.5σ times the mean value of the amplitude, and the solid line is 3 times this value which yields roughly a 99% confidence level.

![Figure 2: Amplitude spectra for HIP 52181.](image-url)

For this candidate star a preliminary asteroseismological study was implemented. Two sdO models with atmospheric parameters roughly reproducing those of HIP 52181, were computed with the stellar evolution code of JM [35] by evolving Z=0.02, 1.0M⊙ stars from the main sequence with enhanced mass loss. These were then used as input to the stellar evolution code to produce 19 more evolved structural models. The
evolution was stopped at log $g \sim 7$, when the star is entering the WD phase. The two
evolutionary tracks are plotted in the HRD (Figure 3).

Figure 3: Tracks in the HRD computed after evolving two sdOs structural models to
the WDs phase.

We chose the 7 models marked with diamonds on Figure 3 and used them as
input for the adiabatic pulsation code of Christensen-Dalsgaard [36]. Only for one
of the models were two theoretical frequencies obtained that consistent with our ob-
servational data. Both frequencies are identified with high order g modes. Further
observational and theoretical work is required to assess the eventual meaning of these
preliminary results. In particular, one of our immediate goals is to construct more
accurate structural models of sdOs and to use them with a non-adiabatic pulsation
code [61] that includes the interaction between pulsation and the atmosphere to de-
termine the unstable oscillation modes.

About 20 more sdOs of the ongoing study were observed from 1-14 December 2003
at OSN with a 1.5 m telescope with a B Johnson filter. The data obtained are under
analysis. If the pulsating/non-pulsating rate is similar to that found for the sdBs, at
least 1 or 2 new sdO pulsators are expected on the completion of the photometric
study.
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Abstract: The so-called AM CVn systems, or Interacting Binary DB White Dwarf stars, have grown from four members in 1992 to twelve in 2003; five out of the eight new discoveries were found during the 21st century. Also, the observational properties of these systems show nowadays a widespread and unexpected range of characteristics, which seems to confirm the existence of “subclasses” within the group. Four objects at least show X-ray emission. For two objects at least, H seems to have been detected in their optical spectra. A brief review of the recent findings for this peculiar group among the Cataclysmic Variables is here presented.

1 Introduction

A Cataclysmic Variable (CV) is, by its usual definition, a close interacting binary system where a solar-type secondary star overflows its Roche Lobe and donates matter, mostly hydrogen from its atmosphere, in a stable manner onto a White Dwarf (WD) primary accretor, within orbital time spans in the range of hours. Excellent reviews on the topic can be found in, e.g., [1], [2], [3], [4].

Helium Cataclysmic Variables (He CVs), also referred to as AM CVn systems ([5], [6]) or Interacting Binary DB White Dwarf stars (IBDBWDs: [7], [8], [9]), constitute a subclass of the CVs where the secondary star is a Helium-rich WD (i.e., of DB type), donating matter onto the primary object, which is also a DB WD. Two main characteristics distinguish them from the bulk of the H-rich CVs: their composition (with spectra entirely depleted from H and dominated by He lines) and their ultra-short orbital periods (on the order of minutes). See for example [10], [5], [9], [11], for a revision of their properties.

Until 1992 only four AM CVn objects were known (AM CVn, V803 Cen, CR Boo and GP Com), despite the prototype, AM CVn itself, had been discovered as a variable object by [12] and classified as an IBDBWD system by [13]. A review of their characteristics published to that date can be found in [9]. Tables listing the twelve AM CVn systems known to date, together with a summary of some of their properties, can be found in, e.g., [14].

In the next sections, some of the main recent findings for the objects will be summarized, together with a discussion of their implications in the context of the Cataclysmic Variables.
2 The objects

There are at present twelve AM CVn systems identified and catalogued as such, namely AM CVn, HP Lib, GP Com, CE 315, V803 Cen, CR Boo, CP Eri, KL Dra, 2003aw, V407 Vul, ES Cet and RX J0806.3+1527 (RX J0806, hereafter), which, according to [14] could be grouped into three classes: the “high state” objects AM CVn and HP Lib, with orbital periods shorter than 1200 seconds, a high mass transfer accretion rate and a thick disk, showing absorption He lines in their optical spectra; the “low state” objects GP Com and CE 315, with orbital periods larger than 2500 seconds, a low mass transfer accretion rate and a thin disk, showing emission lines; and those objects in an “unstable (or cyclic) state”, with periods ranging from about 1200 to 2500 seconds and showing both He emission (when in low state) and absorption (when in high state) lines. These would be V803 Cen, CR Boo, CP Eri, KL Dra and 2003aw.

It is worth noting that already in 1992 V803 Cen and CR Boo were considered “intermediate” objects between AM CVn (assumed in a permanent high state) and GP Com (in a permanent low state), according to the variations of their observed magnitudes: V ≈ 14 for AM CVn, V ≈ 16 for GP Com, and V between ~13 and 18 for V803 Cen and CR Boo ([9]). So, we see that nowadays more systems have been found to fit within the three classes.

On the other hand, V407 Vul and RX J0806 are found to display X-ray emission ([15], [16]) while [17] suspected ES Cet to be a soft X-ray source. The three systems have been proposed to host magnetic primaries ([18], [17]). They display periods ranging from 321.5 to 620.26 seconds; periods that would place them inside the “high state” regime of the AM CVn systems as previously defined. However, while V407 Vul does not display emission lines and only a dubious Mg I absorption line was detected in its optical spectrum ([19]), ES Cet and RX J0806 only display emission lines of He ([17], [20]), a characteristic of the “low state” objects. Besides, [21], [22] claim the detection of Balmer lines in the optical spectra of ES Cet and RX J0806, respectively, disregarding therefore their classification as AM CVn systems. All these peculiarities render the three objects as most peculiar and worth studying ones.

In what follows, a brief summary of characteristics and findings—which does not mean to be complete, will be included for each of the twelve AM CVn systems.

2.1 “High state” objects:

AM CVn: Until 1999 two main photometric periods, ~1051 and ~1028 seconds, coexisted for the prototype of the IBDBWD stars group, when [23] confirmed that the orbital period was 1028.73 seconds, a value also later on confirmed by [24]. [25] and [26] supported the interpretation of 1051 seconds as the “superhump” period for the
system. These two findings were crucial for a significant advance in the understanding of the binary nature of AM CVn, which, for several authors had not even been proven beyond doubt before (see, e.g., [9]).

To date, after several disk models have been proposed for the system (e.g., [5], [27], [28], [29], [25], [24]), an accretion rate of $10^{14}$ kg/s, a precession period of 13.38 hours and an inclination of about $\sim 15^\circ - 45^\circ$, are suggested. Also, the masses for the primary and secondary components would be, respectively, 0.84 and 0.07 M$_\odot$, yielding a mass ratio ($q$) of 0.087 ([25]). Instead, [30] reports values of 0.5 M$_\odot$ and 0.22 for the primary mass and $q$, respectively.

HP Lib: EC15330-1403, also known as HP Lib ([31]), was discovered as an AM CVn system by [32]. The object did not display magnitude variations within several days, staying around a magnitude of V=13.6. A value of 1102.7 seconds was assigned to its orbital period ([31]). Only HeI absorption lines were found in its optical spectrum, with no traces of H. The system is thought to remain in a permanent high state, as AM CVn itself, and a period of 1119 seconds ([32]) has been identified as the the superhump period of the object ([31]).

2.2 “Low state” objects:

GP Com: When only five AM CVn systems were known, around 1993, GP Com was suggested to be the most different object among them, based on its observational characteristics ([33], [34], [35]). A most intriguing feature was a variable “central spike” displayed by its triple-peaked emission lines of He, of unknown origin. Nowadays, it seems well established that GP Com is an AM CVn system, with an orbital period of 2794 seconds, a mass ratio on the order of 0.02 and a primary mass around 1 M$_\odot$ ([36]). [37] reported that observed flares in its light curve are generated at the inner disk, which is thin, in a permanent (quiescent) low state and with a low mass transfer rate ([27], [25]). As a major discovery for GP Com, the origin of its “central spike” is found to be very close to the accreting primary WD, and it is due to Stark effect ([37]). X-ray emission has been reported for the system ([38], [39], [40], [35], [41]).

CE 315: It was discovered spectroscopically by [42], who reported the presence of HeI and HeII lines and no traces of H, and classified it as an AM CVn system. The optical spectrum of the target was found to resemble very closely that of GP Com, with triple-peaked emission lines –as stated, its most peculiar and unique feature among the AM CVn’s, with the central spike variable. The orbital period reported by the authors, of 3966 seconds, is the largest one found to date for an AM CVn system. They also suggested values of 0.77 and 0.017 M$_\odot$ for the masses of the primary and secondary component, respectively, and a mass ratio $q$ of 0.022. [43] detected the
existence of CNO material in CE 315, according to their spectroscopical analyses, a characteristic also shared by GP Com ([44]).

2.3 “Cyclic state” objects:

V803 Cen: Like several other AM CVn systems, V803 Cen has a thermally unstable disk ([27], [45]), where a variable mass transfer rate makes the system oscillate among a high (V ∼ 13), a low (V ∼ 17) and a “cyclical” (V ∼ 13.5 - 14.5 for more than 50% of the time) states ([46]). Its optical spectrum shows He lines ([47], [48]), both in emission (when at low state) and in absorption (when at high state).

[46] have suggested that the system undergoes normal outbursts, like the Dwarf Novae ([45]), a possibility already pointed out by [49]. A period of 1618 seconds displayed by the object was suggested by the authors to be attributable to its superhumps; a possibility confirmed by [45] who reported values of 1614.5 and 1618.1 seconds for its superhump period and “late” superhumps, respectively. [45] also reported a value of 1594 seconds for the orbital period of V803 Cen, although no conclusively results exist for that issue so far.

[50] reported a low X-ray count rate detection for the system, compatible with a 10 keV bremsstrahlung source.

CR Boo: PG1346+082, also known as CR Boo, shares many observational properties with V803 Cen. In this case, several precession periods for its small disk ([27], [51]) have been suggested: 1.18 days by [52]; 36 hours by [51]; and 32 hours by [25]. Superhumps have been observed when in high state with a superhump period of 1487.29 seconds, while its orbital period seems to be established around 1471 seconds ([51]). [52] also compared the object with a Dwarf Nova and provided the following values for its q and secondary mass: 0.057 and 0.057 M⊙, respectively. [25] gave a value of 43.8° for the disk inclination angle and values of 0.05 and 0.05 M⊙ for q and the secondary mass, respectively. Meanwhile, [27] assigned to the secondary mass a value of 0.14 M⊙.

CP Eri: [53] classified CP Eri as an IBDBWD star, of similar characteristics to those of V803 Cen and CR Boo. They found a period of 1724 seconds, no H in its optical spectrum, and a transition between emission and absorption of its He lines from low (at a V magnitude of ∼ 19.7) to high (V magnitude of ∼ 16.5; see [53] for details), respectively, of its thermally unstable disk ([25], [27]). A clear orbital nature for that dominant period has not been established yet, as far as we can tell. [54] reported double-peaked lines of He I in emission, similar to those found for GP Com and CE 315, together with emission lines of Si II. The authors also reported a primary mass of at least 0.27 M⊙ and an inclination angle for the disk in the range 33°–80°.
**KL Dra**: KL Dra ([55]) was discovered as an apparent supernova (SN 1998d, I) by [56]. [57] reported He I spectral absorption lines, on a blue continuum, for its optical spectrum, which was found to resemble that of CR Boo at maximum, by the same authors. Magnitude variations between $V=16.8$ and $V=20$, together with transitions between a high and a low states, were reported by [58]. The same authors confirmed KL Dra as a new member of the AM CVn family, with similar characteristics to those of CR Boo, V803 Cen and CP Eri. A light curve, also closely resembling that of CR Boo, was obtained by [58], who reported as well the existence of superhumps for the system when in high state, with a period of 1530 seconds. Besides, they provided a value of 1500 seconds for its suspected orbital period, and values of 0.075 and 0.76 $M_\odot$ for $q$ and the primary mass, respectively.

**2003aw**: This system was discovered by [59] as a suspected supernova, and studied spectroscopically by [60] who found it to display a blue continuum with emission lines of He, with resemblances to KL Dra. The same authors reported the presence of Ca II, H and K in absorption. [61] studied its light curve and found its behaviour very similar to that of CR Boo and V803 Cen. Its visual magnitude was found to vary between $V=16.5$ and $V=20.3$ and to display cyclic brightness changes. The authors suggested an IBDBWD model for the system, which displays faint eclipses ([62]) and superhumps when at high state. A superhump period of 2041.5 seconds has been determined by [61], who also suggested an orbital period in the range 1200-2500 seconds.

### 2.4 “Magnetic” objects:

**RX J1914.4+2456**: This object, also known as V407 Vul, was reported by [63] as a soft X-ray ROSAT object ([64]), with an optical magnitude $V=19.7$. A preliminary classification as Intermediate Polar was assigned to the object by [15].

A value of 569.38 seconds was measured for its orbital period by [65] who, based on the accumulated evidence, concluded that V407 Vul is the first He double-degenerate Polar; this is, the first AM CVn system where the presence of a magnetic field of a few MG was proposed to exist. Related to this, [66] also reported variations in the X-rays light curve of the object, similar to those found for other Polars. However, they did not detect neither emission lines nor polarization, as expected for a true Polar, which therefore casted some doubts on its classification as such.

While [14] indicated that the 569 seconds value did not conclusively correspond to the object’s orbital period, [22] stated that the absence of emission lines reported by [19], both in the optical and in the IR, could be due to a high mass accretion rate together with a low (0°) inclination for the orbital plane. This inclination result contradicts the one previously reported by [65], of 90°.
To date, the classification of V407 Vul according to its magnetic nature seems far from being well established. Besides a Polar ([65]) and an Intermediate Polar ([15] or [68]), [69] and [19] suggested it to be an “Electrical Powered” system, while [70] proposed a double-degenerate Algol as an alternative possibility.

**ES Cet:** KUV 01584-0939, also known as ES Cet o Cet3 ([71]), was discovered by [72] as an UV object of the Kiso survey [72]. [21] reported the detection of strong HeII lines in emission. [14] signed the presence of double emission lines, as measured by [73]. [17] reported emission lines of CIV, together with values of 0.094 for the mass ratio, 0.7 M⊙ for the primary mass, a visual magnitude of V=16.9 and a period of 620.26 seconds. These authors also suggested that the system must be a high luminosity soft X-rays source, and perhaps a Polar; they found it similar to V407 Vul, and suggested it as a potential source of strong gravitational radiation. A mass transfer rate value of $10^{-8}$ M⊙/yr was also proposed for the system by [17] who speculated with the possible existence of permanent superhumps, although a superhump period has not been detected yet.

**RX J0806.3+1527:** [74] discovered this object as a ROSAT source and they suggested to catalogue it as an Intermediate Polar (see also [75], who reported a V magnitude of 21.1 for the system). [18] compared this system, for their similarities, to V407 Vul and they suggested to catalogue it as a “Electric Star” – i.e., in disagreement with the IBDBWD model proposed by [67]. [75] reported a period of 321.5 seconds and [67] confirmed its orbital nature. [75] also reported soft X-rays for the object, based on which a neutron star hypothesis ([67]) for its nature was discarded. [20] detected H lines in the optical spectrum of the object. [22] discarded such a model, based on the detection of H lines in the optical spectrum of the object. [20] detected C and N for the system, while [18] found C and Ne. [20] provided values between 0.2 and 0.5, and 0.12 M⊙, respectively, for the primary and secondary masses.

### 3 Summary and discussion

To date, twelve AM CVn, or Interacting Binary DB White Dwarf (IBDBWD), systems are known. The AM CVn systems share, as a main distinguishing characteristic among the Cataclysmic Variables, a remarkable absence of H in their optical spectra. Also, their ultrashort orbital periods (in the range 321-3906 seconds) render them unique and support the model most widely accepted, of a two He (i.e., DB-type) WD binary system, for their natures. Here, a secondary DB WD would transfer He from its atmosphere onto the primary WD, also of DB type (see, e.g., [14]). The presence
of H detected in the spectra of three of the new objects (i.e., ES Cet, RX J0806 and 2003aw) seems to cast however some doubts on their classification as AM CVn systems.

Far from sharing homogeneous appearances and behaviours, at least three subgroups seem to coexist in the class, according to their observed photometric properties: AM CVn itself, the prototype, and HP Lib display absorption lines of He and are thought to remain in a so-called permanent “high state” of mass transfer; GP Com and CE 315, in a permanent “low state”, display emission lines of He, double and triple-peaked; and V803 Cen, CR Boo, CP Eri, KL Dra and 2003aw form the so-called “cyclic state” objects with transitions between low –typically V~20– and high –typically V~13– states, over time spans ranging from days to months.

Besides, three more systems, V407 Vul, ES Cet and RX J0806, have been proposed to contain magnetic accretors, in what would constitute the first examples of double-degenerate Polars known (see, e.g., [65]). However, this classification is not exempt from controversy as alternative possibilities (such a double-degenerate Algol model, for example) have also been suggested ([70]).

The existence of superhumps in many of the systems, together with several accretion disk models –containing or not tidal and/or ellipticity effects– considered (see, e.g., [25], [27]), open broad possibilities of study for the properties of the, most likely, unstable mass transfer processes at place in the systems.

Although the number of AM CVn systems known has grown from 4 objects in 1992 [9] to 12 in 2003 ([14]), [24] have estimated that the total number of objects in our Galaxy would be of approximately 10^7, so that realistic possibilities exist of enlarging considerably the amount of new AM CVn detections ([14]). Since the exact role played by the AM CVn systems as end points of cataclysmic binary evolution has not been definitively established yet, an exhaustive study of the observational properties of those eventual detections in the context of the already known AM CVn binaries, would be of crucial interest to the further understanding of this class.
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NOTE ADDED IN PROOF: A new AM CVn candidate, SDSS J1240-01, has been reported by [76].
AUTOMATIC CLASSIFICATION OF STELLAR SPECTRA
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Abstract: We propose and discuss the application of Artificial Intelligence techniques to the classification of stellar spectra. Two types of systems are considered, knowledge-based systems (Expert Systems) and different classes of neural networks. After analysing and comparing the performance of both systems in the classification of stellar spectra, we reach the conclusion that neural networks are more adequate to determine the spectral types and luminosity of stars, whereas knowledge-based systems are more performative in determining global temperatures.

In order to determine the best approach to the classification of each spectrum type, we describe and analyse the performance and results of various neural networks models. Backpropagation networks, self-organising maps and RBF networks in particular were designed and tested, through the implementation of different topologies, to obtain the global classification, spectral type and luminosity of stars. The best networks reached a success rate of approximately 97% for a sample of 100 testing spectra.

The morphological analysis algorithms that were developed in the knowledge-based systems are used to extract and measure spectral features, and to obtain the input patterns of the neural networks. Some networks were trained with this parameterisation, others with flux values of specific spectral zones; it was the first strategy that resulted in a better performance.

Our approach is focused on the integration of several techniques in a unique hybrid system. In particular, signal processing, expert systems, fuzzy logic and artificial neural networks are integrated by means of a relational database, which allows us to structure the collected astronomical data and to contrast the results of the different classification methods.

In addition, we designed several models of artificial neural networks that were trained with synthetic spectra, and included them as an alternative classification method.
The proposed system is capable of deciding the most appropriate classification method for each spectrum, which widely opens the research in the field of automatic classification.

1 Introduction

The MK Spectral classification system (MK system) was proposed by W.W. Morgan and P.C. Keenan with the publication of the first photographic spectral classification atlas, *An Atlas of Stellar Spectra*, [1]. Ever since that publication, the MK system has been revised and refined by Morgan, Keenan and others.

The MK classification system is defined by a set of standard stars and is based on the visual appearance of the spectra.

The classification process is often directly performed by experts, who analyse and classify the spectra by hand. Not only are these manual techniques very time-consuming and involve a great amount of human resources, they also constitute a subjective process, since a given spectrum may be classified differently by different people. These problems could be resolved through the use of computational techniques.

Among the different techniques of Artificial Intelligence, knowledge-based systems and neural networks seem the most appropriate answers to approach the problem of stellar classification. Knowledge-based systems can reproduce the spectral classification reasoning of the experts in the field. Neural networks have already proved their success in classification problems [2]: they are generally capable of learning the intrinsic relations that reside in the patterns with which they were trained.

Some well-known previous works have also applied this Artificial Intelligence technique to the problem of stellar classification ([3], [4]), obtaining different grades of resolution in the classification. Rather than trying to test models that have already demonstrated their suitability, we implement different models of neural networks that allow us to perform a sensibility analysis of this technique in the classification of spectra. We simultaneously try to determine the best learning algorithm and the best network structure for this specific problem.

Having tested both techniques (expert systems and neural networks) we are ready to analyse their respective adaptation to the problem, and to compare their results. Our main objective is the formalisation of a hybrid system that integrates all the developed artificial techniques and is able to choose the most appropriate classification method for each spectrum type. Because it combines several techniques, this type of system is more versatile than a system that uses only one technique, and it presents a greater capability of adaptation to the stellar classification problem.

The different methods, algorithms and techniques that were used for the development of the proposed system are described in the next sections.
2 Morphological Analysis

The spectra are stored in a relational database that was implemented with PostgreSQL running under Linux [5]. As a first step in the pre-processing module, the unclassified spectra are retrieved from the astronomical database and adjusted to flux 100 at wavelength 5450 Å for their comparison with a reference spectral catalogue. We opted for the Silva spectral catalogue [6] because of its completeness and coverage. The 50 spectra of this catalogue are sampled in the range of 3500 to 8900 Å with 5 Å resolution, and scaled to flux 100 at 5450 Å.

Our analysis considers 10 bands, 9 lines and the relevant relationships between them as classification parameters. Given the fact that a spectrum is a signal that relates wavelengths to energy fluxes, we included signal processing techniques to search and measure the spectral features [7]. The implemented algorithms are mainly based on continuum estimation and energy calculation.

To calculate the intensity of each line accurately, we estimate the local spectral continuum. The signal is smoothened with a low pass filter that excludes the peaks in an interval around the sample where the line was detected. This filter is implemented by a five-point moving average method that selects the five more stable fluxes. That is

\[ C_j = \left( \frac{\sum_{i=n}^{j+n} E_i \ast X_i}{N} \right), \]  

(1)

where \( C_j \) is the estimation of the continuum for the sample \( j \), \( E_i \) is the flux in the sample \( i \), \( N \) is the number of values used in the moving average method to calculate the local spectral continuum, and \( X_i \) is a binary vector that indicates the representative fluxes of the spectral continuum in the zone. \( X_i = 1 \) if \( E_i \) is a flux value representative of the local spectral continuum, and \( X_i = 0 \) if \( E_i \) is a peak. The intensity is positive for the absorption lines and is negative for the emission lines.

As for the molecular bands, we only have to measure their energy to decide whether they are significant. In this case, the upper threshold line for each band is calculated by means of linear interpolation between the fluxes in the limits of the interval defined for each band. Then, the area between this line and the axis of abscissas is calculated with a discrete integral, and the area that surrounds each band is calculated by integrating the flux signal between the extremes of the band. Finally, the flux of the band is obtained by subtracting both calculated energies. That is

\[ B_{lr} = \int_l^r L(\lambda_i) - \int_l^r E(\lambda_i), \]  

(2)

where \( B_{lr} \) is the value of the band between the samples \( l \) and \( r \), \( L \) is the projection line, \( E \) is the flux function, \( \lambda \) the wavelength, \( l \) the left limit of the band and \( r \) the
right limit. The obtained value becomes more negative as the band becomes deeper and wider, so positive or negative fluxes close to zero are not considered bands.

The morphological analysis module was developed in C++ [8]. The graphical options include the representation of the absorption/emission lines and the molecular bands that were detected during the analysis. This facility is essential when debugging the system with the help of the human experts.

3 Automatic Classification

3.1 Expert System

In this computational approach, the classification module simulates the manual process of stellar classification. Since the human reasoning in this field includes uncertainty and imprecision, we designed an expert system that combines traditional production rules with credibility factors [9] and fuzzy logic [10]. The manual classification criteria are the result of the experience of experts in classifying spectra and are combined in a forward reasoning. Our study considers approximately 200 classification criteria.

As a previous step to the design of the expert system, we carried out a sensitivity analysis of the classification parameters in order to define the different fuzzy sets, variables and membership functions. We analysed the parameters of the spectra from the reference catalogue by means of the previously described algorithms, and determined the different spectral types that each parameter discriminates. As a final result of this analysis, we defined as many fuzzy variables as levels of classification (global, type and subtype) for each luminosity class, as well as the fuzzy sets and membership functions determined by the values of the spectral features in the spectra from the guiding catalogue.

The developed expert system stores the information that is necessary to initiate the reasoning process in the base of facts. This descriptive knowledge of the spectra is represented by means of frames [11], that is, objects and properties structured by levels. We opted for this model because it is the simplest and most adequate to transfer the analysis data to the classification module, and because it allows the equivalence between analysis data and knowledge. The knowledge of the base of facts includes general information, e.g. the name of the stars, and the results of the morphological analysis, i.e., the value of the classification parameters.

The real parameters of spectral classification and the limit values of each type and subtype were included in the expert system in the shape of fuzzy rules. The base of rules is the part of the system where the human classification criteria are reproduced. We adopted production rules of the IF-THEN type to implement this module because they easily reproduce the reasoning followed by the experts in the
field. The conditions of these rules refer to the values of the parameters that are stored in the current base of facts (working memory). The conclusions allude to the three levels of spectral classification. In this way, this module actively communicates with the base of facts.

We have used the Shortliffe and Buchanan methodology [9] to carry out an evolution that includes fuzzy sets and membership functions, contextualised for each spectral type and allowing superposition between them. In addition, we obtain the spectral classification of stars with a probability value that indicates the confidence grade. Sometimes this module can conclude an alternative classification of the spectra, in the case of obtaining a first classification with a significantly small truth value.

Since it could be interesting for the user to follow the reasoning process, the system includes an explanation module in the rules base which reveals how the system reached a final conclusion.

The classification module was developed in OPS/R2 [12].

3.2 Artificial neural networks

The application of neural networks to the problem of stellar classification requires a complete and consistent set of spectra that constitute the basis on which those networks are designed and tested. Our research team selected 285 spectra from public catalogues [6] [13], and a number of spectra from various telescopes; this selection covers all the known types and luminosities and guarantees a continuous transition of the spectral features between each spectral type and its adjacent types. In order to obtain the best possible generalisation of the networks, the training set was built with approximately 50% of the spectra of each spectral type and luminosity, leaving the remaining 50% for the validation and testing of the networks. The input patterns include the measurement of 25 spectral features that can be divided into three categories:

- Absorption and emission lines: including hydrogen, helium and metallic lines (Ca, K).
- Rates between lines: CH-K rates, He-H rates.

These spectral features are extracted and measured by means of the signal processing algorithms described in Sect. 2. Once the spectral analyser obtains the input values, they are normalised and presented to the neural network. We have standardised the inputs of the networks by applying a specific sigmoidal function to each parameter:
\[
1/\left(1 + e^{-(ax+b)}\right) \quad \text{with } a > 0.
\] (3)

The input patterns of the proposed models consist of the complete set or a subset of the 25 normalised spectral parameters, although for some networks we have considered full spectral zones in the training process.

The neural networks that were used in the experimentation are based on both supervised and non-supervised learning models, in particular backpropagation, Kohonen and Radial Basis Functions (RBF) networks. The networks were trained with these three models and by applying different topologies, including global and hierarchic approaches; we have also implemented several enhanced learning algorithms. The topologies, the learning functions and the results obtained by these networks are described below.

Backpropagation Networks

Backpropagation is a supervised learning algorithm that belongs to the general feed-forward model. This model is based on two learning stages: forward propagation and backward propagation.

Training a feed-forward neural network with supervised learning consists of presenting a set of input patterns that are propagated forward by the net until the activation reaches the output layer. This is phase is called the forward propagation phase. When the activation reaches the output layer, the output is compared with the teaching input (provided in the input patterns). The error, or difference between the output and the teaching input of a target output unit, is then used together with the output of the source unit to compute the necessary changes of the link between both units. Since the errors are propagated backwards, this phase is called backward propagation [14].

We have made use of three different backpropagation learning algorithms:

- **Standard backpropagation**: this very common learning algorithm updates the weights after each training pattern.

- **Enhanced backpropagation**: this algorithm uses a momentum term that introduces the old weight change as a parameter for the computation of the new weight change.

- **Batch Backpropagation**: in standard backpropagation, an update step is performed after each single pattern, whereas in batch backpropagation all the weight changes are summed over a full presentation of all the training patterns (one epoch). Only then, an update with the accumulated weight changes is performed.
We have tested the three backpropagation learning algorithms for the spectral types, spectral subtypes and luminosity classes. As for the topology, the different implemented networks are shown in Table 1. These topologies were tested for the three backpropagation learning algorithms.

<table>
<thead>
<tr>
<th>Network</th>
<th>Input patterns</th>
<th>Hidden layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type/subtype</td>
<td>25 spectral parameters</td>
<td>10</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>25 spectral parameters</td>
<td>5x5</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>25 spectral parameters</td>
<td>10x10</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>16 spectral parameters</td>
<td>10</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>16 spectral parameters</td>
<td>10x5x3</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>400 flux values</td>
<td>100x50x10x3</td>
</tr>
<tr>
<td>Luminosity</td>
<td>25 spectral parameters</td>
<td>10x10</td>
</tr>
<tr>
<td>Luminosity</td>
<td>16 spectral parameters</td>
<td>10x5x2</td>
</tr>
</tbody>
</table>

Table 1: Results of various Topologies for Backpropagation Networks.

The aforementioned networks were implemented with the Stuttgart neural network Simulator (SNNS v.4.1).

Kohonen Networks

Kohonen’s Self-Organising Map (SOM) algorithm is based on non-supervised learning. SOMs constitute a unique class of neural networks, because they construct topology-preserving mappings of the training data where the location of a unit carries semantic information [15].

Self-Organising maps consist of two unit layers: a one-dimensional input layer and a two-dimensional competitive layer, organised as a 2D grid of units. Each unit in the competitive layer holds a weight vector that, after training, resembles a different input pattern.

The learning algorithm for the SOM networks meets two important goals: the clustering of the input data, and the spatial ordering of the map, so that similar input patterns tend to produce a response in units that are close to each other in the grid. In the learning process, the input pattern vectors are presented to all the competitive units in parallel, and the best matching unit is chosen as a winner.

We have tested Kohonen networks for the spectral types/subtypes and luminosity classes, using bidimensional maps from 2x2 to 24x24 units.

RBF Networks

Networks based on Radial Basis Functions (RBF) combine non-supervised learning for hidden units and supervised learning in the output layer. The hidden neurons
apply a radial function (generally Gaussian) to the distance that separates the input vector and the weight vector that each one stores, called centroid [14].

We tested the RBF algorithm for the spectral types, spectral subtypes and luminosity classes. As for the topology, the different networks that were implemented are shown in Table 2.

<table>
<thead>
<tr>
<th>Network</th>
<th>Input patterns</th>
<th>Hidden layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type/subtype</td>
<td>25 spectral parameters</td>
<td>16</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>25 spectral parameters</td>
<td>8</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>25 spectral parameters</td>
<td>4</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>16 spectral parameters</td>
<td>8</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>16 spectral parameters</td>
<td>4</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>400 flux values</td>
<td>124</td>
</tr>
<tr>
<td>Luminosity</td>
<td>25 spectral parameters</td>
<td>8</td>
</tr>
<tr>
<td>Luminosity</td>
<td>16 spectral parameters</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2: Results of various Topologies for RBF Networks.

3.3 Synthetic Spectra

We used version 2.56 of the SPECTRUM software, written by Richard O. Gray, to generate a set of synthetic spectra. Spectrum is a stellar spectral synthesis program that computes the emerging flux from a stellar atmosphere under the assumption of Local Thermodynamic Equilibrium (LTE). It considers most of the atomic and molecular transitions in the optical spectral region 3500 Å to 6800 Å, suitable for computing synthetic spectra with temperatures between approximately 4500K and 20000K. The details on the physics included in SPECTRUM can be found in [16].

We also selected the atmospheric models set that was calculated by Robert Kurucz [17]. Each model is characterised by four parameters: effective temperature, $T_{\text{eff}}$, metallicity $[M/H]$, microturbulence velocity $V_{\text{micro}}$, and surface gravity, $\log g$. These parameters must be specified to generate each of the synthetic spectra. We generated a total of 170 solar metallicity spectra with effective temperatures ranging from 4000K to 15000K, and the surface gravity, $\log g$, with values of 0.5, 1.0, 1.5, 2.0, 2.5, 3.0. This set of synthetic spectra covers the spectral range K-B with luminosity classes I, II and III (giants and super giants). The synthetic spectra were generated with a sufficiently small wavelength step, 0.02 Å, and a microturbulence velocity of 2.0 Km s$^{-1}$ over the 3500-6800 Å range.

The neural networks that were used for the experimentation are based on supervised learning models. We tested various topologies and enhanced learning algorithms on backpropagation networks, as can be seen in Table 3.
The input patterns of the nets are the 659 flux values (from 3510 Å to 6800 Å); the output is a continuous function of the effective temperature. The networks were trained with the whole set of 170 synthetic spectra and tested with the spectra from the Silva catalogue [6].

<table>
<thead>
<tr>
<th>Network</th>
<th>Input patterns</th>
<th>Hidden layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type/subtype</td>
<td>659 flux values</td>
<td>10x5x3</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>659 flux values</td>
<td>5x5</td>
</tr>
<tr>
<td>Type/subtype</td>
<td>659 flux values</td>
<td>100x50x10x3</td>
</tr>
</tbody>
</table>

Table 3: Results of various Topologies for Synthetic Spectra.

4 Hybrid System

After analysing the performance of the proposed techniques, we integrate them into a unique system, implemented in C++, that guarantees a reliable, consistent and adapted classification of stars.

The final analysis and classification system can be divided into three main logical modules, as shown in Figure 1.

![General System Scheme](image)

Figure 1: General System Scheme.

The relational database was developed to securely store and organise astronomical data. The data analysis module makes an exhaustive morphological analysis (calculation of maxima, minima, energy, etc.) of the spectra, treating them as a temporal series in order to obtain numerical parameters. The classification module is based on the development of expert systems and artificial neural networks that obtain the temperature and luminosity of stars through the parameterisation that resulted from the morphological analysis.


5 Results

According to the classification made by the human experts involved in this project, the automatic hybrid system is able to classify stars with an error rate below 20%.

Table 4 shows a comparison between the developed automatic classification systems and two human experts. We have analysed the performance of each technique for each classification level: global temperature of the star (early, intermediate, late), spectral type (BAFGKM), and luminosity level (I,III,V). In the neural network approach, ambiguous classifications were considered errors (outputs in [0.45, 0.55]). As for the expert systems, classifications with a low probability (less than 75%) were excluded.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Global Temp</th>
<th>Spectral Type</th>
<th>Luminosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human Expert A</td>
<td>99%</td>
<td>92%</td>
<td>81%</td>
</tr>
<tr>
<td>Human Expert B</td>
<td>95%</td>
<td>85%</td>
<td>70%</td>
</tr>
<tr>
<td>Expert Systems</td>
<td>96.5%</td>
<td>88%</td>
<td>65%</td>
</tr>
<tr>
<td>Expert Systems with fuzzy logic</td>
<td>98.6%</td>
<td>90.3%</td>
<td>78.2%</td>
</tr>
<tr>
<td>Backpropagation Networks</td>
<td>97%</td>
<td>95.4%</td>
<td>81%</td>
</tr>
<tr>
<td>Kohonen Networks</td>
<td>80%</td>
<td>65%</td>
<td>60%</td>
</tr>
<tr>
<td>RBF Networks</td>
<td>95%</td>
<td>93%</td>
<td>79%</td>
</tr>
</tbody>
</table>

Table 4: Performance of the tested Classification Techniques

In the synthetic approach, the networks were tested with spectra from the Silva catalogue [6]. The preliminary results show that the net is able to correctly classify 80% of the input spectra (with a maximum deviation of 300 K in the worst cases).

6 Conclusions

This paper has presented an approach to the automation of the spectral analysis and classification process, by means of a hybrid system that provides users with a comfortable tool for spectra processing.

By integrating signal processing, knowledge-based techniques, fuzzy logic and artificial neural networks, we obtained a very satisfactory emulation of the current classification process.

Finally, all the artificial techniques were integrated into a hybrid system that determines the most appropriate classification method for each spectrum. This implies that our hybrid approach becomes a more versatile and more flexible automatic technique for the classification of stellar spectra.

The final system classifies more than 80% of the tested stars, confirming the conclusion that neural networks are more performative in determining the spectral types.
and luminosity of stars, whereas knowledge-based systems obtain a higher performance in determining the global temperature.

As an additional research, we have generated synthetic spectra and used them to train backpropagation networks that determine the temperature of stars on the basis of full spectral regions. The obtained results encourage us to continue in this direction: it offers the advantage that physical properties, such as effective temperatures, gravity or metal contents, could eventually be extracted from the classified spectra.

At present, we are refining the expert systems towards new aspects of the spectral analysis; we are working on the design of new neural networks, based on synthetic spectra, that refine the current classification system; and we are completing the development of our stellar database, STARMIN (http://starmind.tic.udc.es), to make it accessible through the Internet. Our aim is to enable users worldwide to store and classify their spectra, and directly contribute to improve the adaptability and accuracy of our automatic analysis and classification system.
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GEOMAGNETIC STORMS: THEIR SOURCES AND A MODEL TO FORECAST THE DST INDEX
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Abstract: One of the applications of space weather is to forecast storm events. With this aim, a great effort has to be made in the development of models that let us to predict the Dst index, as indicator of geomagnetic storms. We propose a new model that determines the Dst index from the current induced over the ring current that flows around the Earth, assuming that solar wind electric field is the responsible of these variations. We also study which are the triggers of intense geomagnetic storms both at interplanetary space and at the Sun, and their dependence with solar cycle.

1 Introduction

The study of magnetic storms is one of the main topics of space weather. During a geomagnetic storm, the Sun and the magnetosphere are connected, giving rise severe changes both in interplanetary space and terrestrial environment. Some examples are the acceleration of charged particles, enhancement of electric currents, auroras and magnetic field variations on the Earth surface. These changes can produce important damages in electric power supplier, radio communications and spacecrafts.

It is assumed that Sun-Earth interaction depends on solar wind. In fact, intense geomagnetic storms seem to be related to intense interplanetary magnetic field (IMF) with a southern component for a long time [1, 2]. Several papers about geomagnetic storms [3, 4, 5, 6, 7] have pointed out the reconnection between a southern IMF and the magnetospheric magnetic field as the physical mechanism responsible of Sun-Earth connection. Although several aspects on this mechanism are still open questions, it is accepted that reconnection in the day-side of magnetosphere produces a transference of magnetic flux to the magnetotail [8]. Then energetic particles of solar wind can go into the magnetosphere, along magnetic field lines, yielding an injection of plasma in the night-side of the magnetosphere.

The radiation belts are regions of terrestrial environment where charged particles become trapped on closed geomagnetic field lines. These particles show drifts due to
magnetic field gradient and curvature as well as to gyration orbit effects. As drifts depend on the sign of charge, ions travel to west and electrons to east, giving rise a ring current (RC) which extents from 4 to 8 terrestrial radii. Variations on this current produce variations into the magnetic field on the Earth surface.

All processes explained above involve energy transference from the solar wind to magnetosphere-ionosphere system, which modify plasma and magnetic field of magnetosphere. This perturbation can develop into a geomagnetic storm. Efficiency of process seems to depend on the southern component of magnetic field (a negative $B_z$ value) and on the solar wind speed ($v_x$), that is, on the dawn-dusk component of solar wind electric field [9].

When the electric field is intense enough as to enhance the current of the RC above a value, a geomagnetic storm is produced. The Dst index is considered to be an indicator of the current of the RC [10, 11]. This hourly index is calculated as the horizontal variation of geomagnetic field measured at four different observatories distributed in longitude and near Earth equator. Then, if Dst index reaches -50 nT the event is considered as a geomagnetic storm and if it passes -100 nT the storm is considered as intense. Major geomagnetic storms can reach more that -300 nT.

Although the current of the RC is one of the major current systems of the magnetosphere [12, 13, 14], other low latitude currents also contribute to Dst index: magnetotail currents, substorms induced currents, and induced currents in the solid Earth [15, 16, 17]. All these currents can affect the magnetic field on the Earth surface and then, they have to be considered in those periods of intense geomagnetic activity to calculate the Dst index.

![Figure 1: Hourly Dst values for a storm event.](image-url)

In a geomagnetic storm can usually be distinguished two phases (Figure 1). The first one, the main phase, when energy passes from solar wind to magnetosphere enhancing the current of the RC and producing a strong decrease of Dst index. After, a recovery phase, when the magnetic field on the Earth surface goes back to the value
of quiet time because of a decay of the current of the RC. This decay is due basically to loss processes as exchange of charge [9, 18], Coulomb interaction [19], and particle-wave interaction [20]. Each process is sensitive to ions energy, composition, pitch angle, distribution, etc.

In last decade great efforts have been made to develop models to predict the Dst index from solar wind data. The aim of these models is double: to know the physical mechanisms of RC dynamics and to study the influence of solar wind in the terrestrial environment. These models can be summarized into three groups: those based in a first order differential equation, those with linear filters [21] and those developed from neural networks [22]. In the first group outstands the work of [23], where the time evolution of Dst is modeled as a difference between an injection function, \(Q(t)\), and a recovery term of the RC with a characteristic time \(\tau\). The injection function is associated to the energy coming by reconnection. Although the expression for \(Q(t)\) has been discussed in many papers (see as an example [24]), it is accepted that magnetospheric injection is directly related to dawn-dusk component of solar wind electric field [25, 9, 26]. On the other hand, the recovery term is associated to the decay due to any loss process in the RC and it is proportional to the own Dst index. Several corrections to the model proposed by [23] for Dst have been introduced trying to consider the contributions the dynamic pressure effect and the contribution of other currents (tail and magnetopause currents) that can also affect the magnetic field on the Earth surface [7, 17]. But a substantial modification was that of McPherron and O’Brien [26]. They assumed that the parameters involved in the model of Burton et al. have not a constant value, but depended on the dawn-dusk component of solar wind electric field. About the value of the decay time, it has varied from 7.7 hours (assumed by [23]) to a value which decreases in an exponential way as geomagnetic activity increases, varying nearly from the order of 15 hour for low geomagnetic activity to 5 hours for high level of activity.

Predictions on growing and decay of geomagnetic storms from solar wind conditions follow on improving. Nowadays, it is possible to reproduce roughly the hourly variation of the index Dst from solar wind data by several techniques (linear and non-linear). The problem arises when a storm is made of several substorms nearly in time. Then, the main phase of Dst index is not properly reproduced by any technique. Moreover, the relative importance of storms and substorms in building of RC is still an open problem.

2 Modeling the Dst index

We have developed a model to calculate the Dst index based only on the response of the RC to movement of IMF. The starting point of our model is considering the RC
as if it would be an electrical circuit and solar wind as a power supplier. Although the dynamics of the RC is very complex, we will only consider global effects. Then, this approach does not let us to analyze those phenomena which are taking place inside the RC, but it let analyze in a simple way the effect of this current in the magnetic field measured on the Earth surface.

The energy by unit of charge that feeds this circuit at every time $t$ depends on the dawn-dusk solar wind electric field and can be determined by the expression $v_x B_z l$, being $l$ the longitude of the circuit. By separating the contribution of quiet solar wind and that of disturbed solar wind, we can represent the power of that circuit as two batteries serial connected: a quiet battery and an extra one. In this scenario, the first one would be related to the current of the RC in quiet time ($I_{\text{quiet}}$) and then to $H$ component measured at the equator on quiet days ($H_{\text{quiet}}$).

When a disturbance occurs in the solar wind, the extra battery connects, supplying more electromotive force and enhancing the current of the RC. This current induced will produce a variation in the magnetic field measured on the Earth surface which is identified as the value of Dst index, and can be easily calculated, considering the magnetic field in the center of a ring:

$$\text{Dst} = H_{\text{disturbed}} - H_{\text{quiet}} = \mu_0 \frac{I_{\text{quiet}} + I_{\text{extra}}}{2R_{\text{RC}}} - \mu_0 \frac{I_{\text{quiet}}}{2R_{\text{RC}}}$$ \hspace{1cm} (1)

In order to obtain $I_{\text{extra}}$, we have to take into account that at storm events, sudden variations in the current induced are produced. Then autoinduction cannot be neglected. Assuming a resistance $R$ and an autoinduction coefficient $L$ for the circuit, and having into account the initial conditions, $I_{\text{extra}}$ can be determined from:

$$\xi_{\text{extra}} = RI_{\text{extra}} + L \frac{dI_{\text{extra}}}{dt}$$ \hspace{1cm} (2)

Up to now, our model has been undiscriminating with the sign of the dawn-dusk electric field, that is, with the orientation of $B_z$. However, as has been said before, reconnection between the magnetospheric magnetic field and a southern IMF favors the entrance of energy into the magnetosphere. This fact is outstanding in fast changes of $B_z$. Experimental data show that when changes in electromotive force are due to an increase in southern component of IMF, the response of the magnetosphere is very fast. On the other hand, if changes are due to an increase in northern component, the response is slower and we can neglect autoinduction term.

Two different cases are considered that let us to simplify the general model in order to calculate $R$ and $L$: a purely resistive case and a case with a sudden increase in extra battery electromotive force (or in dawn-dusk electric field), followed by a disconnection of that battery.

In the first case the current induced presents a smooth variation, or which is the same, there are not sharp changes in solar wind dawn-dusk electric field. Then the
second term can be neglected in eq. 2 and
\[ Dst = -\frac{\mu_0}{R} \nabla \cdot \mathbf{B} \]

By fitting equation 3 to experimental data (Figure 2), our results indicate that \( R = 0.12 \Omega \).

![Figure 2](image)

Figure 2: Figure shows one of the intervals in experimental data analyzed in order to determine the resistance of the RC.

In the second case, in order to obtain the value of \( L \), it is necessary to analyze cases where we can consider that the extra battery has been disconnected after providing a sudden enhancement of the current of the RC. That is, we have to observe in the solar wind dawn-dusk electric field data a sharp discontinuity (at \( t = t_0 \)) followed by a nearly zero value (Figure 3). In this case equation 2 is reduced to
\[ I_{\text{extra}} = -\frac{L}{R} \frac{dI_{\text{extra}}}{dt} \]

for the interval where \( \xi_{\text{extra}} = 0 \), which solution is
\[ I_{\text{extra}} = I_0 e^{(\xi_{\text{extra}} - \xi_0)} \]

Then we obtain that
\[ Dst = C_0 e^{(\xi_{\text{extra}} - \xi_0)} \]

Although \( C_0 \) and \( t_0 \) depend on the interval analyzed, the value of \( C_0 \) that we have obtained in all cases is always 1.1 day\(^{-1}\) (see bottom panel of Figure 3 as an example). This indicates that \( L = 9425 \) H, having into account the value of the resistance obtained before.
With the values of the resistance and autoinduction coefficient calculated above, we can obtain a solution at intervals for equation 2. The number of intervals is determined by the number of sharp changes at dawn-dusk electric field. The function $D_{st}$ for the interval $t_i < t < t_{i+1}$ can be expressed as follows:

$$D_{st} = \frac{\mu_0}{R} \int_{t_i}^{t_{i+1}} v_x(t) B_z(t) + C_i e^{(t-t_i)/\tau}$$

where $t_i$ is the time where the sharp change number $i$ happens, and $C_i$ is a constant for every interval. Figure 4 shows $D_{st}$ data (solid line) and $D_{st}$ calculated with our model (dotted line) for a complex event, only using solar wind speed and IMF experimental data and values of $R$ and $L$, obtained from simpler events. Although the value of $C_i$ coefficients seems to be related to the magnitude of change in dawn-dusk electric field, it also depends of how quick changes. Anyway, a study that includes a great number of events is needed in order to conclude anything about this.

### 3 The Triggers of Geomagnetic Storms

The objectives of space weather cannot be only modeling the response of the terrestrial environment to solar wind. A special effort should be made in order to know which are the solar phenomena that trigger a geomagnetic storm and the way to forecast its occurrence in advance. Although magnetic storms can be triggered by other solar phenomena, the most intense storms have been associated to coronal mass ejections (CMEs). These solar events are large-scale eruptions of plasma, which are observed with coronagraphs. As these instruments only provide images of the sky plane, it is
difficult to determine if the material ejected from the Sun is directed to Earth. CMEs known as halo are those which extend 360 around the disk of the coronagraph. This kind of CMEs are thought to be ejections along the Sun Earth line [27]. But an event from the visible side of the Sun, seen by a coronagraph, provides the same image as another event on the opposite side. Then, in order to determine if a halo CME goes towards the Earth (front-side event) or goes away from it (back-side event), observations from solar disk are necessary. Front-side halo CMEs are more likely to affect the magnetosphere than other CMEs, but not all of them drive intense geomagnetic storms. As the number of CMEs varies with the solar cycle [28], intense geomagnetic activity triggered by CMEs is expected at solar maximum. A different kind of storms are those recurrent. These storms have been associated to coronal holes (CHs) and it is assumed that they are less intense than those considered before [2]. As the holes are largest and extend toward the helioequator during the declining phase of the solar cycle, at this stage the number of recurrent storms is expected to increase.

Anyway, a geomagnetic storm is the response of the magnetosphere to the interplanetary phenomena, which arises as a consequence of the solar event. Then, it is necessary to identify first the interplanetary event and after relating it to the solar activity. As mentioned above, intense dawn-dusk interplanetary electric field during a long time are the true triggers of geomagnetic storms. There are four kinds of interplanetary events that are associated to these intense electric fields: ejecta, corotating interaction regions (CIRs), alfvenic IMF fluctuations and Russell-McPherron effect [29]. However, the two last events cannot produce any storm if they are not together either to an ejecta to a CIR. Then, ejecta and CIRs are the primary interplanetary triggers of any storm.

The signatures in the solar wind of ejecta and CIRs are reasonably well defined and have been described in a number of previous works (see for example [30] for ejecta...
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and vol. 89 of *Space Science Reviews* for CIRs). It can be summarized as follows: in an ejecta the magnetic field direction varies slowly, the magnetic field strength increases, and plasma proton temperature and thermal pressure decrease, that is, the ejecta is a low-$\beta$ plasma. On the other hand, a CIR is a region of compressed plasma formed by the interaction of a high-speed flow with a preceding slow solar wind. Within the boundaries of a CIR, the proton temperature and the magnetic field strength are high.

A common association between solar and interplanetary event guides us to assume as starting point that ejecta are ICMEs (interplanetary CMEs) and CIRs are the result of interaction of a high-speed stream from a CH with the slow solar wind. With the exception of some particular events, previous works have studied either the interplanetary or the solar sources of geomagnetic storms, but not the whole solar-terrestrial event. In order to study the solar triggers of geomagnetic storms, we have first identified all geomagnetic storms with an index $D_{st} < -100$ nT (intense storms) since 1995 to 2001. We have considered this period because it includes minimum and maximum solar activity. Then, we have determined the interplanetary medium event related to every storm. Finally, we have inspected solar data trying to determine the whole solar-terrestrial event.

For the case of a CIR, we inspect sun disk images obtained two or three days before the interplanetary event in order to check if a low latitude CH appears. Then, we associate the fast wind with the wind from that CH. The identification of the solar source of an ejecta requires a more careful analysis. First, we inspect LASCO CME catalog looking for any CME candidate in a time window consistent with the solar wind speed measured for the ejecta. Usually, several CMEs are found and choosing the appropriate candidate for the ejecta is not an easy task. The appearance of a front-side halo CME candidate is widely used as a reliable indicator of the solar source of ejecta [31]. However, a front-side halo CME can be also associated to very bright material ejected far away from the solar central meridian. In this case, the association between the solar ejection and the interplanetary ejecta is far to be sure. Then, we have not considered the angular size of the CME as an indicator for the association of solar and interplanetary events. Instead of that, we take into account the location on the solar disk where the material is ejected. We have checked that this location is near the central solar meridian using Sun disk images, in order to be sure that the ejection reaches the Earth. We have also inspected how the material ejected evolves along the chronograph field of view, and we have tried to relate it with solar wind speed observed at ejecta.

During the period analyzed 48 storm events with $D_{st}$ less than $-100$ nT were observed. Our results indicate that the main cause of intense storms are ejecta, but the number of storms related to CIRs is not negligible (29%). Moreover, these storms can be as intense as those from ejecta, as in the case of 22 October 1999. This event was associated previously by Zhang [32] with the CME from S40E05 on October 18,
00:06 UT. By relating interplanetary data and the Dst index, we think that the ejecta related to CME reaches the Earth before starting the storm (at Oct 21, 15:00 UT). In our opinion, the true trigger of this intense storm is the fast wind that appears in interplanetary data after passing the ejecta, that comes from the CH that appears in SXT image on October 20.

![Figure 5: Frequency histograms along solar cycle.](image)

We have also analyzed if the kind of event that triggers a storm depends on solar cycle. With this aim, we have represented in Figure 5 the yearly sunspot number next to the number of storm events (a) and next to those related to CIRs (b) and ejecta (c). CMEs are considered the origin of intense storms in the increasing side of the solar cycle and coronal holes in the decreasing side [33]. Our results seem to indicate that there is a clear contradiction to those arguments. It can be seen in Figure 5 that the number of storms is closely related to solar cycle, although in year 1999 an anomalous behavior appears. The number of events related to CIRs is almost constant along the solar cycle and those related to ejecta is bigger in years of maximum activity (2000 and 2001) than in those of minimum (1995 and 1996), but the trend does not follow solar cycle.

Several works [32] indicate that most effective CMEs are those full halo and partial halo. Then, trying to check if the angular width of a CME was an indicator of geomagnetic storms, we have make a histogram of the angular width of CMEs related to intense storms (Figure 6a). As figure shows the number of non halo CMEs which trigger an intense storm is not a negligible quantity. Moreover, CMEs with a small angular width can be associated to storms as intense as those halo. Other fact about intense storms is that they are related to fast CMEs. In Figure 6b we show that there is not any relationship, moreover a slower CME can be more geoeffective than a faster one.

Finally, we want to remark that extracting conclusions from the trigger of a storm only from partial information of the whole solar-interplanetary event, can lead us to
obtain wrong conclusions. Usually there is only a part of information available, and moreover, it is difficult to be sure that all the pieces of the time-puzzle from the Sun to 1 AU have been settled properly. We think that a great effort should be made in those events that seem to be well identified.
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DETECTION OF ENERGETIC PARTICLE EVENTS WITH SOHO SPACE OBSERVATORY
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Abstract: An analysis of eighteen solar energetic particle (SEP) events measured with the EPHIN instrument on board the SOHO spacecraft has been performed. Differences among individual events have been shown by the parametrization of temporal profiles. The detected differences are found to depend on the particle acceleration, the magnetic connection with the acceleration zone and the interplanetary physical characteristics transported to the observing point.

1 Introduction

The SOHO spacecraft was launched in December 1995 and it was injected into a halo orbit around the inner Lagrangian point, L1, reaching its final destination, in February 1996. It is observing the Sun continuously from its privileged position outside the Earth magnetosphere. SOHO is a 3-axis stabilized spacecraft where its sensors point to the nominal interplanetary magnetic field direction at 0.99 AU and 45° West of the spacecraft-Sun line. A set of four particle detectors are shipped on board SOHO satellite for detection of suprathermal and energetic particle populations of solar, interplanetary and galactic origin. They are: LION, Low Energy Ion and Electron Instrument; EPHIN, Electron Proton Helium Instrument; LED, Low Energy Detector and HED, High Energy Detector. All of them cover the detection of electrons in the 44 keV - 50 MeV energy range, together with the 44 keV/n - 540 MeV/n energy range for ions.

From its privileged position outside the Earth’s magnetosphere SOHO is able to perform direct detections of the heliospheric plasma particles, providing us with particle intensity, anisotropy, composition and energy spectra data.

Detected particles come from different origins: solar energetic particle (SEP) events, interplanetary shock accelerated particles, low energy galactic cosmic radiation modulated by the heliospheric magnetic field, anomalous cosmic radiation, particles accelerated in planetary magnetospheres, etc.
2 Observations

On flight particle identification is obtained from the ∆E-E technique with the Goulding algorithm. Heavy ion identification is not performed on flight because it requires more exhaustive calculations; a mass resolution as high as 0.15 amu for carbon with the HED detector is obtained. The EPHIN instrument obtains a mass resolution of 0.01 amu for hydrogen, and 0.02 amu for Helium isotopes.

The events analyzed in this work have been selected among more than 60 SEP events registered by SOHO sensors during 1996, 1997 and 1998. The first half of this period showed relatively quiet particle fluxes, corresponding to minimum solar activity. During the second half of this period, solar activity increased gradually, corresponding to the rising phase of the 23rd solar cycle, and extremely large GSEP (Nov 97 and Apr 98) were detected. These events have a wide variety of observational features (composition, spectra, duration, etc), and there is an adequate sample of the differences that can be found studying SEP events. Nevertheless, most of the events may be classified into two broad categories: Impulsive Solar Energetic Particle (ISEP) events and Gradual Solar Energetic Particle (GSEP) events. The observational characteristics of these two categories have been widely described by many authors ([1], [2], [3]). GSEP events show large increases in particle fluxes; they are commonly associated with Coronal Mass Ejections (CMEs) and interplanetary shock waves. They are also long duration (several days) events, and their composition is similar to that of the solar wind and corona. On the other hand, ISEP events are characterized by low particle fluxes, short duration, heavy ions and $^3$He enrichment, and for the fact of being commonly associated to impulsive X-ray flares.

The start and end times of individual events have been identified using proton differential fluxes (4.3-7.8 MeV/n). These two times delimit the temporal period analyzed for each SEP event. Particle fluxes, global spectra of $^1$H and $^4$He, temporal spectral evolution, and isotopic composition have been determined for all the events in order to obtain observational parameters to classify them as ISEP or GSEP events.

3 Gradual Solar Energetic particle events

November 28, 1996. This SEP event presents composition features typical of GSEP events, with coronal abundances of He ($\text{He}/p = 0.023$) and low abundances of $^3$He ($^3\text{He}/^4\text{He} < 0.01$). This SEP event is dominated by protons. Although some solar flares have been observed, the SEP event seems to be related to a CME observed at 16:50 UT of 970 km/s with a driven shock arriving at Earth at 00:33 UT on December 1, 1996, that should accelerate particles. The proton and Helium energy spectra have a very similar spectral index, that means a common shock acceleration without preferential acceleration. On December 3, at 00:41 UT, a second shock arrived and a
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halo CME was detected at 15:35 UT with 613 km/s; this was observed by LASCO, reaching the SOHO position at 12:00 UT on December 5.

**December 24, 1996.** The SEP event on December 24, 1996, had a very low abundance of Helium and a low e/p ratio with a hard proton spectrum ($\gamma_p = 2.33$) and no $^3He$ is found (Figure 1). It had not been observed a shock arriving at the SOHO position while a magnetic cloud in coincidence with the SEP event had been detected. This suggests us to classify this event as GSEP.

![Figure 1: December 24 GSEP event particle temporal profiles.](image)

**April 1, 1997.** This was another GSEP with low e/p and He/p ratios. It was East connected to the M1.9/1B solar flare on S25E16 location. A hard energy spectra, $\gamma_p = 1.95$ and $\gamma_{He} = 2.46$ was reached with proton acceleration above 25 MeV. No shock was detected and only 296 km/s CME was reported by LASCO. A 3% of Helium was found to be $^3He$. Therefore, the event should have been gradual although no shock was observed that produced particle acceleration.
April 7, 1997. This was a typical GSEP event associated with the C6.8/3N solar flare on S30E19, started at 13:50 UT on April 7. A shock, driven a 800 km/s fast CME observed at 14:27 UT by LASCO, arrived at 13:00 UT on November 10 and should have accelerated particles with a very similar spectral index, $\gamma_p = 2.65$ and $\gamma_{\text{He}} = 2.85$. Following the shock, the leading edge of the CME happened at 6:00 UT on April 11 up to the trailing edge at 19:00 UT. After the shock passage the spectral index remained constant for protons and Helium. Moreover, low $e/p$, He/p and $^3\text{He}/^4\text{He}$ ratios were registered.

September 20, 1997. It was a GSEP event with some features typical of ISEP events. There was a solar flare (0987 B8.01) that may have generated SEP 1 MeV electrons observed at 3:35 UT by EPHIN and 5 MeV protons observed at 13:43 UT. The electron to proton ratios were low. A coronal abundance He/p ratio was found, but more $^3\text{He}$ than expected in this kind of events was detected. The passage of a CME with a velocity value between 264.9 km/s and 265.9 km/s was caused by a shock driven at 12:00 UT of DOY264. The spectral index of Helium and protons was very similar. This leads us to the conclusion that the acceleration took place under the same conditions, with no preferential acceleration mechanisms.

September 24, 1997. This was a SEP event with a very hard proton spectra, $\gamma_p = 1.48$. The e/p ratio, low Helium abundances and the absence of $^3\text{He}$ lead us to classify this event as GSEP. The problem is that no shock was found that could accelerate SEPs. On September 23 a halo CME could have been the responsible of the SEP generation. The CME had a 760 km/s speed and was observed at 22:02 UT. Thus, when in the NOAA 8088 region a M5.9/1B solar flare started at 2:43 UT on S31E19 location, the CME-driven shock was travelling through the interplanetary medium. This shock should have accelerated particles generating the observed SEP population. The proton spectral index found suggests a very strong shock associated.

November 4, 1997. This GSEP event was related to a X2.1/2B flare on the NOAA 8100 active region at 5:52 UT on S14W33 and a halo CME at 6:10 UT with a driven shock reaching the Earth vicinity. The CME passage occurred during the detection of a SEP on November 6, 1997. The event showed coronal abundances with low $e/p=25.9$, $^4\text{He}/p=0.022$ and $^3\text{He}/^4\text{He}<0.01$ ratios, high energy particle generation (i.e. $e^- >10$ MeV, $p$ and He $>130$ MeV/n) (Figure 2). The event was detected at ground level by neutron monitor arrays. The electron, proton and Helium energy spectra showed the same temporal behaviour and values accounting for an unique origin of the SEP. This GSEP event is west correlated showing a fast increase and an exponential decay in the temporal profile. The spectral index $\gamma_p = 2.02$ indicates a strong shock.

November 6, 1997. A second GSEP event was observed in the same NOAA active region, located on S18W63. The event was associated to a new X9.4/2B solar flare started at 11:49 UT on November 6, 1997. A fast CME was detected by LASCO at 12:00 UT on November 6. This CME was very fast and the spectral index of the
SEP indicates a strong shock associated. Particles of hundreds of MeV/n were observed by LED (Figure 2). The energy spectral indices of protons and Helium are similar indicating, as in the previous event, shock acceleration of coronal material. The temporal profiles corresponded to a well magnetically connected west event. The SEP composition was exactly the same of the previous event; only, it is appreciated more $^3$He and electrons than can be explained by a better magnetic connection of the observer that can allow the observation of $^3$He and electrons accelerated at the flare region.

April 20, 1998. This was a typical GSEP event with high abundance of electrons and low $^4$He and $^3$He abundances. The event was associated with a M1.4 solar flare in the NOAA 8194 active region at S43W90 location, detected in X-rays at 9:38 UT.
on April 20, 1998. A fast CME was detected by LASCO at 10:07 UT on April 20. The shock arrived at the SOHO position at 16:48 UT of DOY 113. The shock was strong, generating a very hard energy spectrum of SEP ($\gamma_p = 1.16$)

4 Impulsive Solar Energetic particle events

July 9, 1996. This was an ISEP event related to a X2.6/1B flare, the corresponding X-ray emission starting at 09:07 UT on the NOAA active region 7978 located at S10W30 on the solar disk. A CME was observed by LASCO at 12:28 UT with a velocity value of 426 km/s, which did not generate an observable driven shock and it was probably not related to the solar flare because of the temporal separation involved. The SEP event observed was clearly associated with this flare. The SEP event features are clearly from ISEP events, with high abundance of He ($\text{He}/\text{H}=0.139$) and electrons ($\text{e}/\text{H}=399.7$). No special $^3\text{He}$ acceleration was observed in this event ($^3\text{He}/^4\text{He}=0.01$). The acceleration mechanism was able to accelerate electrons up to 5 MeV and protons and Helium up to 25 MeV/n. From particle transport calculations it arises a path for the particles of 1.16 A.U. into an ambient solar wind of 425 km/s. 1 MeV electrons were observed at 09:21 UT, 44 minutes before expected, and 5 MeV protons arrived at the SOHO position at 10:47 UT, 37 minutes before expectations. This should mean that SEP particles escaped from the flare region about 40 minutes before the X-ray emission that should have been generated by these electrons when they hit the surrounding plasma.

The differential energy spectra of protons was lightly harder than the transport theoretical predictions, with a 3.13 value and Helium had a harder energy spectrum than protons, showing how the acceleration mechanisms accelerated Helium nuclei more efficiently than protons, and thus energizing Helium easily that protons.

July 12, 1996. The NOAA 7978 active region generated a second flare C4.9/1F at 15:13 UT on July 12, 1996, at S11W72 location on the solar disk. The associated SEP event had similar composition features than that on July 9, although more $^3\text{He}$ was detected in this last event, perhaps because of his better magnetic connection. The energy spectra of protons and electrons were softer than for the July 9 ISEP event. The particles travelled through a 450 km/s solar wind by 1.139 A.U. The arrival time of the 1 MeV electrons is in good correlation with the arrival time but the 5 MeV protons arrived 31 minutes before they were expected.

November 25, 1996. This SEP event was probably associated to a C8.0/1N solar flare starting at 00:19 UT on the SO3E18 position of the NOAA 7999 active region, that was magnetically bad connected with SOHO. This SEP event showed a proton differential energy spectrum as soft as $\gamma = 5.33$, while the Helium spectral index was harder, $\gamma = 3.71$. No $^3\text{He}$ was detected in this SEP event, perhaps because of the very bad magnetic connection involved. Moreover, it was an electron rich
event with an e/p ratio value of 388. From the composition features detected we have classified it as an ISEP event.

There were two correlative SEP events probably related to two solar flares B9.0 in S03E16 and B8.9/SF. The He abundance detected was high, with an energy spectrum becoming harder with time in the first event. Moreover, a low electron to proton ratio was found. No shock or CME was reported.

Although we have classified the first event as an ISEP event, the second one should be a shock accelerated SEP event, that is, a GSEP event.

**August 10, 1997.** This was the first $^3$He-rich event detected by SOHO/EPHIN, with 28% of Helium, that is, with a high He/p=0.284 value. Moreover, a high population of electrons (e/p=658) was detected. The event was associated with a B1.6 solar flare at 17:15 UT on August 10. It was a SEP event with clear features, typical of an ISEP event. 1 MeV electrons began to be detected at 17:45 UT while 5 MeV protons were detected at 20:52 UT.

**September 17, 1997.** Associated with a M1.0/SF solar flare at the N21W84 location of the NOAA 8084 active region, at 17:45 UT, another $^3$He-rich ISEP event was detected by SOHO/EPHIN. It presented a $^3$He/$^4$He = 0.18 ratio and high abundance of electrons, e/p=527, and Helium, He/p=0.155. A halo CME at 20:28 UT was observed by LASCO, driven by a shock. The CME passage seemed not to contribute to the acceleration in the impulsive flare. The SEP travelled through a 350 km/s solar wind plasma, reaching 5 MeV protons to SOHO/EPHIN at 20:52 UT. The event was a joint of two events, and the second one was related to the solar flare on September 8, at 1:39 UT in the 8085 NOAA active region.

**November 28, 1997.** This event presented the highest $^3$He enrichment of all the events analyzed in this work (Figure 4). A 32 % of the Helium population observed was $^3$He. This Helium enrichment is also inferred from the He/p=0.144 relative abundance ratio. Neither shock or CME occurrence were associated to the event. The possible source of the SEP was a solar flare X2.6/2B located on the NOAA 8113 active region at N17E63 with a very bad magnetic connection. The observation of an ISEP event with so bad magnetic connection is a rather peculiar fact. It could have been possible that the strength of the flare could have made possible the SEP observation. If this is the situation, probably the $^3$He/$^4$He ratio should be higher than what has been observed. Another different feature of the ISEP event was the generation of high energy particles, i.e. $e^- >$5 MeV and proton and He at $> 25$ MeV/n. Moreover, the energy spectra were harder than usual for ISEP events.

5 Conclusions

Six of the 18 events analyzed have been classified as impulsive: July 9, 1996; July 12, 1996; November 25, 1996; August 10, 1997; September 17, 1997 and November 28, 1997.
The most relevant observational features found in these events were:

- The event duration is less than 4 days.
- There is no significant proton acceleration beyond 25 MeV.
- High electron contents: in all cases \( e(0.25-4.25\ \text{MeV})/p(4.5-8.5\ \text{MeV}) \) ratio reaches values greater than 100.
- High \(^4\text{He} \) abundance in all cases \(^4\text{He}/p(4.5-8.5\ \text{MeV}/n) \) ratio reaches values greater than 0.1.
- Most of the events have \(^3\text{He}/^4\text{He}(4.5-8.5\ \text{MeV}/n) \) ratio greater than 0.01. In some cases this ratio is particularly higher (> 0.1).
In general, they have not associated neither CMEs nor interplanetary shock waves.

Proton and $^4$He spectra are relatively soft ($\gamma_p < 3.0$), except for the November 28, 1997 event.

Seven events have been classified as gradual: November 28 1996, April 1 1997, April 7 1997, September 24 1997, November 4 1997, November 6 1997 and April 20 1998. These events present the following signatures:

- The event duration is greater than five days, exceeding 10 days in many cases.
- Protons are accelerated beyond 25 MeV.
- The electron content is, in general, lower than that of impulsive events. Although, some events have high electron abundance (April 20, 1998).
• $^{4}\text{He}/^{1}\text{H}$ ratio is close to coronal and solar wind abundance (typically between 0.02 and 0.05). In some events slight Helium acceleration is observed and the ratio becomes lower.

• $^{3}\text{He}$ can not be appreciably above background.

• Most of them have associated CMEs, and interplanetary shock waves (although in some cases it has not been possible to find any associated shock). Usually shock passage can be seen as transient hardening of spectral index, followed by long periods of invariant spectrum.

• Proton and $^{4}\text{He}$ spectra are hard ($\gamma_p < 3.0$), except for the November 28 1996 event.

November 25 1996, December 24 1997, and September 20 1997 events have mixed features, although the first one seems to be more impulsive and the last two ones more gradual events. August 13 1996 event shows some peculiarities and it has not been classified.
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Abstract: Laboratory experiments allow the scientific to simulate some of the conditions where the molecules of astrophysical interest are synthesized, and to study likely mechanisms that could have led to produce them. In a typical astrophysics laboratory many relevant physical properties (optical constants, density, absorbance, etc) can be studied along with their variations induced by temperature changes and UV or ion irradiation. In this work, we want to offer to the reader a general overview of the components of a typical astrophysics laboratory. In addition, we will present some results obtained after carrying out experiments on ion irradiation of ices. These experiments are carbon implantation in water ice and ion irradiation of methane. Finally, some astrophysical applications are shown to highlight the possibilities of this kind of experiments.

1 Introduction

During the last century observational astrophysics has moved from carrying out observations only in the visible region to span a much wider range of the electromagnetic spectrum (from gamma rays to radio). As a matter of fact, infrared (IR) observations have opened the possibility of studying molecules in gas or solid phase [1, 2]. The improvement in the resolution of the instruments and space observatories that avoid the problem of the strong absorption of H$_2$O and CO$_2$ present in our atmosphere, have made possible to identify some molecules in solid state phase such as H$_2$O, CO$_2$, CO and CH$_4$. Physical and spectroscopic properties of such molecules have
been studied both by theoretical and experimental ways [3, 4, 5]. In fact, laboratory experiments using in-situ IR spectroscopy are a fundamental tool to understand the space chemistry. In a laboratory, it is possible to simulate adsorption-desorption processes, thermal annealing and UV or ion irradiation [6, 7, 8, 9]. Irradiation plays an important role in the chemical evolution of molecules whose formation reactions demand an energetic contribution [10, 11]. Depending on the scenario of interest a kind or another of radiation becomes relevant. In the inner part of molecular clouds, protected from the external UV field, ion irradiation is supposed to be the dominant mechanism. Our Solar System presents also scenarios where ion irradiation is dominant as the icy Galilean satellites immersed into the intense magnetosphere of Jupiter [12].

In the next sections we will show some results obtained after carrying out experiments on ion irradiation of ices. With this objective in mind, some experiments carried out in the “Laboratorio di Astrofisica Sperimentale di Catania (LASp)” Italy, will be discussed. In section 2 the experimental setup will be described. Ion irradiation experiments will be presented in section 3 showing that ion irradiation induces the modification of the physical and chemical properties of the ices. Finally, section 4 shows some astrophysical applications based in part on the experiments presented in section 3.

2 Experimental setup

The basic components of an astrophysics laboratory are a vacuum and low temperature system, an analysis technique, and for ion irradiation experiments, an ion gun. Figure 1 shows a block diagram of the experimental apparatus present in the LASp where all the experiments shown below have been carried out. The main component is a vacuum chamber ($P \sim 10^{-7}$ mbar). Inside the chamber is located a cold finger whose temperature ranges between 10 and 300 K. The working temperature is obtained from the balance of two factors. First of all, there is a closed-cycle He cryostat that is used to cool the substrate down to 10 K. Subsequently, a stationary temperature is kept by mean a resistor. The vacuum chamber has three windows. Two of them are made of KBr and are faced one to each other. This setup allows us to obtain the transmittance spectrum with a FTIR spectrometer Bruker Equinox-55, with a resolution of 1 cm$^{-1}$. The third window, perpendicular to the previous ones, let us to irradiate the sample. The surface where the ice is deposited onto, forms 45° with both the ion and the infrared beams. In this way the sample can be analyzed before, during and after irradiation. Gases or mixtures of the molecules under study are prepared in a pre-chamber in a proportion estimated from their partial pressures. The gases come into the chamber through a needle valve that regulates the flow of the gas. The molecules accrete onto the substrate (usually a specular monocrystalline
Figure 1: Block diagram of the experimental apparatus present at the Catania Laboratory of Astrophysics.

Silicon wafer) put in thermal contact with the cold finger. The thickness of the sample is monitored by interferometry using an He-Ne laser beam. Since not all the molecules have the same sticking coefficient, the final composition of the ice is analyzed by the IR spectrometer. The ice can be irradiated during and/or after deposition, with an ion previously accelerated with a 30 kV potential. Deflection plates placed along the ions path let us irradiate the sample homogenously. The ion flux is controlled in order to avoid the macroscopic heating of the sample. The effect of the ion beam on the ice is monitored continuously with the spectrometer. It is also possible to carry out Temperature Programmed Desorption (TPD) experiments which let us study the sublimation temperature of the deposited and produced molecules. For further details on the experimental setup see [13, 14].
The experiments here described try to simulate the energetic processes suffered by the ices in different astrophysical scenarios. Depending on the scenario we are interested in, composition, thickness and temperature of the ices, and energy and kind of ion can vary vastly. Let’s take as an example the ices present in the dense interstellar medium (ISM) and on the surface of the Jovian satellite Europa. In the first case the thickness of the ice is about tenths of microns while in Europa is more than nine orders of magnitude greater. As far as the ion flux is concerned, in the Jupiter satellite is around six orders of magnitude bigger than in the ISM. On the contrary, the energy of the most abundant ions in Europa is at least one order of magnitude smaller than those in the ISM. The experiments that better reproduce the dense ISM are called \textit{thin film experiments} because the impinging ions have enough energy to pass throughout the sample. On the other hand, experiments that try to reproduce the situation found in a satellite surface or a comet are called \textit{thick film experiments}. In this case, the ion has not enough energy to pass throughout the ice and is implanted into the target [15]. In this situation if the implanted ion is reactive (H\textsuperscript{+}, C\textsuperscript{+}, O\textsuperscript{+}, etc) the new molecules formed could contain the impinging ion [16].

3 Irradiation experiments

In this section some effects of ion irradiation of ices will be shown, in particular the chemical changes induced by ion irradiation.

3.1 Introduction

When a particular ion penetrates inside a material interacts with its atoms loosing energy as it travels through it. The interaction between the ion and the ice can be divided in two different types. The first one is electronic (excitations and ionizations) and the second one is nuclear (breaking of bonds and atomic displacements). These two mechanisms are also called inelastic and elastic respectively. For a detailed description of these processes we refer the reader to Johnson’s book [17]. As said above, as the ion passes through the sample several processes are induced such as local increasing of temperature, formation of excited species and ions, etc. Local increasing of temperature is an important effect that must be taking into account when carrying out experiments of astrophysical interest. In space, the number of ions impinging on a surface usually is not enough to produce the macroscopic heating of the same. On the contrary, in laboratory one must be sure that the used ion flux is low enough to avoid heating up macroscopically the sample and therefore to produce some unwanted thermal processes.

The effects induced after ion irradiation of ices can be summarized as follows:
• Physical and chemical modifications of the target are produced including the formation of new species.
• In the case of an implantation experiment (thick film), if the used ion is reactive, the possibility exists that the new molecules formed contain the projectile.
• Material is eroded from the target (sputtering).

3.2 Implantation of $^{13}$C$^+$ in water ice

Figure 2: H$_2$O ice spectra as deposited and after implantation of 30 keV of $^{13}$C$^+$. From left to right, the three spectral regions correspond to H$_2$O, H$_2$O$_2$, and $^{13}$CO$_2$ and $^{13}$CO bands respectively [10].

Figure 2 shows the results obtained after implantation of $^{13}$C$^+$ in water ice at a temperature of 16 K. In the figure are shown three different spectral regions. In the first one it is shown the 3.03 μm (3300 cm$^{-1}$) water ice band and how its area decreases as ion fluence increases. The decreasing in the water ice band intensity is due to two different effects. The first one is the water ice sputtering. The second one is that...
part of the radicals produced by ion irradiation can react to produce new molecules. The second region of the spectrum testifies for the appearance of a new species. In this particular case the feature centered at 3.50 µm (2850 cm⁻¹) is attributed to the hydrogen peroxide molecule. In this way we present a case where ion irradiation has produced a molecule originally not present in the sample. Finally, the third region shows that, after the implantation of 30 keV of ¹³C⁺, ¹³CO₂ is detected. In this particular case, we have found a molecule originally not present that contains the projectile. As can be seen from the figure, we have also detected for the highest ion fluence ¹³CO. Taking into account the band intensities and the integrated absorbances of both ¹³CO₂ and ¹³CO, we have deduced that ¹³CO has not been produced directly by ion implantation of ¹³C⁺ but it comes from the destruction of ¹³CO₂. To conclude this section, we would like to point out that ion implantation into an ice not always produces species containing the impinging ion. As an example, oxygen implantation in frozen methane does not produce neither CO₂ nor CO [18].

### 3.3 Ion Irradiation of CH₄ ice

An important kind of compounds suggested to be present in different astrophysical scenarios are organic molecules. The study of the carbon chemistry has a particular interest because of its possible implication in the origin of life. In fact, the study of the formation of more complex organic compounds such as polymers from elemental molecules for instance CH₄ turns out to be very attractive [19].

Figure 3 shows the results obtained after irradiating with 60 keV of Ar⁺⁺ ions on pure methane ice at 12 K [11]. The bottom part of the figure shows the spectrum of CH₄ deposited at 12 K in two different spectral regions. In the upper part of the figure the same spectral regions are shown after the CH₄ has been irradiated. In this experiment the thickness of the CH₄ ice is about 4 µm. The amount of energy deposited in average after irradiation (7 eV/16 amu), has been calculated in eV per 16 atomic mass units (eV/16amu). This is a convenient way of expressing the dose that allows to compare results obtained by different authors.

From figure 3 can be observed the appearance of many new IR bands after irradiation. These features mainly correspond to new synthesized organic molecules such as acetylene, ethene, ethane and propane. There are also some weak bands that we have not been able to assign to any particular species. These latter bands could be attributed to a carbonaceous residue of unknown composition. In the laboratory, it has been checked that this residue is refractory. In fact, when the temperature of the irradiated sample is increased up to room temperature all the ices sublimate and the only compound that remains onto the substrate is the residue. This stability at room temperature allows to analyze it with other techniques such as UV-Vis spectroscopy, Raman spectroscopy and photoluminescence. We have shown a general result that can be summarized as saying that ion irradiation of simple organic molecules produces
There are some interesting experiments that can be carried out after irradiation of an ice with ions. By using TPD the sublimation dependence of an ice can be studied. It is known that ices sublimate at different temperatures depending on the matrix the molecule is embedded in. In the case the ice or mixture has been previously irradiated the variation of the sublimation temperature can be even greater.

4 Conclusions and astrophysical applications

The effects produced after ion irradiation of ices can be summarized as follows:

- Irradiation destroys sample molecules producing radicals that can then react to form new species.
- In the case a reactive ion is implanted into the ice, the possibility exists that it could form part of the new synthesized molecules.
• Ion irradiation of organic molecules produces a progressive dehydrogenation of the sample. After irradiation a residue is produced. This residue is stable at room temperature.

• Chemical and physical changes due to ion irradiation increase in some cases the sublimation temperature of the ices. These variations depend on the ice mixture, the used ion and on the irradiation dose.

To conclude we would like to give some examples of astrophysical scenarios where ion irradiation experiments have interest.

The first scenario is the Jupiter satellite Europa. NIMS data from the Galileo spacecraft have revealed a feature in the spectrum of Europa’s surface that has been attributed to the molecule of H$_2$O$_2$. Recent experiments on ion irradiation of water ice have shown that hydrogen peroxide may be produced by radiolysis even if water ice is the only component found on the surface of satellite Europa [12]. The high efficiency for the production of hydrogen peroxide measured for $^{13}$C$^+$ and for other heavy ions, specially for oxygen, opens also the possibility of a patchy distribution on the surface of the satellite [12]. This result could be useful to support the suggested possibility of a radiation-driven ecosystem on Europa based on the availability of organic molecules and oxidants such as hydrogen peroxide [20].

There are several places in the Solar System such as Pluto and Triton where CH$_4$ ice is present [4] and suffers from ion irradiation. The chemistry induced by low energy ions on the uppermost layers of a surface is considered to be quite equivalent to that induced by more energetic cosmic ions at the end of their travel into thick solid bodies [15]. As an example, it has been evaluated that a fraction of 30 per cent of original ice can be altered at a depth of about 10 m within a cometary surface [15]. Pluto is in fact exposed to cosmic ions [21] and as a consequence its surface is altered to a depth of several meters during its total lifetime. On the other hand, low energy ions, which have higher fluxes, alter the outer surface layers of the planet in a much shorter timescale. On Triton the effects could be even more relevant because the satellite can also be bombarded by ions present in the magnetosphere of Neptune.
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ON THE FUTURE OF ULTRAVIOLET (UV) ASTRONOMY
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Abstract: The situation of UV astronomy: current facilities, future projects and the great science to be done is briefly outlined.

1 Introduction

The UV range supplies a richness of experimental data which is unmatched by any other domain for the study of hot plasma with temperatures in between $10^4$ K and $10^5$ K; the high excitation lines and the resonance lines of the most abundant species in the Universe are observed in UV. Plasma at these temperatures is observed in all astrophysical environments extending over hot stars, cool stars and planetary atmospheres, gaseous nebulae, the warm and hot components of the ISM, circumstellar material, the close environment of black holes of all masses from X-Ray Binaries to Nuclei of Galaxies, accretion disks, and the intergalactic medium. In addition, the electronic transitions of the most abundant molecules, such as H$_2$, are observed in this range which is also the most sensitive to the presence of large molecules such as the PAHs. In this brief contribution, the situation of UV astronomy is outlined.

2 The UV facilities

There are three major astronomical facilities working in the UV range: the Hubble Space Telescope (HST), the Galaxy Evolution Explorer (GALEX) and Far Ultraviolet Spectroscopic Explorer (FUSE). HST and FUSE are observatory missions while GALEX is mainly devoted to carry out the first all-sky UV survey. Let us summarize the main characteristics of the UV instrumentation in these missions (see also Table 1 for a summary).
2.1 HST (1990-...)

HST is a 2.4 m telescope which was deployed in low-Earth orbit on 1990; it is a cooperative project of ESA and NASA. HST is a general purpose telescope with a core program: the accurate determination of the Hubble constant, through the observations of Cepheid variable stars in the galaxies of the Local Group.

The first generation instruments with UV capabilities were the High Speed Photometer, the Goddard High Resolution Spectrograph and the Faint Object Spectrograph. Currently, the Wide Field and Planetary Camera 2 (WFPC2), the Advanced Camera for Surveys (ACS) and the Space Telescope Imaging Spectrograph (STIS) provide access to the UV range both for imaging and spectroscopic work. The WFPC2 is a 2-dimensional imaging photometer which covers the spectral range between approximately 115 nm and 1050 nm. It simultaneously images a 150”x150” “L”-shaped region with a spatial sample of 0.1 arcsec per sample and a smaller 34”x34” square field with 0.046 arcsec per pixel. There are 8 UV filters with central wavelength between 130 nm and 333 nm. However, the presence of significant red leaks in the UV filters, together with the much greater sensitivity and wavelength coverage in the red part of the spectrum for CCD’s, makes calibration of the UV observations difficult. As a consequence, the prime instruments for UV astronomers are the ACS and the STIS.

The ACS

The ACS is a third generation HST instrument and includes two channels suitable for UV imaging:

- a High Resolution Channel (HRC), with a field of view of 26”x29” covering the range from 200 to 1100 nm and a plate-scale of 0.027 arcsec/pixel. There are three broad band (FWHM \(\approx\) 400 Å) UV filters available centered at 220 nm, 250 nm and 330 nm.

- a Solar Blind Channel (SBC), with a field of view of 31”x35”, spanning the range from 115 to 170 nm and a plate-scale of 0.032 arcsec/pixel.

There is also a low resolution (grism) spectroscopic mode available with R\(\approx\) 100.
The STIS

**STIS** is the prime ultraviolet instrument on-board the HST. It can be used for imaging, high-spatial resolution long-slit spectroscopy and high spectral resolution (echelle) spectroscopy.

- High resolution, long-slit spectroscopy is available in the 115-310 nm with low and medium spectral resolutions (~1000 and ~15,000, respectively). Slits of 52" length and widths between 0."05 and 2" are available.

- High spectral resolution echelle spectroscopy is available in the 115-315 nm range with resolutions ~ 50,000 and ~ 114,000.

- When STIS is used in imaging mode in the UV, the field of view is 25' x 25' and the plate scale 0.0246 arcsec per pixel. Few filters are available: three narrow band filters with FWHM between 7 nm and 8.5 nm, centered in the Lα (121.6 nm), the CIII] (190.9 nm) and the MgII (280 nm) lines, plus some continuum filters with FWHM = 35 nm, centered at 270 nm and 182 nm, and two passband filters.

The wider field of view, the higher sensitivity and the greater selection of filters makes of the ACS the preferred instrument for UV imaging. However, STIS provides higher S/N than the SBC in the far UV and has some narrow band filters which are not available for the ACS.

### 2.2 FUSE (1999–…)

*(URL: fuse.pha.jhu.edu)*

FUSE is a NASA-CNES-CSA supported astronomy mission that was launched on June 24, 1999, to explore the Universe using the technique of high-resolution spectroscopy in the far-ultraviolet spectral region. The Johns Hopkins University has the lead role in the mission, in collaboration with the University of Colorado at Boulder and the University of California at Berkeley.

FUSE obtains spectra from about 90.5 nm to 118.7 nm. The true resolution has been difficult to assess on-orbit (see URL: fuse.pha.jhu.edu/support/guide/). The spectral resolving power has been estimated to be R = 20,000 ± 2000, and is nearly flat across the entire bandpass.

FUSE was designed with two primary objectives in mind: to study the physics of the hot component of the Interstellar Medium (ISM) and to estimate how much deuterium has been destroyed since the Big Bang.
2.3 GALEX (2003-2005)
(URL: www.srl.caltech.edu/galextech/)

GALEX is a 50 cm telescope, e.g. a small explorer class mission that is part of NASA’s Structure and Evolution of the Universe theme. GALEX will perform both imaging and low resolution spectroscopy, conducting several types of surveys. GALEX will complement the capabilities of space observatories like HST (GALEX has a wide field of view), and the UV spectroscopic capabilities of FUSE, both currently in orbit.

GALEX is the first mission to conduct an all-sky survey in the ultraviolet with a significant sensitivity. Two imaging surveys in a far UV band (135-180 nm) and in a near UV band (180-300 nm) with 3”-5” spatial resolution will be carried out to 20-21 mag (AB). In addition, a spectroscopic survey in the 135 nm-300 nm band, with spectral resolution $\sim 100$ will be done over 100 square degrees. Detailed information about all GALEX surveys may be found in the GALEX web page (see above).

The scientific objective of GALEX is to characterize the UV properties of the galaxies to study their star formation history over the redshift range $0 < z < 2$.

3 The next generation of UV astronomy

There are two main facilities under study and/or development at this moment: the International Virtual Observatory (IVO) and the World Space Observatory - Ultraviolet (WSO/UV). In addition to these a limited sky survey specifically oriented to interstellar absorption (TAUVE) will be launched in 2005 under a collaboration between ISA and ISRO.

3.1 The IVO
(URL: www.ivoa.net)

There are many projects on-going world-wide to create the so-called Virtual Observatories, which basically are computational tools that allow consulting, retrieving and processing the information stored in the Astronomical Archives (data from ground-based or space-based observatories, catalogues, etc...) for a given scientific purpose. The IVO alliance tries to coordinate this joint effort world-wide since it is necessary to define common standards for the scientific content of the data (astrometric, photometric, spectrophotometric, polarimetric standards) and for the data format. In addition, communication technologies ought to be common to all the archives to guarantee the required interoperability; a rigorous definition of the data is instrumental for the meaningful scientific operation of the IVO.

The largest archive of UV data is the Multimission Archive at the Space Telescope (MAST). It provides access to the HST, FUSE and GALEX archives as well as to the
<table>
<thead>
<tr>
<th>Facility</th>
<th>Type of Instrument</th>
<th>Spectral Range (nm)</th>
<th>Field of view (arcsec)</th>
<th>Spectral Resolution $R$</th>
<th>Spatial Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>HST</td>
<td>Im-ACS(HRC)</td>
<td>200-1100</td>
<td>26x29</td>
<td>Broad band filters</td>
<td>0.027 pix$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>Im-ACS(SBC)</td>
<td>115-170</td>
<td>31x35</td>
<td>Lyα, CIII], MgII</td>
<td>0.032 pix$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>Im-STIS</td>
<td>115–350</td>
<td>25x25</td>
<td>Continuum filters</td>
<td>0.0246 pix$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>Sp-ACS</td>
<td>115-390</td>
<td>Grism</td>
<td>100</td>
<td>0.03 pix$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>Sp-STIS</td>
<td>115-310</td>
<td>Long-Slit (52&quot;)</td>
<td>~15000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(echelle)</td>
<td>~1000</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>115-315</td>
<td></td>
<td>~50000</td>
<td></td>
</tr>
<tr>
<td>FUSE</td>
<td>Sp</td>
<td>90.5-118.7</td>
<td></td>
<td>20000±2000</td>
<td></td>
</tr>
<tr>
<td>GALEX</td>
<td>Im</td>
<td>135-300</td>
<td>All-sky</td>
<td>Two broad bands:</td>
<td>3&quot;-5&quot;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NUV(180-300)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>and FUV(135-180)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Sp</td>
<td>135-300</td>
<td>(grism)</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The main UV facilities working in 2003. Im: Imaging; Sp: Spectroscopy

First UV missions: Copernicus and the International Ultraviolet Explorer (IUE). Also, the data from many small missions are included (see Table 2). The MAST provides some tools for cross consultation of all the UV archives. Also cross-consultation with the ROSAT (X-ray) archive and some on-line catalogues is implemented.

IVO will allow the cross-consultation of the UV archives with the rest of the archives spanning the whole spectral range. It will also provide tools to produce directly scientific results as the Spectral Energy Distributions (SED), spectral line identifications and flux determinations or variability studies.

### 3.2 The WSO/UV

(Website: wso.vilspa.esa.es)

The WSO/UV is a 1.7 m telescope mainly designed to be a spectroscopy mission devoted to high resolution (echelle) spectroscopy ($R=50,000$) in the 110-340 nm spec-
Table 2: UV data in the MAST archive (from URL:archive.stsci.edu). Sp: Spectroscopy; Spphot: Spectrophotometry; Im: Imaging; Pol: Polarimetry

<table>
<thead>
<tr>
<th>Mission</th>
<th>Type of Observations</th>
<th>Number of Observations</th>
<th>Spectral Range (nm)</th>
<th>Main Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>IUE</td>
<td>Sp</td>
<td>&gt;10,4000</td>
<td>120-335</td>
<td>Aprox. 10,000 sources</td>
</tr>
<tr>
<td>Copernicus</td>
<td>Sp</td>
<td>90-156 &amp; 165-315</td>
<td></td>
<td>551 sources, mostly bright stars</td>
</tr>
<tr>
<td>EUVE</td>
<td>Sp</td>
<td>7-76</td>
<td></td>
<td>300 sources, mostly Galactic</td>
</tr>
<tr>
<td>HUT</td>
<td>Spphot</td>
<td>491</td>
<td>91.2-185</td>
<td>Aprox 300 sources.</td>
</tr>
<tr>
<td>UIT</td>
<td>Im</td>
<td>1579</td>
<td>120-330</td>
<td>259 sources</td>
</tr>
<tr>
<td>WUPPE</td>
<td>Sp&amp;Pol</td>
<td>467</td>
<td>140-330</td>
<td>169 sources</td>
</tr>
<tr>
<td>BEFS/ORPHEUS</td>
<td>Sp</td>
<td>600</td>
<td>95-115</td>
<td>10 hot stars</td>
</tr>
<tr>
<td>IMAPS/ORPHEUS</td>
<td>Sp</td>
<td>239</td>
<td>90-140</td>
<td>62 targets</td>
</tr>
<tr>
<td>TUES/ORPHEUS</td>
<td>Sp</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

tral range. It will also include optical and UV imaging capabilities (see Table 3); long-slit spectroscopic capabilities are under study. The optical design of WSO/UV is optimized to guarantee a maximum light throughput (a high effective area) so, although WSO/UV is slightly smaller than HST, it will be an order of magnitude more sensitive than HST/STIS (at R=50,000). Another important feature for the science to be carried out with WSO/UV is the orbit; it will be placed in the Lagrangian point L2 allowing spectroscopic monitoring which is heavily demanded by the astronomical community and difficult to carry out with the HST due to its low Earth orbit. The mission will have a core program focussed in two key problems for modern astrophysics: the formation of stars and planetary systems and the cosmological and chemical evolution of the interstellar and intergalactic medium up to z ≃ 2.

The World Space Observatory Project represents a new space mission concept, since it has grown out directly of the needs of a world wide distributed Astronomical community which demands access to the UV range after the HST era. Basic scientific requirements are improved sensitivity for high spectroscopy and hours-to-days monitoring capabilities. WSO/UV will allow to make full profit of the legacy of the previous UV missions and, especially of the GALEX, first all-sky UV survey.

As WSO/UV has been driven by the needs of scientists from many different countries, a new implementation model was needed to bring the World Space Observatory
## 4 A science case for the future

The richness of the UV range is instrumental for the study of all the astronomical plasmas from few thousands to several hundred thousand Kelvin. As it is not realistic to attempt to cover all the possible astrophysics in this brief contribution, we shall focus on two key problems: the physics of the formation of stars and planetary systems, and the cosmological and chemical evolution of the intergalactic medium up to $z \simeq 2$, as an example.

### 4.1 The physics of the formation of stars and planetary systems

The formation of stars is an accretion process; the gravitational energy of the infalling material is stored in accretion disks which transforms it into radiation, thermal energy and mass ejection (winds). The Magneto-Rotational Instability (MRI) is the source of turbulence in the disk leading to accretion and outflow. A new paradigm
Figure 1:

a) The reference model as described in [9] and adapted from Lovelace et al. 1995. Magnetic field lines are represented with the corresponding field orientation.

b) Contribution to the AB Dor C IV[$\lambda$1] profile from a normal flare (left) and a transient feature probably associated with a CIR (right). Both events lasted few kiloseconds. The left profile was observed in three events more during the short monitoring time while the last profile was observed only once. Notice the presence of a narrow absorption and the very broad line wings in the right panel profile (see [3] for more details).
is emerging in the physics of star formation which properly addresses the relevance of the magnetic interaction between the stellar magnetic field and the protoplanetary disk. The interaction disk-magnetosphere basically transforms angular momentum (differential rotation) into toroidal plasmoids which are ejected from the system. Basically all models can be fitted into the basic configuration sketched in Figure 1a; there is a current sheet that separates two distinct regions: an inner stellar outflow and an external disk outflow. Magnetic flux dissipation is expected to be produced in the current layer leading to plasmoids ejections, as well as to the injection of high energy particles (cosmic rays) in the environment leading to generation of X-rays and ultraviolet radiation. The phenomenon is non-stationary and controlled by two different temporal scales: the rotation period and the magnetic field diffusion time scale. Stellar rotation is a well know parameter which controls the opening of the field lines towards high latitudes however, plasmoids ejection is controlled by field diffusion which is poorly determined (see e.g. [7]). In addition, there is direct evidence of infalling gas; the observed velocities are of some few hundreds km s$^{-1}$, e.g. compatible with free-fall from some few stellar radii. The existence of funnel flows connecting the stellar photosphere with the inner accretion disk has been proposed. The infalling material is expected to release its gravitational energy in the shock at the stellar surface producing hot spots on it.

This outlined paradigm requires to be worked out extensively since many fundamental issues are left opened, for instance,

1. The development of the MRI depends on the effective coupling with the disk, e.g. on the relative density of free charges. The inner region of disks is sufficiently ionized by the stellar X-rays field, but the outer regions are more problematic.
2. There is a timing problem. If we trust that T Tauri systems are alike our early solar system, the meteoric evidence set-up an upper limit of some few $10^7$ yr for planetesimal differentiation ([11]). Accretion and outflow are observed in many T Tauri stars $10^7$ yr old. How does MRI co-exist with planetesimal formation?.
3. Numerical simulations show that the star-disk-outflow system is self-regulating when various initial disk densities, stellar dipolar field strengths and primordial field associated with the disk are tested ([6]) although strong stellar magnetic fields may disrupt the inner parts of the accretion disk temporarily.
4. The coexistence of several funnel flows is required to explain the correlation between magnetospheric line emission and the accretion rate, however, it is unclear how such a magnetic configuration may be stable and survive in a very active environment.
5. Young stars are very active; rapid variations in the X-ray flux are often detected. However, the source of the X-rays variability is poorly known. In solar and space
plasmas, it is recognized that such rapid variations may be produced by, at least, three very different physical processes: flares, e.g., magnetic reconnection events associated with the solar magnetic activity), corotating interaction regions or CIRs (shock fronts formed in the interaction between the slow and the fast component of the solar wind) and coronal mass ejections. In the star formation context, we often interpret such rapid variations as associated with magnetic reconnection events. However, at least in AB Dor, UV spectroscopy has shown to be able to distinguish between bona-fide flares and CIRs (see Figure 1b and [3]). The monitoring was done with the Hubble Space Telescope and the old Goddard High Resolution Spectrograph. AB Dor is a 30 Myr old star, in many senses fairly similar to some Weak line T-Tauri Stars as HD283572.

The only way to get into the scale of the structures represented in Fig 1a (from a fraction of $R_*$ to some 10 $R_*$) is by means of high resolution spectroscopy ($R \geq 30,000$) of warm plasma (from 10,000 to 100,00 K); e.g., high sensitivity, high resolution ultraviolet spectroscopy (see e.g. [4]).

In addition, UV monitorings are instrumental for the study of this highly non-stationary environment phenomena, as well, as to map the structure of the funnel flows. They may also allow us to understand better the physics of cool active stars in connection with the PMS evolution. The existence of large scale magnetic structures, sling-shot prominences, has been proposed to explain the detection of material corotating at some few stellar radii observed in many, rapidly rotating, cool stars (see [2]). In this sense, spectroscopic UV monitorings open the door to the study of the interaction of the stellar wind with protoplanetary disks in the early phases when planetesimals are differentiated and planets form through the formation of corotating interaction regions. Moreover, UV spectroscopy provides fundamental clues on the radiative field in this epoch and its role in the chemical evolution of disk at the time when planets are built. The understanding of PMS stars will allow us to understand better substellar objects.

4.2 The cosmological and chemical evolution of the intergalactic medium up to $z \approx 2$

Most of the volume of the Universe, and 80% of the cosmic time, is at redshifts less than $z \leq 2$. Studies with 10m class ground-based telescopes have shown that in the first 20% of the Universe metal abundances are of order 1/100th Solar, and suggest a marginally significant increase of metallicity by a factor of $\sim 2$ with time, for the redshift range $3.5 < z < 4$ ([8]). There remains however, a factor of at least 50-100 between the observed [Fe/H] at $z = 2$ and the current epoch is of prime importance. The limited information on this, combined with the essentially total absence of reliable information on the metallicity evolution between 0 < $z$ < 2, leaves a critical gap in the
information needed for the discrimination of the evolutionary models of the Universe (e.g. [1]).

The basic enrichment of the primary material from which the current star formation is drawn is a multifaceted problem in which the IGM plays an essential role. As the formation of heavy elements is, in all current cosmological models, driven solely by processes associated with the life-and-death cycles of stars, and as most star formation takes place in galaxies, the cycling of metals through the Universe must take place on scales which easily exceed the size of galaxies. The IGM contains the material from which the current galaxies have been formed; the recycling of this material after the galaxy and star formation during the period covered by the redshift range from $0 < z < 2$, presents the critical link between our current Universe and the epoch of structure formation.

As the validity of the Hubble classification diagram for galaxies breaks down at $z = 1$ ([16]), it is clear that the answer to the question of the connection between these first epochs of structure formation and the current state of the local Universe can only be addressed in the epochs between $0.2 < z < 1.7$. Only very limited studies have been performed in order to clarify the nature of the metallicity of the IGM at redshifts $z < 3$. [5] (loc.cit.) showed that the ionization distribution in the IGM is an essential parameter in the abundance determination of this diffuse material. The accessibility of observing at high resolution ($R=50,000$) and superior S/N for absorption lines associated with the Lyα forest and Lyman Limit systems ($15 < \log \left( N(\text{HI}) \right) < 19$), the lines of e.g. OIII-VI, CII-IV, NeIV-VI etc. will permit the exploration of the full range of ionized and neutral gas out to $z = 2$. The resolution is a critical parameter, since it must be sufficient to assure that no component mixing occurs.

The impact of the determination of abundance evolution of the gaseous baryonic content of the Universe at $z < 2$ is especially important at a time that the problem of Star Formation rate in the same redshift range is being addressed by results expected to be obtained with the GALEX survey. The simultaneous availability of information on the metal enrichment processes between $0 < z < 2$ together with the knowledge of the SFR (from the UV-to-SFR conversion) will allow us to constrain the evolutionary models.
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NEW GENERATION NEAR INFRARED SPECTROGRAPHS IN 3.5 m TO 10 m CLASS TELESCOPES
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Abstract: Here we present a review of the new generation near infrared spectrographs (1 to 5 microns) available in telescopes from 3.5 m to 10 m in diameter. These instruments have in common the new infrared (IR) detectors with a large 1024 x 1024 pixel format, low read-out noise and low dark current both in the 1-2.5 and 1-5 micron range.

1 Introduction

The study of the spectra of astronomical objects in the Near Infrared (NIR) has enormous scientific potential: by using NIR, the composition of the dust can be established, molecular hydrogen can be studied, and high redshift (z=1) galaxies, whose main emission lines of Active Galactic Nuclei (AGN) (for example, Halpha) lie in the NIR region, can also be observed. However, working in this spectral region (1-5 microns) is quite a challenge, posing several problems for the astronomer. The first problem is the transmission of the sky: since the earth’s atmosphere is dominated by water vapour, only certain spectral regions can be observed, namely, the J, H, K, L and M band. An additional problem is that a black body with a temperature of 300 K will have a very important contribution to the K, L and M band. To avoid this emission, the whole instrument must be cooled to a temperature below 100 K, which avoids saturation, especially in the L and M band.

During the last 30 years, NIR spectroscopy has been limited by the availability of detectors and cryogenic technology. In the 70s only the Circular Variable Photometers (CVF) were available, with very poor resolution (R=100) and very poor throughput. In the 80s, linear arrays and small bidimensional arrays became available, with very high dark current and read-out noise, which limited their use to bright sources and small spectral ranges. In the mid 90s, new large format arrays with very low dark current and read-out noise made NIR spectroscopy more similar to the optical spectroscopy with CCDs in the 80s. NIR spectrographs are very complex...
cryogenic machines, and as a result the number of these spectrographs is currently rather scarce. Key points to consider when designing a NIR spectrograph include target acquisition and sky subtraction. Target acquisition is difficult due to the impossibility of using an optical slit view with CCD, since on the one hand differential sky refraction causes the optical and IR image to be shifted by several arcseconds (depending on the airmass), and on the other hand some sources are very red and therefore very weak in the optical image. Another factor to take into account is the strong sky emission in the NIR; for example, the sky emission in the Ks band is 13 magnitude per square arcsecond (3 and -0.5 in the L and M bands). Therefore, most NIR spectrographs have an imaging mode which makes it possible to use in the NIR the usual imaging technique of dithering the telescope around the target position in order to subtract the sky emission. As some of these spectrographs aim at very weak targets, such as $M_K=20$, target acquisition can be a very time-consuming task. Once the target is on the slit, the usual beam-switch technique is used; however, to allow for correct sky subtraction, beam-switching has to be done every 15 minutes. Thus the system (instrument+telescope+autoguider) has to be very stable in order to ensure that the target will be on the slit after several beam-switches (for a 3-hour integration on one target, 12 beam-switches will be necessary). The other key point is sky subtraction, as this spectral range is dominated by strong atmospheric OH emission lines. In order to allow for proper sky subtraction, the design should minimize flexures which will shift the spectral lines. As an example, the user requirement of LIRIS allows maximum flexure of 4-microns between the focal plane and the detector during one hour of integration time. All this makes the optical and mechanical design far more complex than that of an optical spectrograph. Regarding spectral resolution, in order to avoid the atmospheric OH lines, the optimal resolution is between 1000 and 3000. Another important point is the dispersion element. Some spectrographs use reflection gratings which provide high resolution, especially if echelle gratings are used, while for low resolution (R=1000) usually grisms (a combination of a prism and a refraction grating) are used.

<table>
<thead>
<tr>
<th>Array</th>
<th>Pixels</th>
<th>Pixel size</th>
<th>Read out $\langle e^{-1} \rangle$</th>
<th>Dark current $\langle e^{-1} \text{s}^{-1} \rangle$</th>
<th>Working Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hawaii</td>
<td>1024 x 1024</td>
<td>18</td>
<td>15</td>
<td>0.01</td>
<td>70</td>
</tr>
<tr>
<td>Hawaii-2</td>
<td>2048 x 2048</td>
<td>18.5</td>
<td>15</td>
<td>0.01</td>
<td>70</td>
</tr>
<tr>
<td>ALLADIN</td>
<td>1024 x 1024</td>
<td>27</td>
<td>40</td>
<td>0.01</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of near-IR arrays

Two different detectors were manufactured in the late 90s, HgCdTe with a spectral coverage from 0.8 to 2.4 microns (Hawaii 1024 x 1024 and Hawaii-2 2048 x 2048, both manufactured by Rockwell), and InSb with a spectral coverage from 1-5 mi-
crons (ALLADIN 1024 x 1024, manufactured by Raytheon). These detectors require very precise temperature control, as their characteristics (bias, hot pixels, etc) can be altered if there is a difference of even a small fraction of a degree K. For LIRIS it was found that the optimal operation temperature was 70 ± 0.005 K. The spectral dimensions of NIR spectrographs have been divided into two ranges: 0.8-2.5 microns when using Hawaii arrays, and 1-5 microns when using ALLADIN arrays. The main characteristics of these arrays are listed in Table 1. The spectrographs in the two spectral ranges will be discussed in more detail below.

## 2 Spectrographs in the 0.8 to 2.4 microns range

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Telescope</th>
<th>Plate scale /pixel</th>
<th>Resolution</th>
<th>Polari-</th>
<th>MOS</th>
<th>Coro-</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRIS2 [3]</td>
<td>AAT</td>
<td>0.45</td>
<td>2400</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>ISSAC [2]</td>
<td>VLT</td>
<td>0.15</td>
<td>500-3000</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>LIRIS [4]</td>
<td>WHT</td>
<td>0.25</td>
<td>1000-3000</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Omega-Cass [1]</td>
<td>Calar Alto</td>
<td>0.04,0.3</td>
<td>420,1050</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>NICS [5]</td>
<td>TNG</td>
<td>0.25,0.13</td>
<td>50-1250</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>SOFI [2]</td>
<td>NTT</td>
<td>0.14,0.27,0.29</td>
<td>600-1500</td>
<td>yes</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 2: 1-2.5 microns spectrographs

These spectrographs make use of the Hawaii arrays, both the Hawaii and the Hawaii-2 (2048 x 2048). These arrays, which can be seen in Table 1, have very low readout noise and very low dark current, thus the observations are usually limited by background noise for integrations longer than 100 seconds. The low dark current combined with the spectral resolution make long integration times possible. Thus, these spectrographs make observations which are very similar to the observations in the optical wavelength.

All these spectrographs use the Hawaii array and have an imaging mode to allow for target acquisition. They also have full imaging capability with a wide set of astronomical filters. All except for ISSAC use gratings as disperser elements. Spectra resolution ranges from 50 for NICS to 3000 for ISSAC and LIRIS. All except for IRIS2 have polarimetry modes, and only IRIS2 (in the Southern Hemisphere) and LIRIS (in the Northern Hemisphere) have Multi-Objects (MOS) mode. LIRIS is the only spectrograph with coronographic mode, whereas ISSAC is the only spectrograph with two arms, one covering the 1-2.5 micron region and the other covering the 2.5-5 micron region. The diameters of the telescopes range from 3.5m (Calar Alto, NTT and TNG) to 8m (VLT).
### Table 3: 1-5 microns spectrographs

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Telescope</th>
<th>Plate scale</th>
<th>Resolution</th>
<th>Polari-</th>
<th>Coronog-</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONICA [2]</td>
<td>VLT</td>
<td>0.01-0.05</td>
<td>400-1100</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>GNRIS [7]</td>
<td>Gemini S.</td>
<td>0.15</td>
<td>1000-3000</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>IRCS [9]</td>
<td>SUBARU</td>
<td>0.022-0.058</td>
<td>120-5000</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>ISSAC [2]</td>
<td>VLT</td>
<td>0.075</td>
<td>500-3000</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>NIRCSPIT [6]</td>
<td>Keck</td>
<td>0.19</td>
<td>2000-20000</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>NMR [7]</td>
<td>Gemini N.</td>
<td>0.02-0.11</td>
<td>460-1650</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>PHOENIX [7]</td>
<td>Gemini S.</td>
<td>0.23</td>
<td>50000</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>UIST [8]</td>
<td>UKIRT</td>
<td>0.06-0.12</td>
<td>475-2000</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

### 3 Spectrographs in the 1 to 5 microns range

All these spectrographs use the ALLADIN detector. CONICA is used in combination with the adaptive optics (AO) system NAOS while NIRI is used with the AO system Altair. IRCS can be also used with the SUBARU AO system. Spectral resolution varies from 120 for IRCS, to 50000 for PHOENIX. CONICA, GNRIS, ISSAC, and UIST all have polarimetry modes, with CONICA being the only spectrograph with coronography mode. UIST is the only one with an Integral Field Unit (IFU). CISCO/OHS has an OH suppressor that removes the OH airglow lines which dominate the broad-band background. This gives a gain in sensitivity in the order of 0.5 magnitude in the J and H band. None of the spectrographs have MOS modes.

### 4 Future

Here we describe several other instruments which are being developed at present and will be operative in the near future. SINFONI, which will be on the VLT, uses a Hawaii-2 and has an IFU with 32 x 32 spatial pixels and 2048 spectral channels (first light in 2004). CRIRES, which will be on the VLT, will work in the 1-5 micron range with a 1024 x 4996 pixels array, giving a resolution of R=50000 (first light in 2004). LUCIFER, on the BLT, will use the Hawaii-2 array and have a resolution of R=10000-36000, as well as MOS mode (first light 2004). OSIRIS, on the Keck, will use a Hawaii-2 array, and have an IFU (64 x 16 spatial elements) and an OH suppressor with a resolution of R=3800. FLAMINGOS on the 4m Mayal (NOAO), uses a Hawaii-2, and will have R=1800 and a MOS mode. EMIR, which will be on GTC, uses a Hawaii-2 and will have a MOS mode with a FOV of 6 x 6 arcminutes and R=3000 (first light 2008).
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