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Abstract

The longitudinal beam dynamics in circular accelerators is mainly defined by the

interaction of the beam current with the accelerating Radio Frequency (RF) stations.

For stable operation, Low Level RF (LLRF) feedback systems are employed to reduce

coherent instabilities and regulate the accelerating voltage. The LLRF system design

has implications for the dynamics and stability of the closed-loop RF systems as well

as for the particle beam, and is very sensitive to the operating range of accelerator

currents and energies. Stability of the RF loop and the beam are necessary conditions

for reliable machine operation.

This dissertation describes theoretical formalisms and models that determine the

longitudinal beam dynamics based on the LLRF implementation, time domain sim-

ulations that capture the dynamic behavior of the RF station-beam interaction, and

measurements from the Positron-Electron Project (PEP-II) and the Large Hadron

Collider (LHC) that validate the models and simulations. These models and sim-

ulations are structured to capture the technical characteristics of the system (noise

contributions, non-linear elements, and more). As such, they provide useful results

and insight for the development and design of future LLRF feedback systems. They

also provide the opportunity to study diverse longitudinal beam dynamics effects

such as coupled-bunch impedance driven instabilities and single bunch longitudinal

emittance growth.

Coupled-bunch instabilities and RF station power were the performance limiting

effects for PEP-II. The sensitivity of the instabilities to individual LLRF parameters,

the effectiveness of alternative operational algorithms, and the possible tradeoffs be-

tween RF loop and beam stability were studied. New algorithms were implemented,
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with significant performance improvement leading to a world record current during

the last PEP-II run of 3212 mA for the Low Energy Ring.

Longitudinal beam emittance growth due to RF noise is a major concern for

LHC. Simulations studies and measurements were conducted that clearly show the

correlation between RF noise and longitudinal bunch emittance, identify the major

LLRF noise contributions, and determine the RF component dominating this effect.

With these results, LHC upgrades and alternative algorithms are evaluated to reduce

longitudinal emittance growth during operations.

The applications of this work are described with regard to future machines and

analysis of new technical implementations, as well as to possible future work which

would continue the directions of this dissertation.
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Chapter 1

Introduction

The requirements for beam intensity and energy in circular accelerators are increasing

with advances in theoretical physics and new technologies that employ accelerators

for other purposes. Coupled-bunch instabilities present an important source of limita-

tions for the beam intensity in circular accelerators. As the beam intensity increases,

the interaction of the beam with the surrounding resonant structures creates ever

increasing wakefields. The wakefields perturb the oscillatory motion in all three di-

rections, which can cause instability or deteriorate essential beam properties. In this

dissertation we focus on the oscillations in the direction of motion – the longitudinal

direction.

Historically, the coupled-bunch instabilities were mitigated with cavity detuning,

lower total beam current, special fill patterns, and High-Order Mode (HOM) dampers

in the accelerating cavities. As the requirements for beam intensity were further

increased, feedback systems were employed to reduce the coupled-bunch instabilities.

The implemented systems include impedance reducing feedback, active wideband

correction, and low-mode or mode zero feedback implemented via the RF system.

It is obvious that the addition of all these feedback systems and the higher beam

intensities significantly increases the complexity and the operational concerns for

circular accelerators. This dissertation presents modeling and simulation methods to

study and optimally configure the feedback systems, evaluate the operational options

for the high-power Radio-Frequency (RF) components, and estimate the effect of

1
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these systems and components on longitudinal beam dynamics in circular accelerators.

Both single and multi-bunch effects are considered, depending on the application.

In Chapter 2 the necessary theoretical background pertaining to beam dynamics

and the RF station is introduced. The RF station-beam dynamics interaction and the

employed feedback systems are introduced in Chapter 3. The motivation behind the

development of the time-domain simulation is presented in Chapter 4. Of particular

importance are the beam and system models used to express the RF station-beam

interaction and extract the characteristics of the oscillatory motion. Chapter 4 also

includes the initial validation of the simulation with data from the Positron-Electron

Project II (PEP-II). Chapter 5 presents the simulation studies of the PEP-II systems

with an emphasis on performance limitations and system sensitivity to LLRF param-

eters. Chapter 6 presents the motivation for the Large Hadron Collider (LHC) studies

and describes the adaptation of the time domain simulation to the LHC implementa-

tion. The LHC simulation studies are reported in Chapter 7, and the relevant results

from LHC measurements are shown in Chapter 8. Finally, Chapter 9 summarizes this

work and its future directions.

A more detailed description and the main contributions of each Chapter in this

dissertation are introduced in the following sections.

1.1 Beam Dynamics and the RF station

In order to study the beam oscillatory motion, the applicable equations of motion

are developed in Chapter 2, largely following the treatment by M. Sands in [1]. The

driving resonances – due to the RF cavities – and their associated wakefields are then

presented. The effective impedance of these cavities and its relationship with the

wakefields is introduced. The impedance of the system is next related to the beam

oscillatory motion. Based on the developed beam models it is then possible to analyze

the effect of the RF systems on the beam motion.
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1.2 RF Station-Beam Dynamics Interaction

For sufficiently high currents, the system may be unstable. Therefore, LLRF feed-

back systems are employed to reduce the effective impedance experienced by the

beam. This reduction may still not be sufficient for some accelerators. Damping

loops are then added to actively control these instabilities. Models of the RF Station-

Beam dynamics interaction, and the feedback techniques to mitigate and control the

coupled-bunch instabilities are presented in Chapter 3.

1.3 PEP-II Time-Domain Simulation: Motivation

and Development

The multiple feedback loops and the system sensitivity on operational choices in-

creases the complexity of beam dynamics dependence on RF station parameters. A

major incentive in the development of the time-domain simulation and related models

was to provide the means to determine optimal RF configurations and study system

upgrades without requiring valuable experiment time from the physical accelerator.

More motivational factors and goals for this work are presented in Chapter 4.

The development of the time-domain simulation is then summarized, with an

emphasis on assumptions, simplifications, and frequency domain modeling of RF

components. Simulation validation data from PEP-II are presented. The validation

includes transfer function and coupled-bunch instability growth rate comparisons.

The tools used to identify RF parameters from an RF station closed loop transfer

function and based on this information optimally configure the LLRF impedance

reduction loops are also presented.
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1.4 PEP-II Longitudinal Coupled-Bunch Instabil-

ities Studies

Simulation studies of the PEP-II longitudinal instabilities are presented in Chapter 5.

An analysis of the growth rates sensitivity on the various RF system parameters is

also included. This study helped to identify performance limiting components and

stability trade-offs. The resulting system upgrades and updated configurations led to

substantial growth rate improvements and world record currents for PEP-II.

Based on the success of these initial studies, the longitudinal behavior at higher

currents was estimated. Alternative configurations and proposed upgrades were stud-

ied to identify the biggest performance return for the investment.

1.5 RF System Models for the LHC with Applica-

tion to Longitudinal Dynamics

The substantial effect of these studies on PEP-II motivated the adaptation of the

existing time-domain simulation and related models to the LHC implementation as

presented in Chapter 6. The initial simulation goals were to provide a testing tool for

the development of the LHC RF configuration and optimization tools, as well as to

study longitudinal beam dynamics. Validation data of the LHC simulation are also

presented in this Chapter.

1.6 LHC Longitudinal Beam Dynamics Studies

Even though the PEP-II and LHC RF layout are very similar, the limiting beam

dynamics effects are very different. The very low synchrotron radiation damping for

LHC leads to an increased sensitivity to any noise presented to the beam, particularly

from the RF system. A theoretical formalism relating the RF noise with longitudinal

beam emittance growth is presented in Chapter 7. With this formalism and the

previously developed simulation and models, studies of the dependence of longitudinal
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emittance growth on RF configurations and noise levels were conducted. Predictions

of coupled-bunch instabilities for the LHC are also presented.

1.7 LHC Longitudinal Beam Emittance Dependence

on RF Noise: Measurements

Chapter 8 includes measurements that were conducted at the LHC to test the de-

pendence of the longitudinal beam emittance growth on RF noise and to validate the

developed formalism and models. Initial measurements showed the close correlation

between the beam sampled noise power and the growth rate of the longitudinal emit-

tance, as expected from the theoretical formalism. Through these measurements, the

performance limiting RF components were determined. The data analysis also helped

determine the LLRF feedback electronics that contribute mostly to RF noise.

1.8 Summary

The work presented in this dissertations is summarized in Chapter 9. The main

contributions and potential future directions of this research are also outlined.

1.9 Appendix

These models and simulations can be readily adaptable to other accelerators, imple-

mentations, and beam dynamics. Some examples are included in the Appendix.

Work related to the PEP-II High-Order Mode (HOM) driven coupled-bunch in-

stabilities is presented in Appendix A and [2]. The additional feedback and beam

models for the HOM study are described. Data is presented and the effect of noise

in the beam dynamics is studied.

The experience and knowledge of the RF station-beam interaction from the sim-

ulation development was also useful in the study of design concerns for PEP-X, a
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proposed light source using the PEP-II infrastructure. Operational design considera-

tions and predictions for longitudinal stability and beam characteristics based on the

conceptual parameters of the machine are presented in Appendix B.

Also reported in Appendix C are additional data from the PEP-II driver amplifier

studies which show that the simulation accurately predicted their non-ideal behavior

and distortion. Finally, Appendix D provides a short summary of essential beam and

RF parameters for PEP-II and LHC.



Chapter 2

Beam Dynamics and the RF

station

This work focuses on the interaction between the beam dynamics and the RF system.

Before the RF station-beam interaction is defined, the theoretical background nec-

essary for the study of longitudinal beam dynamics, coupled-bunch instabilities and

their control is presented in this Chapter. The equations of motion describing longi-

tudinal focusing and the oscillations of the charged particles around the synchronous

position are developed in Section 2.1 assuming a single-bunch ring. The analysis in

Section 2.1 follows the nomenclature and ideas of M. Sands in [1], S. Prabhakar in [3],

D. Teytelman in [4], A. Chao in [5], and H. Wiedemann in [6]. Section 2.2 defines the

notion of wake fields which is the source of coupling among bunches. This coupling

could lead to longitudinal coupled-bunch instabilities based on the configuration and

parameters of the accelerator. The equations of motion in the presence of bunch cou-

pling are developed. Section 2.3 defines the longitudinal impedance, its relationship

with the wake fields, and its effect on the coupling term in the equations of motion.

Longitudinal impedances and coupled-bunch instabilities have also been described in

[7] [8] [9] [10]. Section 2.4 describes the most common sources of impedance and the

model of their contribution.

7
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2.1 Single-bunch Beam Dynamics

In circular accelerators, the magnetic guide field serves two purposes. It focuses

the injected charged particles in the transverse directions (horizontal or radial and

vertical), which leads to transverse oscillations around the nominal orbit, known as

betatron oscillations. The magnetic guide field also directs the particle beam on the

nominal orbit. The relativistic particles emit electromagnetic radiation (synchrotron

radiation) due to this substantial accelerating magnetic force, which leads to energy

loss over a turn. At PEP-II the average energy lost to synchrotron radiation per

turn was about 3.2 MeV for the High Energy Ring (HER) and 0.6 MeV for the Low

Energy Ring (LER) [11], a small fraction of the 9 and 3.1 GeV beams respectively.

The RF system employed in a circular accelerator has three important functions:

add energy to accelerate the beam, compensate for the lost energy per turn, and focus

the beam in the longitudinal direction. The RF system employs multiple cavities to

compensate for the average lost energy over a turn U0. Figure 2.1 shows the RF cavity

voltage V (t) as a function of time. The full circles show the positions of synchronous

Trfτs t

U0/q

T0

V

Figure 2.1: RF cavity voltage as a function of time. Filled circles represent stable
equilibrium points, whereas empty circles correspond to unstable equilibrium points.
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particles – particles which follow exactly the design orbit with no oscillations over a

turn – for relativistic particles, above the transition energy. Trf is the period of the

RF field and T0 is the revolution period of the beam. The ratio between them is

called the harmonic number h (for PEP-II h = 3492) and is equal to the maximum

number of bunches that can be stored in a ring:

h =
T0

Trf

The synchronous particle arrives at τs and gains exactly energy U0 at every turn.

Correct phasing of the voltage in the cavities leads to longitudinal focusing. Out

of the two points per cycle for which E(τ) = U0, the one on the negative slope is a

stable point for particles above transition. To qualitatively describe this effect, let’s

imagine a particle of charge q arriving at the cavity a short time τ later (earlier)

than the synchronous particle. The particle gains energy E(τ) = qV (τ + τs) which

is lower (higher) than U0, effectively moving into a smaller (larger) orbit towards the

synchronous position. Therefore, a potential well is formed around the synchronous

position, known as the RF bucket.

Particles in the RF bucket conduct energy oscillations around the synchronous

position (the stable equilibrium point). Essentially, particles with a time advance

(smaller orbits) over the synchronous position receive more energy per turn so that

the time advance slowly decreases and they move to larger orbits. When the particles

cross τs they have more energy than the synchronous particle, so their orbit keeps in-

creasing, and they now start arriving later than the synchronous particle. This results

in reduced energy gain per turn and the reverse correction, leading to oscillations.

On the other hand, particles with a time advance (smaller orbit) over the unstable

equilibrium point receive less energy per turn, moving to even smaller orbits and are

eventually lost due to the finite aperture of the vacuum chamber.

To quantitatively describe the energy oscillations of the particles around the syn-

chronous position we will need to derive the particles’ equations of motion.
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2.1.1 Equations of Motion

Let us consider a particle of charge q moving in a circular accelerator, with a path

length change of l corresponding to an energy deviation ǫ with respect to E0, and a

time delay τ with respect to the synchronous particle arrival time of τs, as observed

from a fixed point at the ring. For relativistic particles

l

L
=

τ

T0
(2.1)

where L is the nominal orbit length. Equation 2.1 states that a relativistic particle

on a longer (shorter) orbit will arrive after (before) the synchronous particle, so that

τ is positive (negative). Furthermore, the momentum compaction factor α and the

phase slip factor η relate the path length change with the momentum and energy

deviations [1]

l

L
= α

∆p

p0
= (α− 1

γ2
)
ǫ

E0

= η
ǫ

E0
(2.2)

where p0, E0 are the momentum and energy of the synchronous particle respectively.

The momentum compaction factor (also known as dilation factor) is a dimensionless

parameter that is a property of the magnetic lattice of the accelerator. The transition

energy is defined as the energy when η = 0. The slip factor η is negative below

transition and positive above transition. For highly relativistic beams and circular

accelerators α ≈ η > 0.

From 2.1, 2.2 the time displacement per revolution is given by

τ

T0
= η

ǫ

E0

and therefore the average time displacement over a turn is

dτ

dt
≈ τ

T0
= η

ǫ

E0
. (2.3)



CHAPTER 2. BEAM DYNAMICS AND THE RF STATION 11

The energy deviation over a turn is given by the difference of the gained energy

from the RF cavities and the energy lost to synchrotron radiation:

ǫ = qV (τ + τs)− Urad(ǫ+ E0).

Therefore, the average energy deviation per turn is given by

dǫ

dt
≈ ǫ

T0
=

qV (τ + τs)− Urad(ǫ+ E0)

T0
. (2.4)

Equations 2.3 and 2.4 combined give the equation of motion

τ̈ − η

E0T0

(

qV (τ + τs)− Urad(ǫ+ E0)
)

= 0. (2.5)

From Equation 2.5, it is obvious that the equilibrium points are given by qV (τs)−
Urad(E0) = 0 and τ = 0 which corresponds to ǫ = 0. Since V (τ +τs) is periodic, there

are multiple equilibrium points.

2.1.2 Equilibrium Point Stability

The stable equilibrium points are the attractors of a local potential well as described

earlier. To determine stability it is sufficient to linearize the equation of motion

around the equilibrium points. Thus, for small energy deviations,

qV (τ + τs)− Urad(ǫ+ E0) ≈ qV (τs) + τqV̇ (τs)− U0 − ǫD

= τqV̇ (τs)− ǫD

= τqV̇ (τs)−
E0D

η
τ̇ . (2.6)

where D = U̇rad(E0) = (2 + D)U0/E0 ≈ 2U0/E0. D is a function of the magnetic

lattice of the accelerator and is approximately zero.
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Following the approximation from Equation 2.6, Equation 2.5 becomes

τ̈ − η

E0T0

(

qV (τ + τs)− Urad(ǫ+ E0)

)

≈ τ̈ +
D

T0
τ̇ − ηqV̇ (τs)

E0T0
τ

= τ̈ + 2drτ̇ + ω2
s0τ = 0

where

dr =
D

2T0
≈ U0

E0T0

ω2
s0 = −ηqV̇ (τs)

E0T0
.

dr is the radiation damping rate and ωs0 is the synchrotron frequency. The syn-

chrotron tune is defined as ωs0/ω0, where ω0 = 2π/T0 is the revolution angular fre-

quency. From these expressions it is obvious that for a stable equilibrium point a

necessary and sufficient condition is dr > 0 and ω2
s0 > 0. Under these conditions, the

bunch evolves locally around the equilibrium point as a damped harmonic oscillator.

To achieve these conditions for a relativistic beam above transition with η > 0, V̇ (τs)

has to be negative (V̇ (τs) has to be positive below transition since η < 0). This

confirms our earlier statement that the high energy particles experience longitudinal

focusing on the negative slope of the cavity voltage V (τ + τs). Similarly, above tran-

sition the positive slope of the cavity voltage defines an unstable equilibrium point

since ω2
s0 is negative.

Equation 2.5 describes a system with equilibrium points at qV (τs) = Urad(E0).

For stable equilibrium points, the particles are perturbed by quantum excitation, RF

noise or other reasons and then follow an exponentially decaying oscillation around

the synchronous position. Even though we studied the motion of a single particle, the

center of mass of an RF bucket follows the same dynamics and can be described by

Equation 2.5. Since in this work we will address dipole oscillations of the bunches, we

will model each bunch as a macroparticle obeying the above dynamics. For multiple

bunches present in the ring, the motion of one bunch can affect other bunches in the

ring through coupling mechanisms that will be discussed in Section 2.2. This coupling
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can lead to longitudinal coupled-bunch instabilities.

2.2 Coupled-bunch Dynamics

In a circular accelerator, the RF cavity voltage V (τ + τs) is periodic. Therefore, there

are multiple stable equilibrium points, each of which corresponds to an RF bucket.

Depending on the accelerator this periodic structure can be partially or fully filled

with bunches. The beam dynamics is changed in these multi-bunch systems due to

the coupling between the bunches induced by the vacuum chamber and RF cavities.

To understand how the vacuum chamber and RF cavities can couple the motion of

bunches, we first look into its interaction with a single bunch in a circular accelerator.

As the charged particles move and interact with the vacuum chamber and the cavities,

they leave behind electromagnetic fields [8], known as wake fields. Since the wake

fields created by these parasitic resonances can have damping times of hundreds of

revolutions, the bunch could be affected by the fields when it returns one revolution

period later.

For a multi-bunch system, the coupling is more critical since the time between

bunches is lower than the revolution period T0 by the harmonic number h. Any

perturbation in the time of arrival of a single bunch, will now modulate the wake

fields seen by the trailing bunches. Therefore, the wake fields couple the motion of

bunches. For certain resonant frequencies and sufficiently high bunch current, the

system could become unstable (coupled-bunch instabilities).

Assume a test charge q traversing the vacuum chamber t seconds after a unit

charge. The longitudinal wake function W ‖(t) is defined as the longitudinal compo-

nent of this electric field experienced by the test charge over the whole ring. From

this definition and causality, W ‖(t) = 0 for t < 0.

To calculate the wake field voltage V wk
n (t) experienced by the nth bunch at time

t, we need to integrate the wake function over all preceding turns and bunches:

V wk
n (t) =

∞
∑

p=−∞

N−1
∑

k=0

qkW
‖
(

(pN + n− k)Tb + τn(t)− τk
(

t− (pN + n− k)Tb

)

)
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where qk is the charge of bunch k preceding bunch n by p turns, N is the number of

bunches, and Tb is the bunch spacing (Tb = To/N , which is not necessarily equal to

Trf depending on the filling pattern).

If we assume an equal charge q for all bunches,

V wk
n (t) = q

∞
∑

u=−∞
W ‖(uTb + τn(t)− τu(t− uTb)

)

(2.7)

where uTb = (pN + n− k)Tb is the spacing between the kth and nth bunches p turns

apart.

The longitudinal wake field voltage is added to V (τ+τs) in the equation of motion

– Equation 2.5 – which for the nth bunch becomes

τ̈n −
η

E0T0

(

qV (τn + τs) + qV wk
n (t)− Urad(ǫ+ E0)

)

= 0 (2.8)

where qV wk
n (t)/T0 is the rate of energy change for the nth bunch due to the wake fields

created by all preceding bunches.

At the equilibrium points, τn = τu = 0 and ǫ = 0, so that

V wk
n (τs) = q

∞
∑

u=−∞
W ‖(uTb) (2.9)

and the new equilibrium is given by

qV (τs) + q2
∞
∑

u=−∞
W ‖(uTb) = Urad(E0) = U0. (2.10)

The coupled-bunch interaction introduces a shift in the equilibrium position τs or

equivalently a shift in the synchronous phase with respect to the single-bunch phase,

with the corresponding effect on beam dynamics. For the rest of this work, τs will

refer to the equilibrium point corresponding to the coupled-bunch dynamics.
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2.2.1 Equilibrium Point Stability

As in Section 2.1, by linearizing Equation 2.8 around the defined equilibrium point we

can determine the system’s stability and quantify the dynamic interaction between the

beam and the fundamental longitudinal impedance for an even-fill beam pattern. The

following analysis is for a general periodic cavity voltage V (τ+τs), even though for the

circular accelerators studied in this work the cavity voltage is sinusoidal V (τ + τs) =

V0sin
(

ωrf(τ + τs)
)

= V0sin(ωrfτ + φs).

The time displacements τ are typically much smaller than Trf , so we can approx-

imate

W ‖(uTb + τn(t)− τu(t− uTb)
)

≈ W ‖(uTb) +
(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb) (2.11)

using the Taylor Expansion.

With the above assumptions, Equations 2.3, 2.10, and for small energy deviations,

qV (τn + τs)+qV wk
n (t)− Urad(ǫ+ E0) ≈

≈ qV (τs)+τnqV̇ (τs) + q2
∞
∑

u=−∞

(

W ‖(uTb) +
(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb)

)

− U0 − ǫD

=τnqV̇ (τs)− ǫD + q2
∞
∑

u=−∞

(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb)

=τnqV̇ (τs)−
E0D

η
τ̇n + q2

∞
∑

u=−∞

(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb). (2.12)

where D = U̇rad(E0) = (2 +D)U0/E0 ≈ 2U0/E0.

Following the simplifications from 2.12, Equation 2.8 becomes:

τ̈n −
η

E0T0

(

τnqV̇ (τs)−
E0D

η
τ̇n + q2

∞
∑

u=−∞

(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb)

)

= 0
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which can be rewritten as

τ̈n −
η

E0T0

(

τnqV̇ (τs)−
E0D

η
τ̇n

)

= − ηq2

EoTo

∞
∑

u=−∞

(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb)

or equivalently,

τ̈n + 2drτ̇n + ω2
sτn = − ηq2

EoTo

∞
∑

u=−∞

(

τn(t)− τu(t− uTb)
)

Ẇ ‖(uTb) (2.13)

where

dr =
D

2T0

≈ U0

E0T0

ω2
s = −ηqV̇ (τs)

E0T0
. (2.14)

It is important to note that ωs 6= ωs0. From these expressions it is obvious that the

motion of all bunches couples to the motion of bunch τn through the right hand side

of Equation 2.13.

2.2.2 Third-Harmonic Cavity Example

To illustrate the shift in the equilibrium position τs an example of the effect of a Third-

Harmonic cavity is included here. Passive Third-Harmonic cavities are often used in

light sources to increase the bunch length. As shown in Figure 2.2 the introduction

of the Third-Harmonic cavity shifts the equilibrium position, since the energy U0 is

now compensated at a different phase. Furthermore, the decrease in the absolute

value of the accelerating voltage around the equilibrium position V̇ (τs) reduces the

synchrotron frequency according to Equation 2.14. The bunch length σz is given by

σz =
ηc

ωs
(
σE

Eo
)

where σE

Eo
is the energy spread. As a result, the bunch length is increased due to the

new slope of the accelerating voltage. Figure 2.2 approximates the relative amplitude
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Figure 2.2: Equilibrium point shift and voltage slope change with addition of Third-
Harmonic cavity.

of the fundamental and Third-Harmonic cavity voltages for PEP-X. With a funda-

mental voltage of 10 MV, the synchrotron frequency is approximately 1 kHz and the

bunch length 2.5 mm. The addition of a 2.35 MV Third-Harmonic cavity halves the

synchrotron frequency to 500 Hz and doubles the bunch length to 5 mm. It should

be noted that depending on the phase of the Third-Harmonic cavity, the slope of the

accelerating voltage can be increased or decreased, with the corresponding effect on

bunch length.

2.2.3 Modal Domain

Assuming that the modal eigenvalues are close to the imaginary axis (λl ≈ jωl) ,

Equation 2.13 has solutions of the form τn = eλt or τn = ejωlt. Exploiting the ring

symmetry, we choose the basis ej2πl/N for l ∈ [0, N −1]. With our choice of a basis, it

is more useful to express the time deviation of the nth bunch as the phase deviation

at the RF frequency, φn = ωrfτn. The phase deviation φn of the nth bunch in the
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bunch domain can then be transformed to the N even-filled bunch base by

ϕl(t) =
1

N

N−1
∑

n=0

φn(t)e
−i2πln/N

=
ωrf

N

N−1
∑

n=0

τn(t)e
−i2πln/N , (2.15)

where ϕl is the phase deviation of the lth mode in the eigenmodal domain.

Using 2.15, 2.13 is given by:

ϕ̈l + 2drϕ̇l + ω2
sϕl = −ϕl

ηq2

EoTo

∞
∑

u=−∞
(1− e−j(lω0+ωl)uTb)Ẇ ‖(uTb). (2.16)

2.3 Introducing Impedances

From the definition in Section 2.2, the wake function W ‖(t) is the impulse response

of the accelerating structure to a unit charge. The longitudinal impedance is de-

fined as the frequency response of the accelerating structure to that same charge [5].

Therefore, W ‖(t) is the inverse Fourier Transform of the longitudinal impedance

W ‖(t) =
1

2π

∫ +∞

−∞
Z‖(ω)ejωtdω.

In the frequency domain, the longitudinal impedance is the transfer function between

the beam current and the wake field voltage:

Z‖(ω) =
V wk(ω)

I(ω)

Since the wake function is real, the longitudinal impedance is hermitian, a useful fact

for the analysis of impedances in the frequency domain

Z‖(ω) =
(

Z‖(−ω)
)∗
.
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Using Poisson’s summation formula and Fourier identities, 2.16 can be transformed

to

ϕ̈l + 2drϕ̇l + ω2
sϕl= (2.17)

−ϕl
jηqI0
EoTo

∞
∑

p=−∞

(

pNω0Z
‖(pNω0)−

(

(pN + l)ω0 + ωl

)

Z‖((pN + l)ω0 + ωl

)

)

where I0 = q/Tb is the average (DC) beam current.

If dr ≪ ωs, the left hand side of Equation 2.17 can be further simplified,

ϕ̈l + 2drϕ̇l + ω2
sϕl ≈ 2jωs

(

ϕ̇l + (dr − jωs)ϕl

)

This condition essentially limits the maximum bunch coupling for which this repre-

sentation is accurate. For all the cases presented in the dissertation this criterion is

well satisfied. This simplification leads to

ϕ̇l + (dr − jωs)ϕl= (2.18)

−ϕl
ηqI0

2EoToωs

∞
∑

p=−∞

(

pNω0Z
‖(pNω0)−

(

(pN + l)ω0 + ωl

)

Z‖((pN + l)ω0 + ωl

)

)

Finally, we define the total effective longitudinal impedance Z‖eff(ω) as

Z‖eff(ω) =
1

ωrf

∞
∑

p=−∞
(pNωo + ω)Z‖(pNωo + ω)

to get the final expression for the equation of motion of mode l in the presence of

longitudinal bunch coupling:

ϕ̇l + (dr − jωs)ϕl =
ηqI0ωrf

2EoToωs

(

Z‖eff(lω0 + ωl)− Z‖eff(0)
)

ϕl = λlϕl. (2.19)

where ωl is the oscillation frequency of mode l.

This expression is of the form ϕ̇l = Λlϕl where Λl = λl − dr + jωs = σl + jωl is

the complex natural frequency. Assuming ωs ≈ ωl, the modal growth rate of the lth
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characteristic beam mode σl and the modal oscillation frequency ωl are then given by

σl ≈ −dr +
η q I0ωrf

2EoToωs

R
(

Z‖eff(lω0 + ωs)− Z‖eff(0)
)

ωl ≈ ωs +
η q I0ωrf

2EoToωs

I
(

Z‖eff(lω0 + ωs)− Z‖eff(0)
)

. (2.20)

Equation 2.20 defines the eigenvalues of the beam dynamics in the beam modal frame.

The effect of the longitudinal effective impedance is evident on the modal damping

and the deviation of the synchrotron frequency of the individual modes from ωs. It

is important to note that for zero beam current σl is negative – the eigenvalues are

decaying transients. As the beam current Io increases though, the impedance term

will eventually become larger than dr and σl would be positive and the modal motion

is growing. The threshold current was approximately 150 mA for PEP-II.

2.4 Sources of Impedance

The most significant sources of longitudinal impedance are the fundamental and

higher order modes of the RF cavities. Each RF resonant cavity mode can be modeled

as a resistor/inductor/capacitor (RLC) parallel circuit. The impedance contribution

from each resonant mode is then given by

Z
‖
i (ω) =

1
1
Ri

+ 1
jωLi

+ jωCi

=
Ri

1 +Q(ωri/s+ s/ωri)

=
2Riσi

s2 + 2σis+ ω2
ri

(2.21)

where s = jω, Ri is the shunt impedance, Qi = Ri

√

Ci

Li
is the quality factor, ωri =

1√
LiCi

is the resonant angular frequency of mode i, and σi = ωris/2Qi.

During the PEP-II design, Bob Rimmer measured the center frequency, shunt

impedance and quality factor for the HOM resonances in a prototype cavity [12].

Using this data and Equation 2.21, we can sum the impedances of all the longitudinal
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HOM modes to reconstruct the longitudinal HOM impedance of the cavity. An

estimate of the HOM longitudinal impedance magnitude per cavity for PEP-II is
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Figure 2.3: PEP-II estimated longitudinal HOM impedance per cavity,
∑

Z
‖
i .

shown in Figure 2.3.

The cavity fundamental mode impedance is much higher than the impedance

presented by the HOM. Therefore, in this dissertation the focus is on coupled-bunch

instabilities driven by the cavity fundamental. It should also be noted that there are

other longitudinal effects perturbing the wake fields, such as head-tail effects. These

effects are not included in this dissertation, since the coupling wake fields are in very

high frequencies and as such do not interfere with the the cavity fundamental driven

modes.



Chapter 3

RF Station-Beam Dynamics

Interaction

The RF station-beam interaction is of fundamental importance for this work. Fig-

ure 3.1 presents a simplified diagram of this interaction. To create the accelerat-

ing voltage V , a current IT is driven through the accelerating cavity fundamental

impedance – modeled by a RLC circuit in parallel. A generator (klystron) drives

the current. LLRF feedback loops are then added to regulate/control the acceler-

ating voltage. The beam energy is modulated by the cavity voltage, thus affecting

the beam dynamics. In turn, the modulated beam current IB impacts the accel-

erating voltage. Therefore, there are two loops around the accelerating cavity; the

LLRF loop and the beam dynamics loop. These two systems are coupled leading to

coupled-bunch instabilities. In Section 2.3, the quantitative dependence of the beam

dynamics on the RF station impedance was presented. Equation 2.19 links the RF

station impedance with the beam dynamics.

The LLRF system also reduces the cavity fundamental impedance experienced by

the beam, but the group delay in the LLRF feedback caps the impedance reduction.

For sufficiently high beam current, the beam can still be unstable. Damping systems

are then employed to control the instabilities. This successive shift of the system’s

dominant eigenvalue from the unstable right half of the complex plane to stability

is depicted qualitatively in Figure 3.2. Budgeting between damping and impedance

22
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Figure 3.1: RF station-beam interaction through the cavity impedance.

reduction is essential for machine performance. The ratio varies among machines.

To achieve stability, both the beam and the LLRF loops have to be stable. The

analysis of the system stability is complicated due to the non-linear nature of the

components and the RF station-beam interaction through the cavity impedance. It

is our goal with this work to simulate, model, and better understand this interaction,

so that we can determine optimal configurations, estimate system sensitivity to com-

ponents, evaluate the technical limitations, and propose alternatives and upgrades.

Section 3.1 presents the Pedersen model of the RF station-beam interaction and

Section 3.2 contains a more detailed overview of the feedback techniques to mitigate

and control the couple-bunch instabilities.
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Figure 3.2: Representation of the system’s pole with LLRF and damping loops (closed
loop pole o), the pole with the LLRF feedback (open loop pole x), and in the absence
of any feedback (red ∗).

3.1 Pedersen Model of the RF Station-Beam In-

teraction

Before presenting the Feedback Control systems employed to reduce coupled-bunch

instabilities, it is important to relate the equation of motion given by Equation 2.19

with the widely used Pedersen model of the RF station-beam interaction [9], [13], [14].

The Pedersen model studies the interaction of the beam with the fundamental cavity

mode impedance. The development of feedback systems in circular accelerators with

multiple cavities was a major motivation for the development of this model. Most high

energy physics accelerators employ multiple cavities. Therefore, the total accelerating

voltage is generated by the vector sum of the individual cavity voltages and thus is

a function of the impedances and klystron current for each individual cavity. Even

though the equations of motion developed in Chapter 2 correctly describe the motion

of the particles given the total cavity voltage, the design and control of feedback

systems developed for each RF station required a different formalism, the Pedersen

model.

Due to the periodicity of the stable equilibrium points and assuming a uniform fill
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pattern, all bunches experience the same wake field voltage in steady state. The wake

field voltage experienced by bunch n was defined in Equation 2.7. Let’s consider the

generic observation time t = τn + τs and assume that the ring is in steady state so

that τi = 0 for all the bunches. Then, the wake field V wk(t) becomes

V wk(t) = q

∞
∑

u=−∞
W ‖(uTb + t− τs)

= qW ‖(t) ∗
∞
∑

u=−∞
δ(t + uTb − τs)

Taking the Fourier transform of this expression results in

V wk(f) = Z‖(f)
q

Tb

∞
∑

u=−∞
δ(f +

u

Tb
)e−2πjτsf

=
(

Z
‖
0(f) + Z

‖
HOM(f)

)

IBT
(f).

where Z
‖
0 (f) is the impedance due to the the fundamental cavity mode and Z

‖
HOM(f)

is the total impedance due to the high-order cavity modes.

Since V (τ + τs) = V0sin(ωRF τ + φs), the generator (klystron) interacts only with

the fundamental impedance at ωRF presenting a voltage V (f) = IK(f)Z
‖
0(f), where

IK is the klystron current (Z
‖
HOM does not interact with signals at ωRF ).

Therefore, the total voltage interacting with the periodic beam is given by:

V (f) + V wk(f) = IK(f)Z
‖
0(f) +

(

Z
‖
0(f) + Z

‖
HOM(f)

)

IBT
(f)

=
(

IBT
(f) + IK(f)

)

Z
‖
0 (f) + IBT

(f)Z
‖
HOM(f)

≈
(

IB(f) + IK(f)
)

Z
‖
0(f) + IBT

(f)Z
‖
HOM(f). (3.1)

The last approximation assumes that the contribution on the accelerating voltage of

IBT
(f)Z

‖
0(f) is dominated by the harmonic around fRF , denoted IB(f).

The total interaction is shown in Figure 3.3, from which it is easy to see that the

total current interacting with the cavity fundamental mode is IT = IB + IK . The

voltage across Z0 is the total cavity voltage V (f) =
(

IK(f) + IB(f)
)

Z
‖
0 . The voltage
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Figure 3.3: Pedersen model block diagram.

across Z
‖
HOM corresponds to the losses due to the high-order mode impedance, which

have been shown to be a small fraction of the synchrotron radiation losses [11] and

are not included in the Pedersen model.

Based on this model, and the discussion in Sections 2.2, 2.3, the coupled-bunch

dynamics can be thought of as a feedback system including the longitudinal impedance

and the beam, as simplistically shown in Figure 3.4. As shown above, the current

cav.

Beam
Dynamics

V
BI

IK
RF

Klystron

Figure 3.4: Block diagram representation of the RF station-beam interaction.

experienced by the RF cavity is the sum of the generator and beam currents. This

relationship is depicted graphically in Figures 3.5 and 3.6. In the case of low beam

currents (light beam loading), the generator current dominates, and so the RF station-

beam interaction is weak. If though the beam current is comparable to the generator
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Figure 3.6: Phasor Diagram at ωRF of
the RF station-beam interaction – light
beam loading.

current (heavy beam loading), there is a strong RF station-beam interaction. As

a consequence, both the beam dynamics, but also the dynamics of the RF station

are affected. Furthermore, heavy-beam loading can lead to longitudinal instability

and beam loss. For PEP-II, beam loading was heavy enough that the worst case

instability growth time constant was about a fifth of the synchrotron period.

3.2 Feedback Control Systems

To reduce these coupled-bunch instabilities, changes in beam parameters can be effec-

tive. An increase of synchrotron radiation (by an increase in beam energy), a smaller

number of bunches, or a different oscillation frequency can achieve stability. Landau

damping (a spread of the synchrotron frequencies in a bunch or over all bunches in

the ring), can also be effective [3], [15], [16]. These beam characteristics are closely

related with the experiment served by each circular accelerator though, and are of-

ten times fixed. Therefore, passive techniques for lowering the impedance and active

systems for the control of coupled-bunch instabilities have been developed [17], [18].
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3.2.1 Passive Cures

Impedance minimization is often employed to reduce coupled-bunch instabilities [19].

Reducing the impedance experienced by the beam lowers the coupling between succes-

sive bunches and the longitudinal instabilities. There are various ways to reduce the

ring’s impedance. The geometry [20] and materials of the cavities are an important

consideration. The HOM impedances that cannot be attenuated by careful design

are then damped through the selection of waveguides and loads [21]. A PEP-II cavity

is shown in Figure 3.7 with the rectangular ports for the damping waveguides clearly

visible. The folded waveguides are shown in Figure 3.8 on an installed cavity. The

Figure 3.7: PEP-II cavity with
rectangular waveguide ports.

Figure 3.8: Installed PEP-II cavity with
damping waveguides.

effect of residual HOM impedances of high Q is minimized by tuning their resonant

frequencies in between revolution harmonics [22], as evident by Equation 2.20. On the

other hand, damped HOM impedances of low Q span multiple revolution harmonics

and therefore cannot be tuned. A similar scheme is used for the cavity fundamental.

The cavity is detuned below the RF frequency to achieve Robinson stability (stability

of mode 0) [23], [24].
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3.2.2 Active Feedback Control

Active feedback control systems attempt to either further reduce the effective impedance

experienced by the beam [25] [26] [27] [28] [29] or to damp the unstable oscillations

through the cavity voltage or a correcting longitudinal field. The LLRF loops em-

ployed show great similarities with the use of negative feedback around an operational

amplifier to reduce its output impedance.

At PEP-II, there were two LLRF feedback loops around the RF station attempting

to lower the effective impedance experienced by the beam as shown in Figure 3.9. The

Klystron

Σ
+

−

Direct
Loop

Comb
Loop

Station
Reference

+ Cavity

Figure 3.9: LLRF Feedback Loops.

Direct loop was an analog proportional feedback system with high loop gain, limited

by the group delay. The Direct loop causes the station to follow the RF reference

adding regulation to the total cavity voltage per station (2 or 4 cavities per station

for PEP-II), thus extending the beam-loading Robinson stability limit and lowering

the effective fundamental impedance seen by the beam. The Comb loop consists of

a second order digital infinite impulse response (IIR) filter that adds narrow gain

peaks at synchrotron sidebands around revolution harmonics - the frequencies where

the beam “samples” the impedance - to further reduce the residual impedance. The

combined effect of the Direct and Comb loops was an impedance reduction of almost

two orders of magnitude at the synchrotron sidebands. It should be noted that these
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two feedback systems only reduce the beam instability contribution due to the cavity

fundamental impedance. The stability of the RF system itself depends on the phase

shift around the klystron/cavity path.

The configuration of these two loops were critical to achieve RF station stability

and impedance control (beam stability). There were 5 adjustable parameters in the

LLRF feedback loops: the direct loop gain Gd, direct loop phase shift φd, comb

loop gain Gc, comb loop delay Tc, and comb loop phase φc. One of the goals of

the simulation and modeling efforts presented in this work was to achieve a better

understanding of the RF station-beam interaction and its effect on the dynamics of

these two systems, as well as the sensitivity of the interaction on each of these 6

parameters.

Since the oscillation growth rates are proportional to the beam current (Equa-

tion 2.20), at operating currents the impedance reduction systems described above

were not sufficient to achieve stability for modes near the cavity fundamental. A

digital processing, narrowband feedback system was developed to control low mode

instabilities, the Low Group Delay Woofer (LGDW) [30], [31]. The LGDW used the

error signal received from Beam Position Monitors (BPMs) to compute a band lim-

ited correction signal for the RF station voltage reference. Data for the performance

of the LGDW, as well as the Direct and Comb loops will be presented in Chapter 5.

For the HOM modes, a damping system was necessary. A bunch-by-bunch system,

the Longitudinal FeedBack (LFB), was developed for PEP-II, ALS, and DAΦNE [32]

[33] [34] [35] [36] [37] [38], and eventually also installed at SPEAR, BESSY-II, and

PLS [39], [40]. In this system, the error signal received from the BPMs for each

bunch is individually processed by a farm of Digital Signal Processing processors and

the correction signal implemented by wide-band kickers. The error signal is common

for the LFB and LGDW. Returning to Equation 2.8, the wide-band kicker attempts

to apply a voltage V k
n (t) = −V wk

n (t). The performance of the LFB system, was

expected to be limited by delays, beam noise, DSP dynamic range, but mostly by the

available amplifier power to the kickers (limited by cost). Operational conclusions on

the LFB performance limitations have been presented in [41]. The LFB successfully

damped the HOM driven motion up to the highest currents achieved during PEP-II
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operations. A more detailed description of the LFB will be presented in Appendix A.

3.2.3 Active Feedback Implementation Example

The impedance control and subsequent growth rate reduction achieved by the active

feedback control systems are illustrated in the following example. In this exam-

ple, the LHC technical implementation and LLRF characteristics have been used to

generate realistic representations of the impedance and corresponding growth rates.

Figures 3.10 and 3.11 represent the naked cavity impedance and growth rates. The
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Figure 3.10: Naked cavity impedance.
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Figure 3.11: Naked cavity growth rates.

high Q resonance of the cavity is evident and results in very high growth rates. Points

in red correspond to growing modes whereas points in blue are damped modes.

The Direct Loop is then employed to reduce the cavity impedance in closed loop.

Figures 3.12 and 3.13 show the impedance and growth rate reduction due to the Direct

Loop. The fastest growing rates are reduced by up to two orders of magnitude. On the

other hand, the impedance smoothing increases the growth rates for modes further

from the RF resonance. The effect of the Direct Loop is limited by the group delay;

excessive feedback gains bring the loop to the onset of oscillation and instability.

The Comb Loop is introduced to deal with the reduced gain and phase margins

and to further reduce the impedance. The phase of the Comb Loop wraps multiple

times around the origin but the loop is stable. To achieve this the filter has high

gain around the synchrotron sidebands, and low gain where the phase is 180◦ to
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Figure 3.12: Impedance reduction due
to the Direct Loop.
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Figure 3.13: Growth rate reduction due
to the Direct Loop.

ensure satisfactory gain and phase margins. The resulting reduction in impedance

and growth rates is depicted in Figures 3.14 and 3.15.
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Figure 3.14: Impedance reduction due
to the Comb and Direct Loop.
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Figure 3.15: Growth rate reduction due
to the Comb and Direct Loop.



Chapter 4

PEP-II Time-Domain Simulation:

Motivation and Development

As noted in Chapter 3, the theoretical study of the RF station-beam interaction is

difficult due to the complexity of the multiple feedback loops and the non-linear nature

of the system. Furthermore, the LLRF parameters have to be selected to maximize

RF feedback loop and beam stability margins. The multiple RF stations and varying

number of cavities per station further increase the complexity. An empirical approach

for the study of the system and the selection of optimal parameters would not only

require a lot of machine time and suggest risks for system components, but also

would not allow for an arbitrary variation of system parameters. Therefore, a time-

domain simulation was developed to study this interaction. Estimating the effect of

RF configurations on beam dynamics, determining optimal settings, and studying

alternative hardware designs, are an integral part of this work.

This Chapter focuses on the development of the time-domain simulation. Section

4.1 presents the motivation for and goals in developing the time-domain simulation.

Section 4.2 describes the PEP-II longitudinal system whereas Section 4.3 outlines

the simplifications, assumptions, and general structure of our model. The techniques

for measuring system transfer functions and growth rates are shown in Sections 4.4

and 4.6 respectively. The time-domain simulation validation based on the transfer

function and growth rates measurements is then described in Sections 4.5 and 4.7.

33
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4.1 The Simulation’s Motivation and Goals

The motivation for this tool was to explore the stability margins and performance

limits of PEP-II RF systems at future higher currents and upgraded RF configura-

tions. It also served as a test bed for new control algorithms and defined the ultimate

limits of the LLRF architecture. It also provided insight into subtle behaviors of the

system and suggestions for optimal tuning (as with the comb rotation). The sim-

ulation model was very helpful in obtaining insight into the effect of the variations

in the klystron responses and system imperfections. In the effort to study the RF

station-beam dynamics interaction, the simulation’s ability to separate the stability

of the particle beam from that of the RF station was very helpful.

The simulation allowed us to make a complete study of the system sensitivity to

LLRF parameters, determine the trade-offs between LLRF and beam stability, try

alternative configuration algorithms, estimate the architecture’s limits before they

were reached, and propose alternative technologies. These accomplishments were

achieved with minimum machine time used for system-simulation verification and

helped break current records during the last PEP-II run.

4.2 PEP-II Rings - Longitudinal Systems

The PEP-II facility consists of two independent storage rings. The HER (9 GeV

electron beam) and the LER (3.1 GeV positron beam) each have harmonic number

h = 3492 and operate at the RF frequency of 476 MHz. Continuous injection is

achieved using collision energy electrons and positrons from the SLAC Linac and

Damping Ring complex. The HER contains 11 RF stations, while the LER is com-

posed of 4 RF stations. Each PEP-II station has a 1.2 MW klystron. The klystrons

are built by SLAC, Phillips and Marconi and each design has different characteristics

and performance. Some klystrons power 2 normal-conducting RF cavities whereas

others power 4 normal-conducting RF cavities. The RF cavities have high-order mode

dampers and an R/Q ratio of 116.

The LLRF systems include direct and comb loop feedback paths to reduce impedances
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seen by the beam as described in Section 3.2. The stations also incorporate numer-

ous low bandwidth regulating loops which control the cavity tuners, the high-voltage

power supply voltage and compensate for gap transient effects [42], [43]. The tuner

loop detunes the cavity for minimum reflected power, whereas the klystron saturation

loop maintains constant saturation headroom by controlling the high-voltage power

supply to the klystron. The gap feedback loop removes revolution harmonics from

the feedback error signal to avoid saturating the klystron. A block diagram of one of

the RF stations is shown in Figure 4.1. A more detailed description of the feedback

RF stations

Σ

Station reference

Error

+

−

BPM

RF
cav.

Klys. sat. Loop

HVPS
Gap Loop

Direct
Loop

Comb
Loop

Tuner
Loop

Beam
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Mod. Driver
RF

reference

Longitudinal Low Group
Delay Woofer

kick signal
Band limited

To other

Figure 4.1: PEP-II RF station block diagram.

loops and their purpose, as well as of the numerous low bandwidth regulating loops

can be found in [42].

In Section 2.2, we presented how the bunch motion is transformed into the modal

basis given by Equation 2.15. For the PEP-II case (with an RF frequency of 476 MHz,

a revolution frequency of 136 kHz, and a harmonic number of 3492 buckets), a by-

two filling pattern (N = h/2) yields 1746 filled bunches. The phase oscillations of

these bunches can be decomposed into 1746 even-fill modes. Mode n corresponds to

a phase difference between adjacent bunches of 2π(n/1746), where n ranges from 0 to
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1745 [44]. Therefore, modes repeat with a period of 1746, so that modes 873 to 1745

are equivalent to modes -873 to -1. Thus, all the modes can be represented with the

range from -873 to 872. This modal representation has been used in this work.

In the system block diagram in Figure 4.1, the blocks in green represent slow

varying system components (in the order of a few Hz), which are effectively constant

for the time intervals related with coupled-bunch instabilities (a few ms) and therefore

are not modeled in the simulation. The blocks in blue represent the RF station-beam

interaction. As described in Section 3.2, even though the LLRF feedback achieves

a significant reduction of the impedance experienced by the beam, the RF station-

beam system is unstable for operating currents. The LGDW is then employed to

stabilize the system. The gain of the LGDW though is limited due to the group delay.

Therefore, for each operational configuration the LLRF must be optimized to achieve

the maximum possible impedance reduction, as will be described in Section 4.4.

4.3 Model Description

As described earlier, the simulation is focused on understanding the interaction among

the low-order dynamics of the beam, the cavities and the fast LLRF feedback loops.

This tool is developed as a block system in Simulink, which uses the system parame-

ters calculated in Matlab to set the initial conditions of the slow loops and to provide

measurement/estimation tools. The top level Simulink block system for PEP-II is

shown in Figure 4.2. Some simulation elements were based on earlier work devel-

oped by R. Tighe [45]. The Matlab algorithms for the LHC implementation of the

time-domain simulation have been published in [46].

Loops in green in Figure 4.1 are slow in nature and set the high-voltage power

supply magnitude or the tuner position for the cavities. In the time frame in which

the simulation characterizes the dynamic interaction between the beam and the RF

stations, the changes in the variables controlled by the slow loops are negligible. These

slow variables are set via parameters in the simulation, which can be calculated from

the initial conditions to define the operation point of the system. Based on these

described model simplifications, the simulation complexity is scaled to the minimum



CHAPTER 4. TIME-DOMAIN SIMULATION 37

Generator

chirp1

cavOUT

Sum2

Sum1
Signal Injection

Vsignal Junction

Direct FB

Comb FB

Cavity_new

Cable
Delay1

Beam

Input

Output

Figure 4.2: Simulink Block Diagram for PEP-II LER.

required to reproduce the essential physical dynamics. The system reduced model is

depicted in the simplified block diagram in Figure 4.3. The earlier studies by R. Tighe

attempted to determine the stability of the beam including the active longitudinal

feedback. In this work, we determine the value of the dominant system eigenvalue

achieved by the LLRF and then compare this value to the capture range of the LGDW

as determined by separate measurements. This approach helps gain insight on the

budgeting between the two systems and on the sensitivity of each on essential machine

parameters.

As shown in Figure 4.3 the 2 cavity and 4 cavity stations were represented by

different macrocavities, to account for their significantly different operating voltage

and detuning. The LER model did not include the macrocavity representing the 4

cavity stations, since the ring only used 2 cavity stations.

The individual responses of the klystron driver amplifiers at PEP-II had a signifi-

cant effect on the beam dynamics, as will be presented in Section 5.5. This discovery

added to the complexity of the HER simulations due to the large number of stations

and the variation among the amplifier responses. To include the individual amplifier

responses without significantly increasing the computational load, the HER stations

were simulated individually. Since the growth rates are proportional to the total
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representing 4 cavity stations is only used for the HER model.

impedance presented to the beam (Equation 2.20), and the total impedance is the

sum of the impedance of each station, it is possible to estimate the growth rates

for each station individually and then sum over all stations. This treatment though

excludes effects on the beam dynamics due to the interaction among the various RF

stations. To represent this simplification in Figure 4.3 the signal from the 2 and 4

cavity stations is added before the application to the beam, contrary to the physical

system where the interaction is sequential.

As depicted in Figures 4.1 and 4.3, the important blocks that affect the dynamic

interaction between the beam and the RF station are the direct loop, the comb loop,

the klystron, the cavity, and the group delays associated with the signal propagation

around the station. Those elements are represented in the simulation as discrete

blocks:
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• the klystron, including the saturation curve and the driver amplifier frequency

response for each PEP-II RF station

• the cavity, with an RLC equivalent circuit model. Two different models are

included for 2 cavity and 4 cavity stations (only for the HER)

• the LLRF system, using ideal models of the processing filters with lead/lag

networks and including quantizing effects in the digital IIR. Individual electronic

components are not included, but representative noise models are added as

needed

• the beam, the total current is divided among ”macrobunches” to preserve low

order modes. The phase deviation φ for the bunch centroid is monitored. The

phase information connects the simulation with the theoretical background de-

veloped in Chapter 2 and is processed to provide the modal growth rates

• cable, processing delays are included.

These elements are described in more detail below.

The overall dynamic system is of complex structure, including a large number of

state variables with different dynamics that makes simulating at this level cumber-

some. The longitudinal dynamics of the 1746 individual bunches can be modeled,

based on energy considerations, by Equation 2.13. The goal of the simulation is

to study the low-order mode behavior of the beam induced by the interaction with

the RF stations. Thus, the particle beam is modeled via a variable number of mac-

robunches N = 72 comparable to the IIR comb filter samples per turn, rather than

the 1746 physical bunches. From Equation 2.15 we can see that modes -35 to 36 can

be fully resolved with 72 macrobunches. Since modes -10 to 10 cover the full band-

width of the RF station, the macroparticle reduction still allows us to fully resolve

the low-order beam modes and interaction with the RF fundamental impedance. Fur-

thermore, this approach reduces the number of state variables assigned to model the

beam dynamics, but allows keeping the same abort gap in the filling pattern. An ion

clearing gap of approximately 5% of the train was employed at PEP-II.
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The energy qV (τn + τs) applied per turn to the nth bunch is the net contribution

of all the RF cavities in the ring. The voltage V can be expressed by

V (τn + τs) =

ST
∑

i=1

K
∑

j=1

Vi,j(τn + τsi,j), (4.1)

where ST is the number of stations, K is the number of cavities per stations (K = 2

in the LER and K = 2 or K = 4 in the HER), and vi,j is the instantaneous voltage

corresponding to the jth cavity in the ith RF station. In nominal operation, the

cavities per station are detuned by the same magnitude which allows us to group

either the two or the four cavity station in a unique dynamic macromodel (a 2 or 4

cavity macromodel). This simplification defines the voltage per station as

Vsi(t) =

K
∑

j=1

Vi,j(t) with K = 2 or 4

= 2 Vi(t) or = 4 Vi(t).

Further simplification in the simulation is possible by considering that in normal

operation the voltages of all the stations present almost the same relative phase with

respect to the beam. In that case, (4.1) can be simplified to

V (τn + τs) =
ST
∑

i=1

Vsi(τn + τsi) ≈
ST
∑

i=1

Vsi(τn + τs). (4.2)

These simplifications represent the cavities for all the ring RF stations in two macro-

models (macrocavities). All the 4 cavity RF stations interactions are lumped into a

single 4 cavity macrostation and all the 2 cavity RF stations are similarly modeled via

a single 2 cavity macrostation. The reason behind the development of two separate

macrocavities are the differences in operation point of a two-cavity RF station and a

four-cavity RF station. For example, the tuned resonance frequency of the cavities

can be significantly different in each case.

The simulation models the RF signals in baseband and uses the in-phase/quadrature
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formalism to represent them. Macrocavities modeled under this formalism are repre-

sented by a reduced model defined by

dVm(t)

dt
= A(ωr)Vm(t) +BIkly(t− tw, VDC) +BIbeam(t),

where [A, B] is the state representation of the cavity, Vm(t) = [VmIN
VmQ

]T is the

in-phase/quadrature macrocavity voltage vector, ωr is the resonance frequency of the

cavity, tw is the delay of the wave-guide between the klystron and the cavities, VDC

is the station high-voltage bias and Ikly(t, VDC), Ibeam(t) are the in-phase/quadrature

klystron and beam current vectors, respectively.

The simulation includes the effective impedance presented by all the stations to

the beam, representing the collective effect of all the cavities and their feedback

loops through the combination of 2 and/or 4 macrocavity stations. The effect of

the accelerating fundamental RF impedance on the coupled-bunch instability has

been presented in Section 2.3. In particular, Equation 2.20 quantifies the dynamic

interaction between the beam and the fundamental longitudinal impedance around

the operation point. Equation 2.20 defines the eigenvalues of the beam dynamics in

the beam modal frame. The effect of the longitudinal effective impedance is evident on

the modal damping and the deviation of the synchrotron frequency of the individual

modes with respect to ωs.

The longitudinal effective impedance is determined by the RF cavity impedance

and the action of the fast feedback loops at each RF station. The RF cavity impedance

per station is modified by the feedback loops as

Zi(ω) = (I +G(ω)H(ω))−1Zsti(ω), (4.3)

where G(ω)H(ω) corresponds to the return ratio of the station and Zsti(ω) is the fre-

quency response of the RF cavities. Adjustable parameters in the control loops and

the stations define the frequency response of the system and the stability of the RF

feedback loops. The overall station impedance Zi(lω0+ωs) at frequencies lω0+ωs cor-

responds to the beam perturbation. This impedance is minimized by optimizing the

LLRF station parameters, compatible with stability performance criteria for the RF
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loops. It is important to recognize that the overall stability of the system is comprised

not only of the stability of the LLRF control loops, but also of the beam stability

affected by the interaction with the longitudinal impedance of the RF stations.

4.4 Identification and Configuration Algorithms

From the discussion on the beam dynamics-RF interaction, it is obvious that a method

is necessary to not only characterize, but also configure the LLRF system to minimize

the effective impedance experienced by the beam, satisfying at the same time gain

and phase margins for the RF stations. The LLRF is configured using a model of the

RF station. The parameters of the model for a given operation point are determined

from a measured closed loop transfer function, as described in detail below.

In PEP-II operations, station parameters are configured using a non-invasive

method developed by D. Teytelman that starts with the identification of the closed-

loop transfer function of each station [47]. The motivation behind this method is

the inability to measure the open-loop transfer function of the station with beam in

the machine, because opening the LLRF control loops causes loss of the impedance

control. While it is possible to measure the open-loop RF station transfer function

at zero current, and hence study the closed-loop stability margins, as the machine

is filled the RF station dynamics change significantly, since many station parameters

vary with operation point. To best configure the LLRF parameters at operating cur-

rents, the closed-loop system transfer function is first measured injecting a complex

time domain excitation at the input, as marked in Figure 4.3. The time domain re-

sponse of the station is sampled at the output and recorded. The closed-loop transfer

function Hmeas(ω) is estimated using the correlation method based on the measured

input/output records.

Equation 4.3 is presented in the in-phase/quadrature (IQ) formalism, where H(ω)

is a 2-by-2 matrix. The measured transfer function Hmeas(ω) is a complex quantity
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though. Their correspondence is obvious from this simple example:

~Vmeas(ω) = M~Vinj(ω)
[

VImeas
(ω)

VQmeas
(ω)

]

=

[

α −β

β α

][

VIinj(ω)

VQinj
(ω)

]

=

[

αVIinj(ω)− βVQinj
(ω)

βVIinj(ω) + αVQinj
(ω)

]

V (ω) = VImeas
(ω) + iVQmeas

(ω)

=
(

αVIinj(ω)− βVQinj
(ω)
)

+ j
(

βVIinj(ω) + αVQinj
(ω)
)

= (α + jβ)VIinj(ω) + j(α + jβ)VQinj
(ω)

= (α + jβ)
(

VIinj(ω) + jVQinj
(ω)
)

where Hmeas(ω) = α+ jβ. Therefore, the matrix M in the IQ formalism, corresponds

to Hmeas(ω) in the complex formalism. The structure of matrix M assumes that the

model is linear.

To obtain a parametric model of the closed-loop transfer function, the transfer

function of a linearized model of the station, Hmodel(ω), is fitted to the estimated

functionHmeas(ω) for the given operation point by adjusting characteristic parameters

in Hmodel(ω). The linearized model is parametrized by only 8 unknown parameters:

cavity detuning frequency ωr, cavity loaded quality factor Ql, direct loop gain Gd,

direct loop delay Td, direct loop phase shift φd, comb loop gain Gc, comb loop delay

Tc, and comb loop phase φc. The model is characterized by only those parameters

because the frequency responses of the lead-lag compensation, comb filter and the

equalizer’s finite impulse response (FIR) filter can be accurately modeled from the

known hardware implementation. An estimated system response is then derived via

least-squares fitting from the model parameters. In this process, some parameters are

not adjusted by the fitting routine: ωr is determined by the average cavity detuning

as measured by the tuner position read-back and Ql is set to the nominal value based

on the design cavity Q and coupling factor β0. The fitting routine is then based on a

six-dimensional optimization including a frequency-weighted error function given by

f(~x) =
∑

ω

W (ω)|Hmeas(jω)−Hmodel(~x, jω)|2 (4.4)
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where ~x is a vector of 6 optimization parameters and W (ω) is a weighting function.

This is performed for a bandwidth of 1.5 MHz, yielding the 8 parameters that define

the linear model. The linearized model for the stationHmodel(~x, jω) in Laplace domain

is expressed by

Hmodel(s) =
Ldir(s)

1− (1 + Lcomb(s))Ldir(s)
(4.5)

where Ldir(s) is the open-loop transfer function of the direct loop and Lcomb(s) is the

open-loop transfer function of the comb loop. These are given by

Ldir(s) =
2σs

s2 + 2σs+ ω2
r

HL−L(s)Gde
jφd−(s−jωrf)Td

Lcomb(s) = Hcomb(s)Heq(s)Gce
jφc−(s−jωrf)Tc

where σ = ωrf/2Ql is the damping time of the cavity, HL−L(s) is the transfer function

of the lead-lag compensation, Hcomb(s) is the transfer function of the comb filter and

Heq(s) is the transfer function of the equalizer FIR filter.

This parameterization of the transfer function with quantities of physical meaning,

allows the calculation of the open-loop transfer function of the station around the

actual operation point and also helps insure a unique representation of the system.

With the open-loop estimate, optimal values are calculated for both the direct loop

gain and phase rotation parameters (Gd, φd) and the comb filter gain and phase

rotation (Gc, φc). These optimal values are defined through the specification of

open-loop gain and phase margins. Through this model-based technique, the LLRF

systems of the physical machine are configured and studied over the range of high-

current operating points, and the RF systems are periodically adjusted and “tuned”

in operation.

It should be noted that these transfer function measurements are only possible

if the system is stable, as is the case during operations. Noise is present in the

system and degrades the estimation. During the development of the optimization

and configurations tools empirical knowledge was used to maximize the signal to

noise ratio by adjusting the injected signal level.

An example of the configuration of a PEP-II station is shown in Figure 4.4. The
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Figure 4.4: Successive optimization of RF station transfer function. The first transfer
function demonstrates peaking, which is reduced in two steps by appropriate adjust-
ments of the LLRF gain and phase.
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first transfer function demonstrates peaking, which corresponds to reduced gain and

phase margins at those frequencies. As a consequence the RF station is on the onset of

instability. As can be seen by the RF parameters fitted by the linear model, the comb

gain is reduced from 0.22 to 0.2 in two steps, where as the direct gain is increased

from 4.26 to 5.36. This figure shows the effectiveness of the optimization tools in

improving the poor gain and phase margins.

A similar method is used in the time domain simulation to specify the parameters

of the macrostation. To achieve agreement between the simulation and the physical

system in the estimation of impedances and growth rates, it is important that the

simulation defines an effective impedance interacting with the beam equal to the

physical impedance presented by the RF stations to the beam. From 2.20 and (4.3),

it is important to observe that this is possible only if there is agreement between

the transfer function measured per station and the transfer function defined in the

simulation. Consequently there should be close agreement between the linear model

parameters fit to the physical station and the linear model parameters fit to the time

domain simulation data.

4.5 Transfer Function Validation in PEP-II

Since the transfer function relationship between model and physical system implies

a growth rate consistency, it is reasonable to use the transfer functions for an initial

verification of the simulation model. Growth rate measurements were later used for

a more careful and detailed test of the agreement between the real system and the

simulation.

In Figures 4.5 and 4.6 the collected data are shown in red for measured (physical

station) and simulated (model) transfer functions, respectively. Also shown in green

are the fitted 6 parameter linear model responses Hmodel(ω) defined above.

From these figures we can clearly see the agreement between the data and the fit,

which demonstrates the accuracy of the fitting tools. An important feature of the

fitted linear model is its ability to compare the resulting sets of parameters extracted

from the physical system and simulation. Their close agreement provides evidence of
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Figure 4.5: Transfer Function and parameters of operating station in LER at 1400
mA.

convergence of the simulation with the physical system. The measured and simulated

transfer functions as well as the fitted parameters were very close providing confidence

that the growth rates would also be comparable, as was later shown.

These transfer functions, while similar, are not identical. It is apparent from the

studies of the multiple RF stations via these transfer functions and models that there

are subtle but important variations in the physical RF stations. So the macro-model

scheme must represent some sort of weighted average of all the stations to accurately

model the beam dynamics. However, this macromodel would not fully capture the

limits and dynamics of the LLRF stations themselves, or predict the limits of a

particular physical station. The efforts to better understand the small discrepancies

between the macromodel and the individual klystron physical transfer functions led

to important further measurements of the physical stations which are analyzed later

in Section 5.5. The discrepancy around 300 kHz has been attributed to imperfections
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Figure 4.6: Transfer Function and parameters of macrostation from non-linear simu-
lation in the LER at 1400 mA.

of the radio frequency processor module (RFP), which leads to cross-coupling in the

boards.

4.6 Growth Rate Measurement Techniques

The essential beam dynamic measurements from the simulation are the modal growth

rates since these are used to quantify beam instability. The technique for measuring

the growth/damping rates in PEP-II operations were first presented by S. Prabhakar

[10] and then refined by D. Teytelman [4]. Using a related technique, naturally stable

modes were studied by injecting a narrowband excitation to drive specific beam modes

for a short period of time and observing the resulting natural decay transients. In

PEP-II operations, the performance of the damping system in operation is evaluated

by opening the longitudinal feedback, letting the unstable beam modes grow for a
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few milliseconds and then closing that feedback to damp the instability out. In

this growth/damp technique, the transient process where the longitudinal loop is

open should last a few milliseconds such that the unstable bunch amplitude does not

escape the basin of attraction of the stable equilibrium point. Via transient-domain

measurements of the bunches during both steps on the process, it is possible to

measure the free growth rate of unstable modes and the overall damping performance

of the closed-loop system.

It should be noted that while the damping loop is open, the operation point could

potentially belong to a chaotic set. But, the experimental data from the growing

motion during the few milliseconds in open loop follow an exponential growth rather

than a random motion evident of chaos. In closed loop the system is locally stable.

The grow/damp analysis is performed in the beam modal domain transforming

the measured beam phase into the even-filled modal base defined by Equation 2.15.

The system dynamics when the longitudinal loop is open is characterized by Equa-

tion 2.19, where the growth/damping rate for the lth beam mode is defined by σl in

Equation 2.20. When the longitudinal feedback loop is closed the growth/damping

rate for the lth beam mode can be defined by

dl = −dr +
α e I0ωrf

2EoToωs

R
(

Z‖eff(lω0 + ωs)− Z‖eff(0)
)

+∆l, (4.6)

where ∆l is the effective feedback damping rate due to the longitudinal feedback. This

technique allows measuring both σl of the unstable beam modes and dl for the same

modes, by examining the data during the growing phase when the loops are open for

a few milliseconds and the capturing phase after the loops are closed again. The first

reveals the interaction between the beam and the longitudinal impedance, while the

second measures the net damping of the system, quantifying the performance of the

longitudinal feedback loop.

To characterize the modal growth rates in the time domain simulation, a procedure

similar to the first part of the growth/damp measurement technique is used. From

an initial position of the beam near the equilibria, we let the beam naturally evolve

in time and study the interaction between the RF station and the beam [30]. The
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advantage in the simulation is that due to the absence of the instrumental noise

floor and the ability to start with appropriate initial beam conditions, the stable and

unstable modes can be estimated concurrently. An example of the time-domain data

is shown in Figure 4.7. The envelope of the synchrotron oscillations is growing as
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Figure 4.7: Time-domain data showing the phase deviation for 20 bunches over 2.5
ms (about 340 turns). The amplitude of the synchrotron oscillation is growing for all
the bunches.

expected.

The time-domain data is then transformed to the modal domain. By fitting the

time evolution of each mode, the natural complex frequency Λl can be estimated

following Equation 2.20. The real part of Λl corresponds to the growth/damping

rate and the imaginary part to the oscillation frequency of mode l. An example

of the modal domain fit is shown in Figure 4.8, with the resulting growth rates for

stable and unstable modes. To achieve consistency between the physical system and

the simulation, the same growth rate extraction tools are used to analyze the time

domain data in both cases. The simulated growth rates for modes -10 to 10 and their

oscillation frequencies can be seen on the right in Figure 4.8 for the LER running at

2500 mA. Modes -3 and -4 are usually the most unstable modes; the shift in mode
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Figure 4.8: Simulated Low Frequency Beam Modes (LER at 2500 mA).

number results from the change in cavity detuning with increasing beam current.

One application of this simulation is that the free growth rates can then be com-

pared to the expected effective feedback damping rate ∆l from the longitudinal loop,

providing a quantitative measure of stability margins for each mode (in contrast to

earlier work [45]). The effective feedback damping rate ∆l is used as a metric because

it is in the first order proportional to the beam current, until other effects become

dominant at higher currents. The growth and damping rates σl and dl on the contrary

have some non-linear dependence on the beam current. In Figure 4.9 we can see an

extrapolated line for the effective feedback damping rate with current based on three

sets of measurements from the physical machine, as well as the estimated maximum

achievable rate. The estimate for the maximum effective feedback damping rate is

−6 to −8 ms−1. The difficulty in estimating the limit is related to the fact that

it cannot be directly measured in the physical system and that it changes with the

system architecture. In this work the more conservative group-delay limit value of

−6 ms−1 will be used for estimations and predictions.
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Figure 4.9: Plot of ∆l with current in mA. The −6 ms−1 limit is from the low-mode
longitudinal control path.

4.7 Growth Rate Validation

To compare the results from growth/damp measurements performed in the LER at

different currents and the simulation, RF stations at the LER and macrostations in

the simulation were set with similar parameters and the growth rates were studied.

In this case, results correspond to the LER operating with 4 RF stations each running

at 1.25 MV , and with beam currents from 1400 to 2500 mA. In these measurements

the loop parameters of the RF stations were not set to the optimum values due to

imperfections in the klystron driver and LLRF controllers (Section 5.5). The same

linear model is fitted to both the real station and the simulation. In the simulation,

several cases were analyzed to set the real klystron non-linear static transfer function

per station. In each of these cases, the klystron non-linearity and the frequency

response of the driver amplifier are included in the macrostation model, and the

parameters of the closed loop are set so that the linear model fit to the macrostation
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is equal to that of the corresponding physical station. Under these conditions, the

growth rates are measured in the simulation. This process is repeated in order to

evaluate the interaction with the beam dynamics of each individual station in the

LER.

Results of this validation are depicted in Figure 4.10, where multiple growth rates
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Figure 4.10: Measured and Simulated Growth Rates for the LER (Simulated for each
station as well as the macroklystron). Most unstable mode is −3.

measured from the physical system are compared with the simulation. The drifting of

the growth rates in the physical system (which will be explained in Section 5.2) can

be seen in this graph. The individual klystron and driver amplifier characteristics

of each station are used as a model in the simulation to calculate growth rates.

This process is repeated for each station, and the individual results are depicted in

Figure 4.10 in green. The macroklystron is defined as the average of these results.

The simulation not only reproduces the form of the most unstable growth rates for

various beam currents, but it also agrees with the physical system in the number of the

most unstable mode. The discrepancy at low currents (underestimation of the growth

rates) motivated studies on individual system components and comparison between

the simulated and measured results. These additional dedicated measurements of the

physical system led to some surprising discoveries on the performance of the klystron
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pre-amplifiers, as will be shown in Section 5.5.



Chapter 5

PEP-II Longitudinal

Coupled-Bunch Instabilities

Studies

Increased stored currents affect the stability of the beam and the system’s robustness

to perturbations. In this Chapter, we analyze the sensitivity of the coupled-bunch

instabilities on LLRF parameters and estimate the operational limits due the available

klystron power or the stability of the low-order mode beam dynamics driven by the

cavity fundamental impedance for PEP-II. As mentioned in Chapters 3 and 4, both

the RF station and the beam need to be stable for reliable machine performance.

With the use of the configuration tools described in Section 4.4, the PEP-II RF station

operated with sufficient gain and phase margins. At increased currents though, beam

stability was an important issue for PEP-II and is the focus of this Chapter.

In Section 5.1 beam stability is defined. Based on this definition, quantitative

criteria are then set in Section 5.2 to achieve beam stability. Section 5.3 presents

the limits on the feasible operation points. Section 5.4 is a study of the sensitivity

of beam instabilities on the various LLRF parameters and the resulting updates in

configuration algorithms. Section 5.5 describes the technical imperfections of the

system that were discovered with the time-domain simulation and the steps to improve

them. Section 5.6 reports the current limits due to beam instabilities. Finally, Section

55
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5.7 presents the achieved improvement in performance due to the technical upgrades

stemming from these discoveries.

5.1 Defining System Stability

In a dynamic system, as a particle accelerator, the operation point must be a stable

equilibrium point. For a given stable operation point, there is a bounded space where

the state variables of the system can be perturbed and a bounded system trajectory

returns back to the original operation point. It is important to note that even for a

stable operation point, the system can lose local stability if a perturbation transiently

moves the operation point away from this bounded space. Therefore, knowledge

of the system parameters and nonlinearities that define stability and robustness to

perturbations is necessary to determine the optimal operating point.

5.1.1 Operation Point Stability

The interaction between the beam dynamics and the RF station impedance makes the

equilibrium point unstable in absence of feedback damping at the operating currents in

PEP-II. The main source of instability is the RF cavity impedance, which destabilizes

beam modes from -10 to +10. To reduce beam instability, the station impedance

is minimized for the low-order beam modes using impedance control feedback in a

configuration combining direct and comb filter loops. The design goal is to reduce the

interaction between the beam and the fundamental cavity impedance thus minimizing

the growth rates of the fastest unstable modes (usually modes -3 or -4 depending on

the operation point). The gain of the feedback loops though is limited by the klystron

saturation characteristics and the loop delay.

The resulting low-mode growth rates can still be positive, even after the applica-

tion of the direct and comb loops. The beam can be further stabilized by the action

of an additional low-mode feedback loop, the LGDW. This system has fundamen-

tal limits from the inherent group delay1, as shown in Section 4.6, and by the high

1The control filter in the LGDW is a programmable FIR filter with a 9.89 MHz sampling rate (72
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frequency characteristics of the control filters.

From this description of the RF station-beam dynamics interaction, it is important

to notice that the low-order beam mode stability depends on the design of the LGDW

and a careful design of the feedback systems constituting the impedance control of

the RF station. For an optimal configuration of these systems, the beam stability is

ultimately limited by the klystron characteristics.

5.1.2 Operation Point Robustness To Perturbations

For the control of low-order mode beam motion the robustness of the system to per-

turbations is associated with the maximum transient forward power that the klystron

can apply to the cavities. This maximum value depends not only on the maximum

power that the klystron can dissipate but also on the saturation characteristics, as

will be shown in Section 5.2.

The different power out/in characteristics in Figure 5.1 correspond to different

settings of the klystron High Voltage Power Supply (HVPS). To run consistently in a

relatively linear region, the input power is kept in the range between 15 W and 20 W

for all PEP-II klystrons, independent of the manufacturer. This is achieved by the

klystron saturation loop of Figure 4.1 which regulates the HVPS value based on the

average value of the klystron input power. As greater power is demanded, the HVPS

level is increased (increasing the large signal gain of the klystron), essentially moving

the operation point vertically on the plot up to about 900 kW when the maximum

HVPS voltage is reached. A further increase of output power above 900 kW requires

increases in input power and leads into saturation, which effectively changes the

amplitude and phase modulation gains differently.

Therefore, an increase in the input power for a constant forward power, leads

to a lower transient maximum power and margin. The maximum klystron forward

power is operationally unsustainable since the small-signal gain goes to zero. The

klystron saturation limits the klystron power margin and is significant in defining the

samples/turn) and up to 32 FIR coefficients per macrobunch. The control filters employed have an
effective group delay of 66 µs (HER) and 108 µs (LER). Filters with narrower bandwidth (greater
noise rejection) could have group delays up to 141 µs [30], [31].
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Figure 5.1: Power Curves for SLAC #5 klystron. For a desired output power the
operation point is defined by the HVPS level and the input power.

robustness to perturbations around a given operation point.

The klystron saturation also reduces the effective gain of the system, leading

to reduced impedance control through the feedback loops. To achieve a compro-

mise between the saturation effects and the available power, the maximum operable

klystron forward power is decreased by 15− 20% from the maximum klystron power,

as described in more detail in Section 5.2. Effectively, this choice reduces the power

efficiency in favor of improved impedance control and increased robustness to pertur-

bations.

This trade-off has been studied using the simulation, but has also been demon-

strated in the real machine. As an example, the peak current reached in the LER was

approximately 3 A for runs2 5b, 6, and 7. For the first case, a small increase of the

current to approach 3 A led to a considerable increase in the rate of aborts. On the

2Historically, a PEP-II run corresponds to roughly a year of operation. Run 5 covers operations
from May 2005 to October 2005, run 5b from November 2005 to August 2006, run 6 from January
2007 to September 2007 and run 7 from December 2007 to April 2008.



CHAPTER 5. PEP-II LONGITUDINAL STUDIES 59

other hand, at the end of run 6 and during run 7 the klystron operating point was

set quite differently, so that vacuum chamber heating issues from the beam currents

and bunch lengths (rather than RF margins) prevented a further increase of the cur-

rent [48]. This comparison shows how careful tuning of the RF stations and optimal

choice of operating point can provide much higher margins, increase the robustness

to perturbations and considerably decrease the rate of beam aborts.

5.2 Stability Criteria for PEP-II

From Section 5.1 we can see that for system stability we need to satisfy the klystron

power requirements, optimize the LLRF system, and reduce the beam growth rates

below the threshold set by the maximum available damping rate from the LGDW.

Quantitative limits are presented in this Section. These criteria define the growth

rate and klystron power limits used in this Chapter.

5.2.1 Klystron Power Requirements, Impact of Klystron Char-

acteristics

The RF systems must satisfy several concurrent requirements. They must provide

a specific accelerating voltage, deliver the necessary RF power to compensate syn-

chrotron radiation and high-order mode losses, regulate the RF fields by filtering out

perturbations and drifts, and minimize the cavity fundamental impedance. All of

these requirements are directly impacted by the base klystron power transfer char-

acteristics as depicted in Figure 5.1 through the power curves of a 1.2 MW SLAC

klystron as used in the HER [49]. It is important to notice from these curves that

a specific output power requirement can be met over a range of High Voltage Power

Supply (HVPS) voltages and input RF powers. The choice though of the specific

klystron operation point is very critical.

In operation the klystron average power limit must be set lower than the maximum

specified power to accommodate high voltage power supply ripple, line perturbations

which modulate the HVPS voltage, and klystron saturation effects that limit the
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klystron gain. The collective margin amounts to a 15 − 20% reduction of the max-

imum available klystron forward power. These margins set the practical maximum

steady state power limits to ≈ 1030 kW for SLAC klystrons and ≈ 930 kW for

Phillips/Marconi klystrons. Furthermore, from operational and hardware considera-

tions, the maximum accepted reflected power is set to ≈ 100 kW. It should be noted

that at this power region it is difficult to tune the stations in the simulation, for the

type of klystrons installed in the LER. Since this difficulty arises for a somewhat

ideal system as the simulation, we expected (and experienced) worse behavior from

the physical system.

For the last PEP-II run, in the HER, station 4-6 was implemented with a Phillips

manufactured klystron and all the other stations were equipped with SLAC klystrons.

In the LER, there were 2 SLAC, 1 Phillips and 1 Marconi klystrons installed.

5.2.2 Beam Current Limits due to Low-mode Instability

Growth Rates

With the simulation, we can estimate the magnitude of the eigenvalues of the most

unstable low-order beam modes. The beam stability margins are then determined

by comparing the simulated growth rates (real part of the eigenvalues) with the

estimated maximum feedback induced damping rate ∆l based on the LGDW channel

configuration. Our beam stability margin criterion requires that the free growth rate

σl of the most unstable mode l be lesser in magnitude than the net damping rate

dl with feedback on (|dl| ≧ σl), as shown in Figure 3.2, rather than simply |dl| ≧ 0.

Since the net damping rate is the sum of the growth rate and the feedback induced

damping,

dl = σl +∆l

the criterion is equivalent to the growth rate be lesser in magnitude than half the

maximum available LGDW damping.

|dl| > σl ⇒ −dl > σl ⇒ −σl −∆l > σl ⇒ σl +
1

2
∆l < 0
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The maximum available LGDW damping rate for the HER is around −3 ms−1 for the

present configuration [30]. Therefore, for sufficient practical margins, the maximum

operational growth rate is set to 1.5 ms−1. The maximum LGDW damping for the

LER is −6 ms−1 – as shown in Section 4.6 – so that the maximum operational growth

rate is 3 ms−1.

The additional margin is necessary to allow for fluctuations of the growth rates

or reduction of the damping rates due to drifts of parameters. The growth rate does

not have an exact value, but fluctuates around an average value as various system

parameters drift around a controlled value (e.g. in the physical system there is power

supply ripple, other perturbations which modulate the system effectiveness). There

are also variations in the woofer feedback system gain due to gap transient effects,

and other system factors. Our experience operating these systems suggest that when

the empirical limit is crossed there is an increasing probability of losing control of the

beam. Therefore, our predictions are not for hard limits; rather they are operating

points past which it is increasingly difficult to operate the stations and maintain

control.

5.3 Beam Current Limits due to the RF System

The operation point considerations described in Section 5.2 limits the HER current to

2.3 A for a gap voltage of 18.5 MV employed in the last two runs, or to 2.4 A for the

maximum achievable gap voltage. Table 5.1 shows the operation point limits for the

LER in a hypothetical case of 4 SLAC klystrons and for the actual implementation

Gap Voltage (MV) Run 7 Limit (mA) 4 SLAC Klystrons Limit (mA)
4.05 3600 3750
4.5 3750 3900
5 3950 > 4
5.5 > 4 > 4

Table 5.1: LER operation point limits.

for the last PEP-II run (run 7). 4 A was the machine goal for the last run. The
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analysis that leads to these results is presented in this Section.

5.3.1 HER

A dominant limitation for an increase of the HER beam current is the available

forward klystron power. The HER contains 3 RF stations with 4 cavities each and 8

RF stations with 2 cavities each for a total of 28 cavities. A careful balance of power

between the 2 and 4 cavity stations is necessary to maximize the beam current. The

power distribution depends on the cavity voltages and loading angles. In our analysis,

we assume that the cavities in all the 2 cavity stations operate at the same voltage

V2 whereas the cavities in all the 4 cavity stations operate at the voltage V4. This

uniformity is necessary to avoid arcing limits.

From operational experience we also set V2 = 1.1 ∗ V4. It is then possible to

determine the loading angle that maximizes the beam current for each gap voltage

(the sum of the cavity voltages over all stations), based on the forward klystron power

limit of 1030 kW per station and the reflected klystron power limit of 100 kW per

cavity. The loading angle φL is defined as the total angle between the 2 cavity station

voltage V2 and the 4 cavity station voltage V4. Essentially, the forward power of the

4 cavity stations is kept at the maximum and the loading angle is increased until the

2 cavity station forward or reflected power reaches its respective limit.

Figure 5.2 shows this optimization process for a gap voltage of 18.5 MV. As

expected, the maximum beam current is achieved when the total forward power is

at a maximum of 10.984 MW, near its limit of 11.33 MW. The limit of 11.33 MW

is achieved when all 11 stations operate at their maximum value of 1030 kW. The

maximum point defines the transition from the 4 cavity station limit to the 2 cavity

station limit.

By repeating the same analysis for various gap voltages, the maximum achievable

current is plotted versus the gap voltage in Figure 5.3. As expected, the maximum

achievable current increases with gap voltage up to about 2.4 A. At gap voltages

above 18.5 MV though, all 11 stations have to operate very close to their maximum

forward power, leading to unsustainable operation. At the gap voltage of 18.5 MV
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Figure 5.2: HER maximum achievable beam current and total forward power as a
function of the loading angle φL.

– the highest considered for run 7 –, the maximum beam current is about 2.3 A

with 1010 kW klystron forward power from each of the 4 cavity stations and 985 kW

from each of the 2 cavity stations. These limits assume that all klystrons contribute

equally to the beam power. If a station must run at reduced power (due to collector

cooling limits, increased HVPS ripple margin, etc.) the achievable HER current must

be consequently reduced.

5.3.2 LER

Figure 5.4 shows the required klystron forward power per station versus current for

three different gap voltages in the LER. With the existing LER power configuration,

the operational total forward power as defined in Section 5.2 is 2 ∗ 930 kW + 2 ∗
1030 kW = 3920 kW or equivalently, the average forward power per station is

980 kW. In Figure 5.4, this limit is labeled ’Run 6 Limit’, while for comparison, the
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Figure 5.3: HER maximum achievable beam current versus gap voltage. The 18.5 MV
operation point is marked with a circle.

line ’SLAC Limit’ defines the maximum power per station if all the RF stations are

equipped with SLAC klystrons. The limit is crossed at 3600 mA with 4.05 MV gap

voltage, at 3750 mA with 4.5 MV and at 3950 mA with 5 MV3.

During run 6 the gap voltage was set at 4.05 MV, whereas for run 7 the highest

considered gap voltage was 5 MV, assuming no vacuum chamber heating problems

[50], [51]. If all klystrons in the LER were to be SLAC klystrons, the limits from

power considerations become 3750 mA and 3900 mA respectively for 4 and 4.5 MV.

A gap voltage of at least 5 MV would be necessary to reach 4 A in the LER.

In Figure 5.4 power measurements from the machine during run 6 [11] are also

plotted to check the accuracy of the estimation. The theoretical estimates and the

measurements have the same general form. The small difference between them could

3The necessary klystron forward power for a given current decreases with increased gap voltage
due to cavity over-coupling. PEP-II cavities were designed for 750 kV nominal voltage and are
operating at 500-625 kV.
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Figure 5.4: LER Klystron Forward Power versus current.

be attributed to possible calibration issues during the experiments or differences be-

tween design report values used in the simulation [52] and the actual machine param-

eters.

To further examine the feasibility of the 4 A LER operation and to provide insight

on the gap voltage dependence and margin, the forward power is plotted versus the

gap voltage in Figure 5.5. From this plot one can see that at least 4.05 MV are needed

for 3.6 A. With a gap voltage of 5 MV, operation will be marginal and unreliable at

4 A, unless four SLAC klystrons are used in the LER (which were not considered for

run 7). A gap voltage of at least 5.5 MV is required for sufficient margins at 4 A.

At the increased gap voltage of 5 MV and higher, problems with vacuum chamber

heating and high order mode structural resonance issues related to the shorter bunch

length may arise [50].

5.4 Growth Rate Sensitivity Analysis

An important use of this simulation tool was for the study of the effect of different

LLRF parameters on the beam and RF station stability and the performance of the



CHAPTER 5. PEP-II LONGITUDINAL STUDIES 66

3 3.5 4 4.5 5 5.5 6 6.5
700

800

900

1000

1100

1200

1300

1400

1500

1600

Gap Voltage (MV)

F
or

w
ar

d 
P

ow
er

 (
kW

)

 

 

3 A
3.6 A
4 A
Run 6 Limit
SLAC Limit

Figure 5.5: LER Klystron Forward Power versus Gap Voltage.

accelerator system, without requiring time from the operating machine. Additionally,

simulations allowed analysis of different system configurations and parameter com-

binations that were not directly applicable to the physical machine without major

system changes. These studies assisted in understanding the sensitivity of the growth

rates to certain control loop parameters.

To better understand options for improved performance, the sensitivity on the

adjustable parameters was considered, initially assuming an ideal linear model for

the direct loop controller, driver amplifier and klystron. Based on this model, the

LER operating at 4.5 MV and 1400 mA was simulated. The loop parameters were

adjusted to satisfy the original operational criterion, that is to configure the LLRF

direct and comb loops by maximizing the RF station stability margin (the direct and

comb loop gain and phase margins). The growth rates and synchrotron frequency

for modes -10 to 10 for the LER operating in those conditions were estimated and

are depicted in Figure 5.6. The maximum growth rate, corresponding to mode -4,

is indicated by the Nominal Value in Table 5.2. By individually changing the loop
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Figure 5.6: Modes -10 to 10 for nominal case.

parameters from the optimal setting, we were able to determine their impact in the

interaction between the RF station and the beam dynamics. The maximum growth

rates resulting from adjusting each of these parameters are shown in Table 5.2.

From these data, it is obvious that the direct and comb loop gains as well as the

comb loop delay do not affect the growth rates significantly. However, the direct and

comb loop phases do have a significant effect on the growth rates. This insight from

the model suggests one method of influencing growth rates via adjustments of the

direct and comb loop phases. The loop parameters not only influence the interaction

of the beam with the RF station, but also affect the intrinsic stability of the station,

as defined by G(ω)H(ω) in Equation 4.3.

The deviation in magnitude and mode number can be seen for the direct loop

phase in Figure 5.7 and for the comb loop phase in Figure 5.8 for changes of ±10◦.

We can see how the rotation of the phase affects the impedance. The growth rates

are reduced in the positive rotation case and increased with the negative rotation.

With even larger phase rotations (not shown here) the number of the most unstable
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Parameter Adjustment Growth Rate Change
Nominal Value - 0.263

Direct Loop Gain +20% 0.233 -11%
Comb Loop Gain +20% 0.221 -16%
Comb Loop Delay +50 ns 0.258 -2%
Direct Loop Phase +10◦ 0.119 -55%
Direct Loop Phase −10◦ 0.408 +55%
Comb Loop Phase +10◦ 0.106 -60%
Comb Loop Phase −10◦ 0.415 +58%

Table 5.2: Growth Rate Sensitivity Table.

mode changes. The margin of variation of the loop parameters to improve the beam

stability is restricted by the stability margin of the closed-loop RF feedback.

These studies led to the first application of insight gained from the simulation

to the physical system. The impact of the direct and comb phase rotation on the

growth rates was studied in the LER. As predicted from the simulation studies, an

improvement of machine growth rates is possible by adjusting the loop parameters.

The simulation studies showed that the original optimal criterion to maximize the

stability of the station feedback loops comes with a tradeoff to the growth rates.

Figure 5.9 shows the effect on the simulated growth rates due to the direct and comb

loop phase rotation. It can be seen that the optimal setting for direct and comb

loop phase [0◦ 0◦], based on the RF station stability, does not correspond with the

minimum growth rate.

We now understand that it is possible to achieve great improvement in the growth

rates with a relatively small reduction of the LLRF loop stability margins. The comb

loop phase rotation was studied, since it has a smaller effect on the RF station stability

margins. Details of the study of the comb loop rotation are summarized in Figure 5.10,

where the growth rate of the dominant unstable mode is plotted versus the comb filter

phase rotation for the LER operating with 3 RF stations at 4.5 MV and 1400 mA.

This plot combines simulation results with the average growth rate measured from the

LER operating at the same conditions. As for Figure 4.10, consistency was achieved

by setting the simulation operation point so that its fit to the linear model matched



CHAPTER 5. PEP-II LONGITUDINAL STUDIES 69

−10 −5 0 5 10
−0.5

−0.25

0

0.25

0.5

LE
R

 G
ro

w
th

 r
at

es
 (

m
s−

1 )

 

 

−10 −5 0 5 10
4200

4250

4300

4350

Mode NumberO
sc

ill
at

io
n 

fr
eq

ue
nc

ie
s 

(H
z)

+10o rotation

−10o rotation

Nominal Case

Figure 5.7: Direct Loop Phase. +10◦ rotation in green, −10◦ rotation in red, and the
nominal case for reference in blue.

that of the physical system. After the 0◦ case was checked, the comb phase was rotated

by 5◦ steps in both physical system and simulation. From the resulting figure, the

optimal comb phase rotation (based on minimum growth rate) is determined to be

between 15◦ and 20◦.

Based on these results, a comb phase rotation was applied in the LER RF systems

starting on April 2006, allowing an increased beam stability margin. Only part of

the optimal phase rotation as presented in Figure 5.10 was implemented, due to loss

of the RF station stability margin observed in the closed loop transfer function of

some stations. This effect, which did not allow implementation of the desired amount

of rotation, was caused by an unexpected behavior of the driver amplifier transfer

function near the carrier frequency. The source of this behavior, studied as a result

of the insight from the deviations between the simulation and the physical system,

is described in Section 5.5. The phase offset of about 5◦ seen in the plot between

the physical system and the simulation is possibly caused from imperfections in the
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Figure 5.8: Comb Loop Phase. +10◦ rotation in green, −10◦ rotation in red, and the
nominal case for reference in blue.

LLRF signal processing hardware - the radio frequency processor module (RFP).

5.4.1 Growth Rate Dependence on Gap Voltage

To further test the growth rate dependence on RF parameters, a study of the effect

of operating with different gap voltage or number of stations at a given beam current

was also studied. In this case, the station simulation model includes a non-linear

klystron, an ideal driver amplifier, and the closed loop parameters are set to the

optimal condition. The results are shown in Figure 5.11. As expected, we see that

the growth rate drops as we increase the gap voltage per cavity. This is a result of

direct reduction due to the increase in synchrotron frequency and other changes due

to the operation point variations. That can happen either by increasing the total gap

voltage, as seen from the first three lines, or as depicted by the first and last line by

reducing the number of active stations for the same total gap voltage.
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Figure 5.9: Growth Rates with Direct and Comb loop phase rotation for the LER at
1400 mA.

5.5 LLRF System Imperfections

From this work, useful insight was gathered from the performance of the physical

PEP-II stations and the development of the simulation macromodels. For example,

it was shown that there are important variations in the frequency responses and

saturation curves between stations. This is a result of the actual variations in station

klystron responses, as well as variations and imperfections in the LLRF electronic

systems. These variations in turn have a significant effect on the estimated growth

rates.

This effect can be seen in Table 5.3 where the growth rates from LER simulated

at 1400 mA are shown. From these data one can see the dependence of the growth

rates on the klystron and driver amplifier model used. The frequency response of

LER 4-2 is the furthest from desired, showing onset of RF station instability (due

to its far from ideal driver amplifier as will be shown later). Consequently, it has to

be operated with a lower direct loop gain (-5 dB) than the rest, leading to the large
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Figure 5.10: Measured and simulated growth rates vs. comb phase rotation for the
LER at 1400 mA. Agreement in both the general form and most unstable mode
number.

deviation between its maximum modal growth rate and the average. The variation

among stations can also be seen in Figure 4.10, for different operation conditions,

where the growth rates from 4 different stations have been plotted around the value

of the macroklystron. Due to these variations, a scheme had to be devised to best

estimate the behavior of the physical system with multiple individual RF stations.

The system’s growth rates had to be computed by either averaging the growth rates

from each station or through averaging the effective impedance from each station over

the whole ring. This way the effective growth rate of a macroklystron that represents

the whole ring is calculated.

These variations described above as well as the small discrepancies between the

physical system and the simulation as presented in Section 4.7 prompted further mea-

surements of the klystron transfer functions. In these tests a full-power klystron with

low-level driver circuitry was evaluated on a test stand. The first series of tests focused
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Figure 5.11: Growth Rates for different number of station and gap voltage for the
LER.

on the non-linear amplitude saturation characteristic of the power klystrons. The data

was used to understand the impact of this klystron non-linearity on growth rates

and develop compensation techniques to correct for this effect, which resulted in the

klystron linearizer [53], [54]. While there is an impact on growth rates from klystron

non-linearity, it could not explain the magnitude of the deviation from expected be-

havior. This conclusion, together with additional measurements of the LLRF and

the klystron transfer functions, led to an empirical simulation result. After a small

2-3 dB frequency response variation was added in the model klystron (in the form of

a small bandpass of increased gain near the center frequency), much better agreement

between the model and the physical transfer functions and growth rates was found.

A second series of full-power tests concentrated more closely on understanding

the deviations, and the results showed that the apparent large deviations among

klystrons were strongly related to the non-linear behavior of the LLRF system 120 W

solid-state driver amplifier. These amplifier functions were specified and tested for
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Station Growth Rate (ms−1)
LER 4-2 0.385
LER 4-3 0.240
LER 4-4 0.211
LER 4-5 0.260

Macroklystron 0.274

Table 5.3: Growth Rate vs. Station Table.

frequency response and gain uniformity in the initial development of the RF stations.

However, their large-signal behavior was measured, not a small-signal measurement

in the presence of a large-signal carrier. In operation, the RF station must deliver a

large RF power at the carrier (ring operation frequency), but still pass faithfully the

small modulation signals within the bandwidth of the direct and comb loops. It is

these small modulation signals which serve to achieve the impedance control.

As can be seen from the large and small-signal transfer functions of the driver

amplifier in Figures 5.12 and 5.13, when the amplifier is driven by just the RF

carrier the transfer function is almost flat and the amplifier behavior unremarkable.

However, for the two tone case of a large carrier combined with a small test signal

(the way the amplifier is driven in normal operations) there is some unusual behavior

around the carrier frequency. This small-signal transfer function distortion is very

similar to the empirical result, and highlights the value of the simulation model in

understanding the behavior of the physical systems.

Additional tests of several driver amplifiers installed in the LER RF stations

showed that the level of the distortion varies from station to station. More signifi-

cantly, LER 4-2, the station that deviated most from ideal response, is seen to have

the most distorted small-signal gain characteristic. The corresponding data for all

the stations are presented in Appendix C.

With the simulation model we predicted that improving these amplifier responses

would lead to a direct decrease of the growth rates. We also predicted that it would

allow for the full optimal comb rotation; thus further decreasing the growth rates (as

presented in Section 5.4). Dedicated measurements will be shown in Section 5.7 that
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Figure 5.12: Driver Amplifier Transfer Function driven by carrier (Large Signal Re-
sponse).

show good agreement with these predictions.

These results highlight that the simulation is more than a tool to imitate the

physical system. It can help diagnose small imperfections and non-idealities of im-

plementation in the LLRF systems, since it compares the physical system with the

expected behavior through several physical measurements. As such, it can identify

the necessity for updates or modifications to the LLRF implementation, and help

evaluate possible modifications to the systems.

5.6 Beam Current Limits due to Growth Rates

5.6.1 HER

Figure 5.14 shows the growth rates for a gap voltage of 16 MV (blue) [55]. These

growth rates are estimated from the time-domain simulation data of beam motion, via



CHAPTER 5. PEP-II LONGITUDINAL STUDIES 76

−5 −4 −3 −2 −1 0 1 2 3 4 5

x 10
6

−2

0

2

4

6

8

10

M
ag

ni
tu

de
 (

dB
)

 

 

P
out

=10W

P
out

=15W

P
out

=20W

P
out

=25W

P
out

=50W

−5 −4 −3 −2 −1 0 1 2 3 4 5

x 10
6

−200

−100

0

100

200

Frequency (Hz)

P
ha

se
 (

de
g)

Figure 5.13: Driver Amplifier Transfer Function driven by carrier and modulation
(Small-Signal Response). The modulation is swept across the band at a level -30 dB
below the power carrier at 476 MHz.

transformation to the modal domain and exponential fitting to the modal amplitudes

versus time. These are compared and show good agreement with the measured growth

rates for the same configuration in the physical machine (magenta). It is also possible

to observe the variance of the measured growth rates which necessitate the margins

defined above.4 In the same plot, simulated data describing the performance of the

HER operating at 18.5 MV is presented (green). This is the highest gap voltage

that was considered for run 7 and shows a significant reduction of the growth rates.

The 18.5 MV configuration also includes the improved klystron driver amplifiers which

allowed us to achieve the desired RF station gain and phase margins. The installation

of klystron driver amplifiers with a more linear response was one of the technical

4A large component of the measurement scatter reflects actual variations of the effectiveness of
the impedance control techniques over time. At any given operating point, the system is continuously
perturbed and the instantaneous effective impedance fluctuates due to klystron power supply ripple,
line transients, beam signals, etc. all contributing to an operating point modulation. As the growth
measurements are unsynchronized to these perturbations, each measurement is a snapshot of some
particular operating point and resulting effective impedance.
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Figure 5.14: HER Growth Rates of the most unstable low-order beam mode (mode
-3).

upgrades implemented during run 6, as will be shown in Section 5.7.

From this curve, it is determined that the HER low-order mode growth rates do

not exceed our estimated limit of 1.5 ms−1 due to LGDW damping, even for the

highest planned current of 2.2 A with the gap voltage at 18.5 MV. As a result, the

klystron forward power limit defines the maximum operational HER current to 2.3 A

for 18.5 MV as described in Section 5.3. With the run 6 gap voltage of 16 MV both

the klystron power and the growth rate limit are crossed at about 2.1 A.

5.6.2 LER

The LER coupled-bunch instabilities due to the RF cavity fundamental impedance

were a significant limitation to the maximum attainable current. Therefore, possible

upgrade scenarios were studied to determine what improvements would be necessary

to reach the planned 4 A beam current for the last run 7. The upgrades that could

have significantly improved the limit included operation with four SLAC klystrons,
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the use of more linear LLRF drive amplifiers [56], and the full implementation of

the comb phase rotation (a partially implemented trade off of RF station stability to

growth rate improvement further discussed in Section 5.7) [7].

Figure 5.15 presents the simulated growth rates for the dominant unstable beam

mode in the LER (mode -3). It depicts various LLRF configurations with LER

operating at 4.05 MV gap voltage. It should be noted that as the beam current

1000 1500 2000 2500 3000 3500 4000
0

0.5

1

1.5

2

2.5

3

3.5

4

Beam Current (mA)

G
ro

w
th

 R
at

es
 (

m
s

−1
)

 

 

Run 5b Configuration
Improved Driver Amp
Comb Rotation + Improved Amp
Comb Rotation + Imp. Amp + SLAC klystrons

Figure 5.15: Estimated Growth Rates at 4.05 MV for the configuration during run
5b and for upgraded implementations including improved klystron driver amplifiers,
different comb loop phase margins, and more SLAC klystrons.

is increased in the simulation, the voltage of the high voltage power supply is also

increased to match that of the physical system for similar operating points, up to

the limit of 82 kV . The red curve presents the LLRF configuration used during run

5b, before any of the technical upgrades were implemented. The blue curve shows

the reduction in the growth rates using the more linear driver amplifiers (improved

driver amplifier). The green curve is a configuration with the improved amplifiers

and comb rotation implemented. Finally, the black curve additionally assumes four
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SLAC klystrons in the LER.

As the current goes up, the klystron gain is reduced, especially when the HVPS has

reached its maximum (highest curve in Figure 5.1). To sustain the same impedance

control performance the total loop gain is kept constant by increasing the feedback

gain up to its maximum value set by the RF station stability. Past this point, the

effectiveness of the impedance control loop is reduced, leading to an increase in the

growth rate slope, as seen after about 3000 mA.

In Section 5.2, the beam stability criterion was defined to set the absolute value

of the net damping rate higher than the growth rate so that the system is not only

stable, but also immune to perturbations and drifts of parameters. Defining ml as

the damping margin,

|dl| > σl ⇒ −dl > σl ⇒ ml = σl + dl < 0

to check for the beam stability margin according to our criterion, we can plot the

damping margin and look for the zero crossing. The damping margin is shown in

Figure 5.16.

Figure 5.17 shows the damping margin for a gap voltage of 4.05 MV. The inflection

point at 3000 mA in Figure 5.17 is partly due to the small increase in the slope of

the growth rates, but mostly to a limitation of the LGDW channel’s damping. The

group delay limit of the LGDW gain sets this limit.

From Figures 5.15 and 5.17, we predicted that the limit due to growth rates for

the LER operating at 4.05 MV was at about 3150 mA with the run 5b RF station

implementation, and at 3525 mA with the improved amplifiers. The current limit

of 3600 mA set by the klystron forward power, could have been reached with the

combination of the improved amplifiers and comb rotation, since the growth rates

still have sufficient margin at this point. The maximum achievable current with

4.05 MV is 3750 mA with all four SLAC klystrons and both upgrades implemented.

Figures 5.18 and 5.19 present the same configurations as Figures 5.15 and 5.17,

but for the higher gap voltage of 4.5 MV. The increase of gap voltage to 4.5 MV raises

the limit of the run 5b configuration to 3350 mA and with the improved amplifiers to
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Figure 5.16: Damping margin definition.

3725 mA. A combination of the improvements achieves the power limit of 3750 mA

with two SLAC klystrons or 3900 mA with four SLAC klystrons.

The studies above have shown that a gap voltage of at least 5 MV would have

been necessary to reach 4 A in the LER according to the klystron power criterion.

Figures 5.20 and 5.21 show the improvement of growth rates with increasing gap

voltage but also the further reduction of growth rates with the full implementation

of the comb rotation. The gap voltage is set to 4.05, 4.5 and 5 MV for the red,

blue and green curves, respectively. The simulated configuration for these curves is

that of the end of run 6 with the improved amplifiers and a partial comb rotation

of 10◦. The magenta curve is also at 5 MV, but with the optimal comb rotation of

20◦ implemented, as we had planned for run 7. The early termination of run 7 did

not allow us to implement the optimal comb rotation during normal operations, but

only during testing. The reduction of the growth rate with gap voltage is obvious.

One can also see that the growth rates for the 5 MV case at 4 A are significantly
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Figure 5.17: Estimated damping margins at 4.05 MV for the configuration during run
5b and for upgraded implementations including improved klystron driver amplifiers,
different comb loop phase margins, and more SLAC klystrons.

lower than the 3 ms−1 limit, so this current is not limited by beam stability if there

is sufficient klystron power.

These results are summarized in Table 5.4, where the limiting factor (beam stabil-

ity through growth rates or available klystron power) and the corresponding current

is presented for each configuration. From this summary one can see that the LER

situation is more difficult because both the beam and RF station limitations are

reached over design currents. Higher gap voltages would have been necessary, which

could have caused vacuum chamber heating and high order mode structural resonance

problems [50]. Trade-offs between the limitations are necessary at high currents.
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Figure 5.18: Estimated Growth Rates at 4.5 MV for the configuration during run
5b and for upgraded implementations including improved klystron driver amplifiers,
different comb loop phase margins, and more SLAC klystrons.

5.7 Technical Upgrades’ Effect on Real Machine

Performance

During the development of the simulation, several technical upgrades and alternative

configuration algorithms for the LLRF system were discovered and evaluated. In

Section 5.4 it was shown how the RF parameter sensitivity analysis led to the imple-

mentation of the comb phase rotation. The studies on the klystron driver amplifiers

presented in Section 5.5 prompted the replacement of the LLRF system 120 W solid-

state driver amplifier. In Section 5.6, estimated growth rates from the simulation

were presented to evaluate the differences among the upgrade scenarios.

After implementing these upgrades, experiments were conducted during runs 6

and 7 to prove their effectiveness and demonstrate the value of the simulation tool

and its agreement with the physical system, up to the maximum current reached in the
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Figure 5.19: Estimated damping margins at 4.5 MV for the configuration during run
5b and for upgraded implementations including improved klystron driver amplifiers,
different comb loop phase margins, and more SLAC klystrons.

LER. Figure 5.22 compares the most unstable growth rates (mode -3) from simulated

data (solid lines) and measurements from the machine (dashed lines) for the LER at

4.05 MV. From the simulated data, the red curve (circle markers) corresponds to the

original system configuration used during run 5b (as shown in Figure 5.15) whereas

the green curve (square markers) shows a configuration similar to the end of run 6,

with the improved amplifiers and the partial implementation of the comb rotation.

The magenta curve (x markers) corresponds to a configuration with the improved

amplifiers and the full comb rotation, that we had planned to use during run 7. The

first set of measurements in the red dashed line (circle markers) represents a config-

uration similar to the one used during run 5b. The blue (triangle markers) dashed

curve corresponds to the run 5b configuration after replacing the most distorted of the

amplifiers (LER station 4-2). The black (diamond markers) dashed curve shows data

taken at the end of run 6, with the improved amplifiers and partial implementation
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Figure 5.20: Comparison of simulation growth rates for different gap voltage settings.

of the comb rotation, but slightly reduced comb loop gain. Finally, the green dashed

data curve (square markers) corresponds to measurements from the last two days of

PEP-II operations, when record LER currents were achieved, with the same config-

uration as in the end of run 6 (improved amplifiers, partial comb rotation). These

measurements show impressive agreement with the predictions for this configuration.

Comparing the red and blue dashed curves one can see the improvement by simply

changing the most distorted of the amplifiers. The blue curve’s growth rate measure-

ment at 1400 mA is inaccurate mainly due to the short 3.5 ms measurement interval

used, which does not allow for accurate fitting of a slowly growing exponential to

the experimental data. The comparison of the green and red solid lines shows the

substantial improvement expected from the implementation of the improved ampli-

fiers and partial comb rotation by the end of run 6. The similar comparison of the

green and red dashed lines validates the simulation expectations, with the blue line

providing the intermediate improvement with the replacement of the worst amplifier.

The black and green dashed line share the same configuration. Their difference is
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Figure 5.21: Comparison of estimated damping margins for different gap voltage
settings.

partially attributed to a slightly sub-optimal setting of the comb loop gain – showing

the system sensitivity to the operation point parameters –, and might be also related

to the problematic operation of an RF klystron power supply at the time. One should

note the large error bars of the measured growth rates – a reality of the machine that

further explains the more conservative definition of limits for our predictions.

It should be noted that at the end of run 6, with the improved amplifiers installed

and the comb rotation partially implemented (10◦ rather than the optimal 20◦), the

peak LER current achieved in the actual machine was 3000 mA for a short period of

time. Growth rates were not measured at this current, but only up to 2900 mA. This

limit was not imposed by the RF system, but it was related to aborts triggered by

the detector radiation protection, and the restricted HER beam currents that reduced

the beam-beam stability effects.

Any disagreements of the estimated and measured curves can be partly attributed

to the big variance of the measured data, but also to the fact that the simulation data



CHAPTER 5. PEP-II LONGITUDINAL STUDIES 86

Gap SLAC Improved Comb Limitation Limit
Voltage Klystrons Amps Rotation (mA)
4.05 MV 2 - - Growth Rate 3150
4.05 MV 2

√
- Growth Rate 3525

4.05 MV 2
√ √

Power 3600
4.05 MV 4

√ √
Both 3750

4.5 MV 2 - - Growth Rate 3350
4.5 MV 2

√
- Growth Rate 3725

4.5 MV 2
√ √

Power 3750
4.5 MV 4

√ √
Power 3900

5 MV 2
√ √

Power 3950
5 MV 4

√ √
- > 4A

Table 5.4: LER limiting factors and maximum current for each configuration. The
√

mark signifies the applied upgrades in each configuration whereas the SLAC klystrons
column shows how many of the four LER stations have SLAC klystrons installed (2
SLAC klystrons in the end of Run 6).

are based on an ideal driver amplifier and do not present an exact representation of the

system. The improved amplifiers greatly boost the system performance, but are still

not ideal. Based on initial measurements, the amplifier non-linearity, added to the

distortion and non-uniformity of the Radio Frequency Processor module in the LLRF

control loop (RFP) [24], could possibly impact the effectiveness of the impedance

control.

The magenta curve shows the maximum possible improvement with the upgrades

as we were hoping to operate during run 7. Unfortunately, the early termination of

PEP-II operations did not allow us to implement the full amount of comb rotation

and measure this further improvement in the real system. The close agreement of

simulated and measured data though, makes us confident that we would have achieved

the additional improvement shown in Figure 5.22.

The nonlinearity of the original amplifiers did not allow us to use the optimal

setting of the impedance control feedback leading to a gain reduction of the feedback

loop, as described earlier in this section. In runs 1 to 6, the direct loop gain was

set 3 dB lower than the optimal, due to this amplifier distortion. As the improved
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Figure 5.22: Predicted (solid lines) and measured (dashed lines) growth rates. Im-
provements due to the upgrades are visible. Error bars are not included for the April
2008 data because they crowd the image. They are comparable in magnitude with
the error bars from the run 6 data.

amplifiers were installed the direct loop gain was increased by 1.5 dB to test the

performance of the system. An optimal setting of the gain via a further 1.5 dB gain

increase planned for run 7 would have further reduced the growth rates as estimated

by the magenta curve.

The amplifier distortion also prevented us from fully implementing the comb ro-

tation to the estimated optimal 20◦, especially at higher currents. The ability to

now fully apply the comb rotation provides the means to verify the simulated pre-

diction of growth rate reduction at higher currents (low current verification in [7]).

Figure 5.23 shows the measured growth rate as a function of comb rotation for the

LER at 2450 mA and compares it with the simulation. Both the measured and the

simulated growth rate decrease with comb phase rotation, as predicted. The simu-

lated and measured data have the same functional form and slope proving the value

of the tool. The simulation is an idealized system and underestimates the growth
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Figure 5.23: Measured improvement in growth rates versus comb rotation for LER
at 2450 mA.

rates due to residual imperfections of the LLRF from the driver amplifiers and the

RFP module as described above.

Additional evidence of the distortion reduction with the improved amplifiers is

shown in Figure 5.24, where we compare the LER 4-5 closed loop transfer functions

(measured as shown in [7], [47]) for 0◦ and 25◦ comb rotation at 1200 mA. Due to the

significant distortion of the original amplifiers, the stability margin of the RF station

feedback loops was greatly reduced. This effect can be seen by the peaks in the closed

loop transfer function near the carrier frequency, as depicted in Figure 5.25 for 20◦

comb rotation at 1500 mA. The distortion resulted in reduced gain and phase margins

and station instability. Consequently, the direct loop gain was reduced to satisfy the

gain margin requirements. As a result, the fundamental impedance is not flattened as

effectively in Figure 5.25 with the old amplifiers as in Figure 5.24 with the upgraded

system. The improved amplifiers not only improve station stability but also allow

us to implement the optimal value of the comb rotation for maximum growth rate

reduction. It should be noted that for the initial implementation at the beginning of
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tation induced distortion with the im-
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Figure 5.25: Measured Transfer func-
tion magnitude from LER 4-2 at
1500 mA during run 5b, showing comb
rotation induced distortion with the
original amplifiers.

run 6, the comb rotation was limited to 10◦ or even less for the PEP-II RF stations

with the driver amplifiers presenting the highest distortion (for example LER station

4-2).

5.8 Conclusions on PEP-II Simulation Studies

The simulation of the PEP-II rings described in this Chapter is a close representation

of the actual system. It was used to study the existing system and planned upgrades.

It was also used to study and develop new operating configurations at multiples of

the original design currents, as a means of better understanding operational strategies

and ultimate limits of the systems. The insight gained from these studies was very

helpful in the effort to optimally use the resources and available hardware to achieve

the highest possible currents.

Through these studies, limiting factors and acceptable margins for high beam

current operations were specified. The importance of the RF feedback loop config-

urations, the LGDW design, the klystron characteristics, and the dynamic stability

margin has been better illustrated. In particular, it was shown that the klystron

saturation not only limits the klystron power margin, but also is essential in defining

the robustness to perturbations around a given operation point.
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These studies suggest that the HER could have achieved 2.2 A with a gap voltage

around 18.5 MV, but even slightly higher currents would have been very difficult

to reach due to klystron power limitations. For the LER with the LLRF station

implementation from the beginning of run 6 and an increased gap voltage of 4.5 MV

the limit was estimated at 3350 mA. The improved amplifiers and the comb rotation

as implemented by the end of run 6 raise this limit to 3750 mA. Finally, SLAC

klystrons for all LER stations and a gap voltage higher than 5 MV would have been

necessary for 4 A, with possible problems with vacuum chamber heating and issues

related to higher order modes.

With these studies, the new driver amplifiers, and the comb rotation, a world

record current of 3213 mA was achieved at the LER. Measurements were conducted

to quantify the growth rate reduction and the agreement with the predictions. With

the implemented upgrades of the new driver amplifiers and the comb rotation, a 30%

current increase for constant growth rates was reached.



Chapter 6

RF System Models for the LHC

with Application to Longitudinal

Dynamics

In PEP-II, our models and simulation helped us push the current to higher levels, dis-

cover imperfections in RF and LLRF components, and better understand/utilize the

trade-off between RF station and beam stability, as presented in Chapters 4 and 5.

The similarities between the LHC and PEP-II LLRF systems motivated the adapta-

tion of the existing time-domain models and simulations to the LHC implementation

to study both single-bunch and multi-bunch beam dynamics, as well as the dynamics

of the station. The goal was to verify high-current and upgraded operating conditions

of LHC, study optimal configuration techniques, estimate limits of the system, and

the possible impacts of technical aspects of the implementation.

The initial motivation for the LHC time-domain simulations and models is pre-

sented in Section 6.1, Section 6.2 describes the similarities between the two systems,

and provides a short summary of the LHC implementation. The modeled components

are introduced in Section 6.3. The initial validation results of the LHC simulations

are shown in Section 6.4.
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6.1 LHC Simulation Motivation

Section 4.4 presented the importance of a method to characterize and configure the

LLRF system to minimize the effective impedance experienced by the beam, but

also to satisfy stability requirements for the RF feedback loop. Similar tools were

necessary for the commissioning and operational control of the LHC RF system.

After discussion with the CERN BE-RF group, development of these tools started

in late 2007 based on the PEP-II experience. The configuration tools became a

necessity after the LHC incident during the initial commissioning of the machine in

September of 2008 and the subsequent stricter CERN policies which prevent tunnel

access when the magnets are energized. The time-domain simulation was used in

the development of the LHC identification and configuration tools, and the related

models and measuring techniques were part of the software suite delivered to CERN.

Section 6.1.1 provides a summary of the identification and configuration tools. More

detailed analysis has been presented in [57] and [58].

With the time-domain simulation and related models modified for the LHC imple-

mentation, it was now possible to evaluate the regulation of the cavity signals, study

the necessary technical specifications of the various sub blocks, understand how the

technical implementation impacts the system performance, predict limits of accel-

erator performance, and consider the effect of possible modifications and upgrades.

More importantly, it was possible to study the LHC longitudinal beam dynamics,

both single and multi bunch effects.

6.1.1 Identification and Configuration Tools

The LHC identification and configuration tools allow to optimally configure the RF

stations and remotely access the RF system for tuning and measurements. During

operations the tools help compare the machine’s performance with the one predicted

by the simulation. The fundamental techniques employed are common to the PEP-II

configuration tools presented in Section 4.4. The differences in the two implementa-

tions are related to the LHC klystron characteristics, the much higher quality factor

for the superconducting cavities, and design variations in the LLRF system.
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The LHC RF station configuration and measurement of variables can only be

conducted remotely during operations, due to the location of the stations. The LLRF

controller’s parameters for each station are calculated based on an analytic model of

the system. This model is dependent of the operating point of the RF station and

is measured and calculated through an identification process. The identification tool

measures the transfer function of the RF station in open loop during commissioning

and in closed-loop when the system is operating with beam in the machine.

The identification tool operates by injecting a band-limited low-level noise signal

into the system. The time-domain input signal and the response of the RF station

to that excitation are measured simultaneously. The transfer function at the specific

operation point is estimated using a correlation algorithm between the input/output

time-domain signals. To get an analytical representation of the estimated transfer

function, a linear reduced model of the RF station is fitted to the estimated data.

This model is the base for the design of the LLRF controller of the station [47].

The simulation allows to set and test different algorithms of identification and

reduced models to define the analytic transfer function of the RF stations before the

final commissioning of the tool. Results from these test are depicted in Figure 6.1,

where the transfer functions of the klystron and cavity are estimated and the corre-

sponding analytical model is fitted.

The identification and configuration tools were used for the January 2010 startup.

With these tools, not only the commissioning time for the RF stations was reduced

from multiple days to a few hours, but also the RF stations were commissioned

remotely and robustly. The tools were also expanded to be study noise mechanisms

in Chapters 7 and 8. They can also be used to study future high current operations,

estimate performance margins, and define optimal operation points.

6.2 LHC, PEP-II LLRF Similarities

The LHC and PEP-II RF systems follow the same fundamental architecture. Detailed

descriptions of the systems have been presented for LHC [59] and PEP-II [7]. Both

systems employ feedback techniques to regulate the cavity voltage and phase, to
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Figure 6.1: RF station transfer function based on simulated data and fitted linear
model.

reduce the impedance seen by the beam, and to increase the beam stability.

Even though the critical issues are different for the two facilities, in both cases

they result from the interaction between the longitudinal beam dynamics and the RF

system. This fact allows us to use our simulation model and our experience from the

PEP-II operations and analysis, as a basis for the LHC studies. In both cases we

model the subsystems that act in a fast time scale and affect the RF station-beam

interaction.

6.2.1 System Description

The LHC RF system consists of 8 RF stations per beam. The RF system accelerates

the beam during the ramp, compensates the small energy losses during coasting, and

also provides longitudinal focusing. The beam and the RF station are two dynamic

systems with a strong interaction, which complicates stability considerations for the

composite system. A simplified block diagram of the LHC RF system is shown in

Figure 6.2.
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Figure 6.2: Simplified LHC RF block diagram.

Each RF station includes an accelerating super-conducting cavity, a 330 kW

klystron, and the LLRF system consisting of the klystron polar loop and the impedance

control feedback system. Figure 6.3 shows the LHC RF Cavern including the super-

conducting cavities, klystrons, and LLRF 1. The super-conducting cavity has an R/Q

of 45, a resonance frequency of 400.8 MHz, and a mechanical cavity tuner with a

range from -100 to 0 kHz. The cavity voltage and loaded quality factor QL are set

to 1 MV and 20,000 respectively during injection and to 2 MV and 60,000 during

physics, for nominal intensity beams. An LHC super-conducting cavity is shown in

Figure 6.4. The klystrons used at LHC are inherently non-linear. The klystron polar

loop used at the LHC acts around the klystron to reject power supply perturbations

and compensate the gain and phase shift of the non-linear klystron at low frequencies

for different operation points. The feedback system controls the accelerating funda-

mental impedance of the RF station to achieve longitudinal stability. It incorporates

digital and analog paths, as well as the 1-Turn feedback (comb), which acts to re-

duce the impedance at the synchrotron sidebands. The LLRF crates are shown in

1Figures 6.3, 6.4, and 6.5 are LHC pictures by Dan Van Winkle
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Figure 6.3: RF Cavern.

Figure 6.5.

By comparison to Figure 4.1, the RF station block diagrams for the two machines

show great similarities. The actual implementations are different, but the topology is

exactly the same. The PEP-II LLRF includes the Direct Loop, a lead-lag compensa-

tion in analog, whereas the LHC LLRF includes just a lag compensation composed

of both a Digital and an Analog path. Both LLRF systems include 1-Turn Feedback

(comb) compensation. The reason for the close resemblance is that both systems are

based on the early work of D. Boussard and F. Pedersen. A detailed block diagram

and description of the LHC LLRF components can be found in [59].

6.3 Simulation and Model Description

The components modeled in our simulation model include

• the accelerating super-conducting cavity with an R/Q of 45 and a resonance

frequency of 400.8 MHz,

• the 300 kW klystron,
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Figure 6.4: LHC super-conducting cavity.

• the klystron polar loop,

• the impedance controlling feedback (both digital and analog paths), including

quantizing effects in the digital 1-turn feedback system

• cable and processing delays.

• and the beam.

To accurately describe the system, reduced models of the individual components

are included in the simulation. The waveguide, cable, and processing delays are

included, and the gains and phases of the RF feedback components are adjusted

in a similar manner as for the real machine. The 1-Turn feedback (comb), which

acts to reduce the impedance at the synchrotron sidebands, has not yet reached the

hardware commissioning phase, but will be validated when data is available during

commissioning.

The simulation is developed as a block system in Simulink. The slow loop dy-

namics (software control regulators) are sufficiently slow compared to the time scale

of the simulation that they are calculated as initial conditions (constants) in Matlab.
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Figure 6.5: LHC LLRF crates.

An earlier simulation effort by J. Holma [60] had been used to study and set-up

the loops on a full-scale test bunch that included the LLRF, klystron, and cavity.

This initial model did not include the beam dynamics, but certain components were

incorporated in this work.

6.4 Simulation Validation

For the initial simulation validation, transfer function measurements of the LHC RF

stations during the RF hardware commissioning were used. After this initial valida-

tion, the simulation was used to predict diffusion effects and multi-bunch stability

limits for the LHC in Chapter 7. The simulation was further validated by comparing

some of these predictions with measurements from the machine in Chapter 8.

In Figures 6.6 and 6.7 the klystron transfer functions from the measurements

and the simulation are presented, as measured from the input of the Driver to the

output of the Klystron as shown in the block diagram (Figure 6.2). The klystron

transfer function exhibits a secondary resonance at 404.8 MHz with a Q of 1100.

The simulation shows these characteristics with good agreement in amplitude. The
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phase discrepancy between the plots is due to delay calibration offsets included in the

network analyzer used for the LHC measurements.

The superconducting cavity and the klystron polar loop are then measured in the

real machine and the simulation. The resulting transfer functions from the input of

the klystron polar loop to the output of the cavity can be seen in Figure 6.8 showing

once again good agreement. The effect of the system delay is obvious on the phase

plot.

Finally, Figure 6.9 shows the transfer function of the RF station in closed loop,

with the RF feedback loop regulating the system. The RF feedback’s amplitude and

phase are adjustable in the simulation, as in the real machine.

As can be seen from these figures, there is a close agreement between the simulation

and the measurements of the real RF system at LHC.
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Figure 6.6: LHC Measured Klystron Transfer Function
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Figure 6.7: SLAC Simulated Klystron Transfer Function.
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Figure 6.8: LHC Measured and Simulated Open Loop RF station Transfer Function.
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Figure 6.9: LHC Measured and Simulated Closed Loop RF station Transfer Function.



Chapter 7

LHC Longitudinal Beam Dynamics

Studies

The LHC RF station-beam interaction strongly influences the longitudinal beam dy-

namics, both single bunch and collective effects. Non-linearities and noise generated

within the RF accelerating system interact with the beam and contribute to beam

motion and longitudinal emittance blowup. Thus, the noise power spectrum of the

RF accelerating voltage strongly affects the longitudinal beam distribution. Further-

more, the coupled-bunch instabilities are also directly affected by the RF components

and the configuration of the LLRF feedback loops. A formalism relating the longitu-

dinal beam dynamics with the RF system configurations, an estimation of collective

effects stability margins, and an evaluation of longitudinal sensitivity to various LLRF

parameters and configurations are presented in this Chapter.

The new directions for the LHC longitudinal studies with respect to PEP-II are

presented in Section 7.1. Section 7.2 outlines the major noise sources of the system

and defines their relationship with the RF accelerating voltage noise. In Section 7.3

a quantitative description of the relationship between the noise spectral density and

the longitudinal beam emittance will be presented, as a function of the RF loop con-

figuration and the system noise. With this formalism and the simplification from

Section 7.2, it is then possible to study the single bunch dynamics for RF configura-

tions of interest, as shown in Section 7.4. The stability criterion for coupled-bunch
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instabilities, the estimated growth rates, and the sensitivity of multi-bunch dynamics

on the RF parameters are discussed in Section 7.5.

7.1 New Directions for LHC

Even though the machine architecture is very similar between PEP-II and LHC,

the performance limiting longitudinal beam dynamics are quite different. Due to

the heavy beam loading at PEP-II, the coupled-bunch instabilities required careful

tuning of the LLRF system and dedicated bunch-by-bunch feedback systems. At LHC

the reduced beam loading together with the substantial Landau damping due to the

long bunch length makes the multi-bunch effects less critical. On the other hand,

synchrotron damping is low in a hadron machine, so that noise and imperfections in

the LLRF systems can contribute to growth in longitudinal emittance and reduction

in beam life time.

During a long store, the relationship between the energy lost to synchrotron radi-

ation and the noise injected to the beam by the RF accelerating voltage determines

the growth of the bunch energy spread and longitudinal emittance. Since the pro-

ton synchrotron radiation in the LHC is very low, the beam diffusion is extremely

sensitive to RF perturbations.

Single-bunch longitudinal emittance growth as well as beam stability related to

collective effects are examined in this Chapter. Both of these longitudinal dynamics

effects are strongly coupled to the effective impedance of the RF station and the

configurations of the feedback loop. The RF configuration is defined by the design

choices of components and signal levels, as well as the operational choices of variable

parameters. Different approaches on the component and parameter selection can have

a significant effect on the stability and characteristics of the beam.

For these studies, the LHC LLRF system has been modeled with the existing

technology implementation. The effect of the operational choices on controller settings

is then investigated. The objective of this work is to verify high-current and upgraded

operating conditions of the LHC, study optimal configuration techniques to achieve

minimum RF station effective impedance, estimate noise and stability limits of the
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system, and possible impacts of technical aspects of the implementation. An ultimate

goal is to use this knowledge to build a base of future impedance-controlled RF and

LLRF system techniques for future and upgrades of existing machines.

7.2 Noise Sources

The single bunch longitudinal emittance growth greatly depends on the noise level

in the RF accelerating voltage. The major noise sources in the RF system include

components in the LLRF boards, the RF reference (local oscillator), the klystron

driver amplifier, the klystron power supply, low frequency sources (microphonics,

ground vibrations, cooling system etc.), the effect of the non-uniform beam current

on the RF cavity voltage, cross-talk between channels, and more. The spectrum of

these sources spans from very low to very high frequencies.

The models presented in this Chapter work for both low frequency and wideband

sources. Initial measurements suggest that the LLRF noise contributions are indeed

wideband, but that there are also significant contributions from the RF reference

(local oscillator) at low frequencies. The quantitative results presented in this Chapter

assume wideband sources for simplicity, in particular the LLRF noise and the klystron

driver amplifier, as shown in Figure 7.1. This choice is based on the relative noise

power of the components in the LHC implementation. The LLRF noise includes

several contributions such as the digital quantizing noise and arithmetic noise in

digital signal processing, thermal noise, analog/digital demodulator, and modulator.

Based on an understanding of the engineering implementation of the system, these

sources can be considered broadband and incoherent.

Imperfections in the technical implementation – such as the channel crosstalk –

are not included in this model. If these effects were determined to be essential though,

they could be easily added in the model. Similarly, the system sensitivity to these

effects could be studied with the simulation and a threshold amount for each such

technical imperfection could be estimated.

It should be noted that the klystron power supplies introduce coherent noise at the

50 Hz harmonics in all the stations. The synchrotron frequency crosses the 50 Hz line



CHAPTER 7. LHC LONGITUDINAL BEAM DYNAMICS STUDIES 105

Σ

+

+

+

+

RF
cav.

1−Turn(comb)
Feedback

Analog RF
Feedback

Digital RF
Feedback

Supply

Klystron

Power

DriverKlystron
Polar Loop

Output

+

+

+

−

BeamLLRF
InputLLRF board

Modulator
Input

Setpoint

Σ

Σ

Σ

Figure 7.1: (Color) Noise Sources. Blocks in red represent the major noise sources,
in blue are the equivalent noise sources for simulations purposes, and the other com-
ponents are shown in green.

during the ramp, which can lead to a resonant effect [61]. The longitudinal emittance

growth formalism presented in this work does not include this phenomenon.

The individual noise sources for the LLRF components are distributed throughout

the electronics of the system. To be able to effectively study the various contributions,

it is helpful to concentrate them in two equivalent noise sources located either at the

input of the LLRF board, or the output of the klystron polar loop (the input of the

modulator), as shown in Figure 7.1. Both of these sources are in baseband and can

be modeled as two independent sources in the in-phase and quadrature channels, for

a total of four noise sources.

The accelerating voltage noise is modeled in amplitude acav(t) and phase φcav(t).

To calculate the relationship between an input vector perturbation at the mth source

nm(t) =

(

nm
i

nm
q

)

and the amplitude or phase of the cavity voltage we linearize the response of the
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RF station around the operation point and determine the impulse response hm(t)

between the output and the input

(

amcav(t)

φm
cav(t)

)

=

[

hm
ai hm

aq

hm
φi hm

φq

]

∗
(

nm
i

nm
q

)

(t)

=

(

hm
a

hm
φ

)

∗ nm(t)

where hm
a = [hm

ai h
m
aq] and hm

φ = [hm
φi h

m
φq].

Since the system is linear, we can use superposition to get

(

acav(t)

φcav(t)

)

=
∑

m

(

hm
a

hm
φ

)

∗ nm(t) (7.1)

where the summation is over all the noise sources. The impulse responses hm(t)

depend on the operational configuration of the RF station.

7.3 Formalism for Bunch Length Estimation

During a long store, the bunch energy spread and longitudinal emittance shrink due

to the small synchrotron radiation damping, whereas any noise injected in the ac-

celerating RF voltage leads to longitudinal emittance blowup. Optimally, these two

mechanisms should balance and the beam should keep a constant bunch length. In

this Section, a formalism relating the bunch emittance growth with the noise in the

accelerating voltage is presented. The accelerating voltage depends strongly on the

configurations of the RF station and the LLRF feedback systems.

Following [1] and Section 2.1.1 it can be shown that the longitudinal equations of

beam motion are

φ̇ =
ηωRF

Eo
ǫ

ǫ̇ =
1

To

[qVo sin (φs + φ)− Urad(ǫ+ Eo)] (7.2)
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where φ, ǫ are the phase and energy of the particles with respect to the synchronous

particle, the RF voltage is V = Vo sin(φs+φ), η is the slip factor, Eo the beam energy,

To the revolution period, q the charge of a proton, ωRF the angular RF frequency, φs

the phase of the synchronous particle, and Urad(E) the synchrotron radiation energy

emitted by a particle of energy E over a turn. It should be noted that even though

this equation is defined for a single particle, it extends to the whole multiparticle

bunch. This set of equations can be described as a stochastic differential equation.

The cavity amplitude modulation noise acav(t) and phase noise φcav(t) are sampled

by the beam with a period To resulting in the perturbations a(t) and φ̃(t). In the

presence of these perturbations, the beam motion Equation 7.2 becomes

φ̇ =
ηωRF

Eo
ǫ

ǫ̇ =
1

To
[qVo

(

1 + a(t)
)

sin
(

φs + φ− φ̃(t)
)

−

Urad(ǫ+ Eo)]

=
1

To
[qVo

(

1 + a(t)
)(

sin(φs) cos(φ− φ̃(t)) +

cos(φs) sin(φ− φ̃(t))
)

− Urad(ǫ+ Eo)] (7.3)

For small energy oscillations, ǫ and φ are close to zero, so it is possible to linearize

around the synchronous particle coordinates. Then, Equation 7.3 becomes

ǫ̇ =
1

To

[qVo

(

sin(φs) + (φ− φ̃(t)) cos(φs) + a(t) sin(φs)
)

−Uo − ǫD]

=
1

To
[qVo

(

(φ− φ̃(t)) cos(φs) + a(t) sin(φs)
)

− ǫD] (7.4)

where D ≈ 2Uo/Eo with Uo the synchrotron radiation of the synchronous particle,

and qVo sin(φs) = Uo. The second order perturbation term a(t)(φ− φ̃(t)) cos(φs) ≈ 0

has been dropped.

It is obvious from Equation 7.4 that the phase noise is much more significant than
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the amplitude noise, since φs is close to 180◦ in hadron machines, so that

(φ− φ̃(t)) cos(φs) ≫ a(t) sin(φs)
)

.

Therefore, using Equations 7.2, 7.4, and assuming that the amplitude noise is negli-

gible, we get the linearized longitudinal equations of motion:

φ̇ =
ηωRF

Eo
ǫ

ǫ̇ =
qV̇ (φs)

ωRFTo
(φ− φ̃(t))− D

To
ǫ (7.5)

where V̇ (φs) = ωRFVocos(φs) is the RF gradient for the synchronous particle.

The particle beam samples the cavity phase noise φcav(t) every revolution har-

monic, so that

φ̃(t) =
∞
∑

k=−∞
δ(t− kTo)φcav(t)

=

∞
∑

k=−∞
δ(t− kTo)

∑

m

hm
φ ∗ nm(t)

according to Equation 7.1. To simplify the notation, and since the noise sources are

uncorrelated, the analysis is carried using a generic representation for one of the terms

in the summation over m, so that

φ̃(t) =

∞
∑

k=−∞
δ(t− kTo)(hg ∗ ng)(t)

where (hg, ng) could be either (hφi, ni) or (hφq
, nq). The approximation of the

sampling by an impulse is still valid for the ensemble of equations of all particles in a

bunch, since the 1 ns bunch is very fast compared to the period of the loop dynamics

(approximately 3 µs, since the bandwidth of φcav is roughly 300 kHz).

To simplify the equations of motion, ǫ is transformed to a normalized momentum
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p,

p =
ηωRF

Eo
ǫ

so that Equation 7.5 becomes

φ̇ = p

ṗ = −ω2
sφ− 2αp+ ω2

s φ̃(t) (7.6)

where

ωs = −

√

ηqV̇ (0)

EoTo

α =
D

2To

.

The vector

X =

(

φ

p

)

is defined, so that Equation 7.6 can be rewritten as

dX = AX(t)dt+ dv

where

A =

[

0 1

−ω2
s −2α

]

dv

dt
=

[

0

ω2
s

]

φ̃(t) = Kφ̃(t)

To estimate the bunch length σz, it is necessary to determine the second order

moment of φ, since

σz =
c

ωRF
σφ.

Following the procedure outlined in [62] and [63], the autocorrelations of the pertur-

bation Rφ̃φ̃ and output Rxx , as well as their crosscorrelation Rφ̃x are determined. It
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should be noted that Rφ̃φ̃ and Rφ̃x are wide sense stationary.

Rφ̃φ̃(t2 − t1) = E[φ̃(t2), φ̃(t1)]

=
(

(

∞
∑

k=−∞
δ(t2 − kTo)hg(t2)

)

∗ E[ng(t2)ng(t1)] ∗
(

∞
∑

k=−∞
δ(t1 − kTo)hg(t1)

)

)

Rφ̃x(t2 − t1) =

∫ t1

−∞
E[φ̃(t2)φ̃(t1 − θ)](eAθ

[

0

ω2
s

]

)Tdθ

=

∫ t1

−∞
Rφ̃φ̃(t2 − t1 + θ)(eAθ

[

0

ω2
s

]

)Tdθ

=

∫ t1

−∞
Rφ̃φ̃(t2 − t1 − θ)(e−Aθ

[

0

ω2
s

]

)Tdθ

Rxx(t2, t1) =

[

σ2
φ(t2, t1) E[φ(t2)p(t1)]

E[p(t2)φ(t1)] σ2
p(t2, t1)

]

=

∫ t2

−∞
eAθ

[

0

ω2
s

]

E[φ̃(t2 − θ)xT (t1)]dθ

=

∫ t2

−∞
eAθ

[

0

ω2
s

]

Rφ̃x(t2 − t1 − θ)dθ (7.7)

Since the system is linear and stable, the expressions in Equation 7.7 converge to

equilibrium values defined by the noise power and synchrotron radiation damping.

These equilibrium values can be estimated by setting τ = t2− t1 and then taking the

limit of Equation 7.7 as t1, t2 → ∞, since Rxx is asymptotically wide sense stationary,

to get

Rxx(τ) = eAτ ∗
[

0 0

0 ω4
s

]

Rφ̃φ̃(τ) ∗ e−AT τ (7.8)

which gives the correlation matrix due to the noise perturbation filtered by both the

RF station and the beam dynamics. By applying the Fourier Transform to Rxx(τ)
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from Equation 7.8 and substituting for the noise autocorrelation Rφ̃φ̃(τ) from Equa-

tion 7.7, the power spectral density Sg(f) of X(t) due to the generic term is obtained

Sg(f) = BgSNg
(f)BH

g , (7.9)

where SNg
(f) = F(E[ng(t1)ng(t2)]), the superscript H denotes transpose complex

conjugate, and Bg is given by

Bg = (2πjfI − A)−1

[

0 0

0 ω2
s

]

(

∞
∑

k=−∞
δ(f − kfrev)

)

∗Hg(f)

= (2πjfI − A)−1

[

0 0

0 ω2
s

] ∞
∑

k=−∞
Hg(f − kfrev),

where frev is the beam’s revolution frequency, Hg(f) = F(hg(t)) is the frequency

response of the RF station for a particular source and channel, and (2πjfI −A)−1 is

a matrix transfer function characterizing the beam filtering of the noise spectrum.

Extending the analysis to all noise sources and channels, the total spectral density

Sx(f) is given by

Sx(f) =
∑

m

(

Bm
i Sm

Ni
(f)(Bm

i )H +Bm
q Sm

Nq
(f)(Bm

q )H
)

. (7.10)

Then, the square of the equilibrium bunch length σ2
z is given by

σ2
z =

c2

ω2
RF

σ2
φ

= 2
c2

ω2
RF

[

1 0

0 0

]

∫ ∞

0

Sx(f)df (7.11)

since the autocorrelation Rxx(τ) is an even function.

It is obvious from Equations 7.10 and 7.11 that the bunch length depends on

the noise power spectrum injected, filtered by the corresponding RF station and

beam transfer functions as intuitively expected. The aliasing effect of the periodic
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sampling of the accelerating voltage signal can also be seen. This aliasing effect

practically folds the bandwidth of the closed loop RF station response (≈ 300 kHz)

on the band between DC and frev = 11.245 kHz. The aliasing greatly enhances the

effect of the noise on the beam dynamics and multiplies the noise power spectrum by

almost a factor of thirty. From this analysis it also follows that the aliased and loop

shaped noise power spectral density at the synchrotron frequency fs is critical for

the determination of the equilibrium bunch length, as seen from the beam transfer
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Figure 7.2: (Color) Beam Transfer Function during physics defined by [1 0](2πjfI −
A)−1[0 ω2

s ]
T . The resonance is even sharper during injection (longer synchrotron

radiation damping time).

function depicted in Figure 7.2, which shows the relationship between the beam phase

and the sampled cavity phase.

It should be noted that with this treatment, the individual noise sources with

power spectrum density SN(f) can be shaped or colored noise sources. This is an

advantage of this formalism over a similar analysis using the Fokker-Planck equation,

which cannot be extended to colored noise sources, or to white noise sources shaped

by the dynamics of the RF station, as discussed in [64], [65].
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In this treatment we considered a single RF station. It is obvious from this result

that the equilibrium bunch length will depend on the total power sampled by the

beam. By superposition, this will be equal to the sum of the power introduced to the

beam from all the RF stations.

7.4 An Application to Single-bunch Dynamics

Due to the very low synchrotron radiation of the protons in the LHC and the use of

klystrons as final amplifiers in the RF stations, the LHC longitudinal beam emittance

greatly depends on RF station perturbations and noise. Earlier studies [66] have

determined the substantial variation of the LHC bunch length, but have considered

the RF system as a generator in steady state. In this work, RF dynamics are now

included, as well as the aliasing effect of the beam’s periodic sampling of the cavity

voltage on the noise power spectrum.

The equilibrium value of the bunch length can be calculated by evaluating the

integral of Sx(f) as shown in Equation 7.11, by establishing the estimated transfer

function Hg(f) around a linearized operation point, and using the known linearized

beam dynamics defined by matrix A and the injected noise power spectral density

SNg
.

Since it is impossible to separate the contributions to the total cavity noise from

the various noise sources and channels, noise is only injected in one point at a time

during the simulations. For a given estimated transfer function Hg(f) it is then

possible to determine the noise power spectral density SNg
that will achieve σφ(∞) =

σφ(0), thus keeping the initial beam distribution during a store. These values are

a useful metric of the total power injected to the beam for each channel and noise

source. Thus, they are significant of the relative importance of all the sources. This

is very helpful for the analysis of the system performance, since all of the major noise

sources can be modeled by an equivalent white noise source in the bandwidth of the

RF loop.

As a result, different operation points provide different noise levels at the acceler-

ating voltage. The changes of the RF station phase noise floor level due to different
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settings of the LLRF feedback loops are studied, to determine the sensitivity of the

longitudinal beam emittance on various RF parameters. With these results it should

be possible to determine in the future what technical components dominate the noise

level and how changes in digital quantizing choices and analog components impact

the emittance growth.

7.4.1 Transfer Function Estimation: Time-domain Simula-

tion

To determine the transfer function between the noise sources and the phase of the RF

accelerating voltage around a linearized operation point, the time-domain simulation

of the LHC RF station-particle beam interaction presented in Chapter 7 is used.

The time-domain simulation allows a simple representation of analog and digital

components, as well as the inclusion of non-linear elements. By linearizing around

each operation point, it is possible to estimate the frequency domain transfer function.

The close relationship between the LHC and PEP-II RF systems allows the use of

previous experience and tools from PEP-II operations on the LHC studies [7], [67].

Detailed descriptions of the systems have been presented for PEP-II [7] and LHC [59].

The simulation captures the architecture, parameters, technical implementation,

nonlinearities and engineering details of the LLRF and RF systems. Noise effects,

quantizing effects in digital systems, and dynamic range effects could also be intro-

duced. All components shown in Figure 6.2 are included in the simulation. Due

to the computation complexity, it is only reasonable to run the simulation for the

equivalent of tens of milliseconds of real machine time. It is then possible to extract

beam and station parameters to study the longitudinal beam dynamics and the RF

station operation. The time-domain simulation has also been used as a development

environment for the LHC optimization and configuration tools [57], [58].

7.4.2 RF Station Configurations of Interest

Each operation point is defined by the RF station configuration; the set of values for

all the adjustable loop parameters. These parameters are 1) beam parameters, such
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as the beam energy and average beam current, 2) High-Level RF station settings:

the klystron operation point, the cavity voltage, detuning, and loaded quality factor

QL, and 3) the LLRF parameters, Analog/Digital loop gain G, Controller phase φ,

and 1-Turn feedback gain and delay. The choices of values for this work is described

below.

For each operation point, the beam and High-Level RF parameters are predeter-

mined. Based on these operational conditions and the current technical implementa-

tion of the LHC RF system, the LLRF parameters are then adjusted to reduce the

cavity fundamental impedance presented to the beam, while satisfying RF loop sta-

bility requirements. The optimal values are determined for each configuration, using

the same LHC optimal configuration tools as in the real system [57], [58], [68].

Beam Parameters

During normal operations, each of LHC’s rings is filled from the SPS with particles

at an energy of 450 GeV and then ramped to the collision energy (nominally 7 TeV

per beam). There are three interesting stages of the LHC operation: at the beginning

of injection (Io = 0 A), at the end of injection with maximum current at low energy,

and the physics/collision phase at higher energy. The beam and RF station dynamics

change considerably during these steps.

At the nominal current of 0.58 A the LHC klystrons will be operating at approxi-

mately 297 kW close to the maximum value of 330 kW. Therefore, the LHC klystrons

are operated close to saturation. In order to separate possible saturation effects in

this work, studies are conducted at both the nominal current of 0.58 A DC and at

the more conservative value of 0.3 A DC.

High-Level RF settings

For the studies presented in this Chapter, the cavity voltage V and loaded quality

factor QL are set to 1 MV and 20,000 respectively during injection and to 2 MV and

60,000 during the physics phase.

The LHC beam current is irregular around the ring due to the bunch pattern and
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the voltage is kept constant over the turn thanks to the RF and 1-Turn Feedback

systems. If the cavity were to be detuned for minimum klystron power with the

beam present, then the klystron would have to switch between two power levels in

the presence and absence of beam. To minimize klystron power over one turn, the

cavity is set using the half-detuning algorithm during LHC operation [68], [69], [70].

The half-detuning algorithm decreases the instantaneous power of the klystron in the

absence of beam and keeps the klystron power constant during the changes in the

beam pattern. The same scheme is used in the simulations presented in this work.

LLRF parameters

The LLRF parameters adjusted during this work are the feedback gain, the 1-Turn

delay, and the loop phase. The 1-Turn feedback loop gain and phase are not adjusted

during operations, but are set to 20 dB and 0◦ respectively.

Table 7.1 shows the cavity detuning fd and the LLRF parameters for each opera-

tional scenario considered, as described above. It should be noted that G and φ are

reference values that define relative changes to the parameters set in the hardware.

Using the simulation, a 9 dB gain margin was estimated for the 1-Turn feedback loop,

close to the 10 dB value reported during development [71]. The 1-Turn feedback loop

delay τd is optimized during operations. For the simulation the optimal value was

87.8 µs. As expected, the LLRF configuration changes significantly during the LHC

Beam High Level RF LLRF
Conf. Io(A) Vo(MV) QL Pkl(kW) fd(kHz) G(dB) φ

Inj. Beg. 0 1 2e4 139 0 17.44 2.4◦

Inj. End 0.3 1 2e4 149 -2.7 17.44 2.4◦

Physics 0.3 2 6e4 216 -1.35 22.35 5◦

Inj. End 0.58 1 2e4 177 -5.3 17.82 2.6◦

Physics 0.58 2 6e4 298 -2.65 23.3 8◦

Table 7.1: RF and LLRF parameters for beginning/end of injection and physics-
collision configurations considered in this Chapter.

ramp, whereas during injection the LLRF parameters are essentially unchanged (low
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beam loading), and only the klystron forward power shows a noticeable effect.

The LHC optimal configuration tools inject noise to the RF station for a brief pe-

riod of time to characterize the RF station through a transfer function measurement

around an operation point. Due to beam emittance blowup concerns, the optimal

configuration tools will not be used in the presence of beam according to the the

current operational plan. As a result, with the current operation plan the LLRF is

optimized with no beam before injection, and then the LLRF is kept at the same

settings throughout the LHC operation, thus significantly reducing the performance

of the RF station compared to a situation where the parameters are adjusted at each

stage. To estimate the effect of this operational scenario, the simulation is run using

the optimal LLRF parameters calculated at Io = 0 but at the physics configuration

with Io = 0.3 A. The results are reported under ”Non-optimal Physics”. In a hypo-

thetical scenario, it would be possible to estimate the optimal LLRF parameters for

physics/collision using the simulation, and then use those settings during injection,

ramping, and physics. This scenario will have reduced performance at injection, and

the corresponding results are reported as ”Non-optimal Injection End”.

7.4.3 Noise Thresholds for Longitudinal Beam Diffusion

To determine the noise power threshold at the output of the LLRF and the modula-

tor, the simulation is set to the configurations of interest and the estimated transfer

function Hg(f) between the noise (i or q) and the phase of the cavity voltage is mea-

sured. As described in Equation 7.1, the transfer functions for all sources and channels

should be measured for each operational condition. The estimated transfer function

between the RF accelerating voltage phase and the noise at the q channel at the input

of the modulator is shown in Figure 7.3 as an example. Assuming a wideband noise

source of power constant spectral density (Nm)2 for source m, Equation 7.11 can be

simplified to

σ2
z =

2c2

ω2
RF

(Nm)2
∫ ∞

0

Bm(Bm)Hdf (7.12)
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Figure 7.3: (Color) The estimated transfer function between the RF accelerating volt-

age phase and the noise at the q channel at the input of the modulator φcav(f)
nMod
q (f)

(rad/V ).

Then, it is possible to estimate the ratio between the phase modulation in the RF

accelerating voltage and the noise source for each of the configurations. This ratio is

calculated using the estimated transfer function from the whole band which is aliased

over the frequency band from the RF operating frequency out to the first revolution

harmonic following Equations 7.9, 7.10, and 7.11.

The power spectral density N2
o for one channel in a single RF station that achieves

an equilibrium bunch length equal to the initial condition for source m, can be cal-

culated using this information, so that it is possible to calculate the noise spectral

density for each source that achieves that bunch length

N2
o =

σ2
zoω

2
RF

2c2
∫∞
0

Bm(Bm)Hdf

for σzo equal to 11.24 and 7.55 cm during injection and physics respectively. The

results of these calculations for all the configurations of interest are shown in Table

7.2 and 7.3 for injection and physics configurations respectively. As expected, the
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Configuration VModulator VLLRF

i q i q
Inj. Begin 72.8 7.9 32.7 1.3

Inj. End 0.58A 82.5 8.4 9.2 1.2
Inj. End 0.3A 98.2 8.0 16.6 1.3

Non-Optimal Inj. End 0.3A 33.2 6.4 2.1 0.57

Table 7.2: Modulator and LLRF noise threshold in pV/
√
Hz for injection configura-

tions. These values correspond to the RF settings shown in Table 7.1.

Configuration VModulator VLLRF

i q i q
Physics 0.58A 1.05 0.27 0.03 0.018
Physics 0.3A 2.41 0.18 0.12 0.018

Non-optimal Physics 0.3A 2.11 0.21 0.36 0.029

Table 7.3: Modulator and LLRF noise threshold in µV/
√
Hz for physics configura-

tions. These values correspond to the RF settings shown in Table 7.1.

noise threshold is significantly lower for the injection configurations, since the syn-

chrotron radiation damping is more than three orders of magnitude lower. The very

low thresholds for the injection configurations are not a reason for concern though,

since the beam is kept in this condition for a short time. On the other hand, the

large sensitivity on the synchrotron radiation and consequently on the beam energy

levels implies that the planned low energy operation at 3.5 TeV will reduce the noise

threshold limits. Furthermore, one can see the wide variation with RF configuration

and input channel (i or q), as expected from the synchronous phase of ≈ 180◦. Ta-

ble 7.2 shows the impact of the different configurations: the LLRF noise threshold is

scaled by a factor of two when the LLRF is operated with the physics configuration

during injection (the noise threshold decreases to 0.57 pV/
√
Hz from the optimal

1.3 pV/
√
Hz). Using the non-optimal configurations lowers the noise threshold as an-

ticipated. On the other hand, in Table 7.3 there is a factor of 1.6 increase of the noise

threshold when the LLRF is operated with the injection settings during physics (from

0.018 to 0.029 pV/
√
Hz). This small increase though results in a substantial cost to
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beam stability, since the LLRF gain – and consequently the fundamental impedance

reduction – is now reduced by 5 dB.

As explained above, these results correspond to only one active noise source and

channel at the time. They also represent only one of the eight stations per beam.

Therefore, a scheme has to be devised to determine the final threshold. It is straight-

forward to show that the total power spectral density at the accelerating voltage

phase is given by the sum over all channels and sources. Assuming uncorrelated

wideband noise sources of varying constant spectral densities and using Equation 7.1,

Equation 7.12 becomes

σ2
z = 8

2c2

ω2
RF

∑

m

(Nm)2
∫ ∞

0

Bm(Bm)Hdf

σ2
z

σ2
zo

= 8
∑

m

(Nm)2

(Nm
o )2

(7.13)

Therefore, the values presented in Tables 7.2 and 7.3 provide the weighting coefficients

for the contributions of the individual noise sources to the equilibrium bunch length.

As such, the noise contributions are dominated by the source with the lower threshold

or with a significantly higher noise power.

Equation 7.13 can be very helpful for the system designer, since the values Nm

can be set based on the technical challenges related to reducing the noise levels of

each source. These noise levels define the design specifications for the LLRF and

Modulator boards and can be compared with the expected noise levels of the archi-

tecture. Dedicated measurements will be necessary to compare with the noise of the

actual implementation and verify the calibration of the simulation signals.

Some initial measurements of the noise spectrum at the output of the LHC LLRF

Feedback system are shown in Figures 7.4 (wideband) and 7.5 (narrowband) 1. These

measurements were conducted with the LLRF feedback board input terminated to 50

Ω. These noise levels should be comparable to the levels at the input of the Modulator.

1The source of the spectral lines in these figures has not been identified. Even though they
show up consistently in this pickup, they do not correlate with signals in the cavity probe. More
measurements in the absence of beam or with the RF input terminated could help determine the
source of these spectral lines or show that they are an artifact of the processing
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Figure 7.4: Noise power spectral density at the output of the LHC RF Feedback for
channel Q(wideband).
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Figure 7.5: Noise power spectral density at the output of the LHC RF Feedback for
channel Q(narrowband).
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The value of approximately 7 µV/
√
Hz in the bandwidth of the accelerating cavity is

higher than the thresholds in Table 7.3, so a slow growth of longitudinal emittance is

anticipated.

7.5 Multi-bunch Stability Studies

Various studies have been conducted to evaluate the longitudinal coupled-bunch in-

stabilities at the LHC [72], [73]. These studies do not include the cavity fundamental

impedance nor consider the effect of the LLRF impedance reduction feedback system

though. Using the time-domain simulation and related models presented in Sec-

tion 7.4, it is possible to estimate the effective impedance presented to the beam by

the RF station for any configuration. The coupled-bunch instabilities can then be

computed to study the bunch centroid stability, position, and motion due to multi-

bunch coupling as a function of the RF configurations.

An advantage of the time-domain simulation approach is the ability to vary indi-

vidual LLRF feedback parameters and determine their effect on the beam stability.

As a result, the sensitivity on individual RF parameters can be estimated, and the

possible tradeoffs between beam and RF station stability can be investigated. The

related results are presented in Subsection 7.5.2.

Impedance reduction is of fundamental importance at the LHC since there is

no dedicated bunch-by-bunch longitudinal feedback system. The substantial bunch

length leads to stability through Landau damping. The effective cavity impedance

though depends strongly on the LLRF configurations. In this section, the coupled-

bunch instabilities are investigated as a function of the LLRF configurations to de-

termine the stability margins for the LHC.

The effective cavity impedance is computed using a linearized model of the RF

station and LLRF feedback around the operation point [47], based on the system

operating points determined from the nonlinear simulation tools. For operation with

Vo = 2 MV and Q = 60 k, the analog/digital loop and the 1-Turn feedback provide a

reduction of the superconducting cavity impedance of about 50 dB around mode 0,

as expected.
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Figure 7.6: Modal Growth Rates for configuration Injection End 0.3 A with 1-Turn
Feedback (OTFB) on or off.

Using the estimated impedance and assuming a gaussian bunch, the growth rate

σl and tune shift ∆ωl can be computed for each coupled-bunch mode l [74]

σl + j∆ωl =
ηqIo

2β2ωsEoTo

∞
∑

p=−∞
Z(ω)ωeσ

2
τω

2

(7.14)

where η is the slip factor, q is the charge of a proton, Io is the DC beam current, β is

the ratio of the particle speed to the speed of light, ωs is the synchrotron frequency,

Eo is the beam energy, To is the revolution period, Z is the estimated RF station

impedance contributed from all 8 stations per beam, and στ the bunch length in time

units. The impedance is evaluated at frequencies ω = (ph + l)ωo + ωs with ωo the

angular revolution frequency, h the harmonic number, l the mode number, and p any

integer. Figures 7.6 and 7.7 show an example of the resulting modal growth rates

and tune shifts for configuration Injection End 0.3 A with the 1-Turn Feedback on

or off. The reduction of the growth rates and tune shifts for all lower order modes –



CHAPTER 7. LHC LONGITUDINAL BEAM DYNAMICS STUDIES 124

−40 −30 −20 −10 0 10 20 30 40
−0.015

−0.01

−0.005

0

0.005

0.01

0.015

Mode Number

T
un

e 
S

hi
ft 

(H
z)

 

 
OTFB Off
OTFB On

Figure 7.7: Tune shift for configuration Injection End 0.3 A with 1-Turn Feedback
(OTFB) on or off.

except for mode 0 – is evident.

7.5.1 Stability Criterion

The interaction between the cavity fundamental impedance and the beam produces

growth rates in the order of seconds when the LLRF feedback system is operating.

Even though these growth rates are very slow – tens of thousands of turns – they are

critical, because the synchrotron damping time is in the order of hours (approximately

50,000 and 13 hours for injection and physics respectively). Since there is no bunch-

by-bunch feedback system, stability is determined by Landau damping – a physical

process which stabilizes the otherwise unstable ensemble of oscillating particles due

to a spread of their natural frequencies caused by the non-linearity of the RF voltage.

To determine stability, the criterion defined in [75], [76], [77] is used with the same

safety margins:

σl <
∆ωs

4
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where ∆ωs is the synchrotron frequency spread within the bunch. The synchrotron

frequency spread is given by

∆ωs = ωs
π2

16
(
hL

2πR
)2

where h = 35640 is the harmonic number, L is the total bunch length (4σz), and

R = 4242.893 m is the LHC radius. Since the LHC rms bunch length is 11.24 and

7.55 cm during injection and collision respectively, ∆ωs/4 is equal to 1.19 and 1.55

for these two cases.

The growth rate of the most unstable mode σmax and the maximum tune shift

∆fmax for each configuration are reported in Table 7.4. Comparing the results from

Configuration σmax (s−1) ∆fmax (Hz)
Inj. End 0.58 A 0.055 0.0071
Physics 0.58 A 0.0041 0.0011
Inj. End 0.3 A 0.033 0.0047
Physics 0.3 A 0.0061 0.0009

Non-optimal Inj. End 0.58 A 0.083 0.0099
Non-optimal Physics 0.3 A 0.019 0.0044

Table 7.4: Growth Rates of the most unstable mode and maximum tune shifts for
each configuration, with the 1-Turn Feedback on.

Table 7.4 with the threshold margins of 1.19 and 1.55 for injection and physics, the

fastest growth rate is at least a factor of twenty smaller than the stability criterion

threshold for all configurations. It is also obvious that the configurations at physics

have lower growth rates than those at the end of injection due to the almost twenty-

fold increase in beam energy. It should be mentioned that the estimated impedance

driven tune shifts are insignificant compared to the frequency spread due to the non-

linearity of the RF voltage.

It is important to note the significant effect that changes of the LLRF configuration

can have on the modal growth rates, as can be seen for the almost threefold increase in

growth rates with the non-optimal configurations. Even though the stability threshold

is not crossed, it is important to notice the importance of the optimal LLRF tuning
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not only for the RF station stability, but also for beam stability. The tuning can be

even more critical for lower beam energies. As seen from Equation 7.14, the growth

rates are inversely proportional to the beam energy Eo. During the initial LHC runs,

the beam energy has been and will be kept at much lower levels than the nominal 7

TeV. To maintain the margin level calculated above, the current Io should be scaled

similarly. For example, an LHC configuration with the nominal current of 0.58 A

at an energy of 1 TeV will cause coupled-bunch instabilities with growth rates seven

times higher than those presented in Table 7.4, and would probably lead to beam loss.

Once again, operation at lower energies can have negative effects on the longitudinal

beam dynamics.

7.5.2 Growth Rate Sensitivity to LLRF Parameters

One of the important features of the LHC time-domain simulation is the ability to

study alternative configurations of the RF and LLRF system, without requiring time

from the real machine. As such, it can be used to analyze the sensitivity of the modal

growth rates to variations of the LLRF parameters. These studies provide insight on

the limits of the implementation, on the operational margins, and on the parameters

most essential to reliable operations.

Using the configuration at the end of injection with a beam current of 0.3 A as

a reference, each of the following parameters were modified separately to understand

their impact in the interaction between the RF station and the beam dynamics:

Cavity detuning fd, Analog/Digital loop gain G, Controller phase φ, and 1-Turn

feedback loop gain Gc and phase φc. The variations on each case were determined

to correspond to reasonable variations over a run. The system’s impedance and

corresponding growth rates were estimated for each case. The growth rates of the

fastest growing mode for each case are reported in Table 7.5. It is interesting to

see the considerable beam stability dependence on the Controller phase and the 1-

Turn feedback phase. A six-fold increase of the growth rates with a Controller phase

rotation of 10◦ reduces the margin of operation to a factor of three, which then limits

the maximum reliable current for energy levels lower than 7 TeV. This analysis shows
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Parameter Adjustment Growth Rate Change
Nominal Value - 0.033 -

fd ±1 kHz 0.038/0.028 +15/− 15%
G ±3dB 0.028/0.043 −16/+ 31%
φ ±10◦ 0.23/0.19 + 590/+ 490%
Gc ±3 dB 0.026/0.039 −20/+ 20%
φc ±10◦ 0.12/0.10 +270/+ 220%

Table 7.5: Growth Rate Sensitivity on LLRF parameters.

the critical importance of careful tuning of the LLRF in cases where the beam stability

margin is limited.

It is not surprising that there are changes in LLRF parameters that improve

beam stability. The LLRF is tuned in a manner that maximizes the stability of both

the beam and the RF-LLRF loop. For example, the cavity detuning fd is set to

minimize the average klystron power. The Analog/Digital loop gain as well as the

1-Turn feedback loop gain are set to achieve predetermined gain margins. Therefore,

a trade-off exists between beam and loop stability.

A similar study was performed for variations of the 1-Turn feedback delay. The

total delay in the 1-Turn feedback loop is set by a coarse delay of 100 ns increments,

and a fine delay of 10 ps increments. In our study, no considerable effects on the

estimated growth rates were experienced even when the delay was changed by a few

hundred ns (corresponding to multiple taps of the coarse setting). On the other hand,

a shift of even a few tens of nanoseconds is sufficient to bring RF station instability.

Thus, optimal tuning of the 1-Turn feedback delay might not be critical for beam

stability directly, but it is essential for RF station stability, and consequently for

reliable operation with beam.



Chapter 8

RF Noise Effects on LHC Beam

Diffusion

The theoretical formalism presented in Section 7.3, suggests that the noise experi-

enced by the beam depends on the cavity phase noise power spectrum, aliased due to

the periodic sampling of the accelerating voltage V by the beam. Additionally, the

dependence of the RF accelerating cavity noise spectrum on the LLRF configurations

has been predicted using the LHC time-domain simulations and models described in

Chapter 6. In this Chapter, measurements at the LHC supporting the above theo-

retical formalism and simulation predictions are presented [78], [79].

Section 8.1 briefly describes the RF system with an emphasis on beam diffusion.

Section 8.2 presents the noise generating RF components, and identifies the element

that dominates the longitudinal beam emittance blowup effects. Quantitative ex-

periments of the beam diffusion dependence on RF noise are shown in Section 8.3.

Section 8.4 includes an element-wise study of the RF Feedback noise contributions.

Finally, Section 8.5 studies the LLRF noise dependence on the controller gain settings

and compares the LLRF noise spectrum estimated by the time-domain simulations

with data from LHC.

128



CHAPTER 8. RF NOISE EFFECTS ON LHC BEAM DIFFUSION 129

8.1 System Description

A simplified block diagram of the LHC RF system is shown in Figure 8.1. The el-

ements in green have been described in Section 6.2.1. The LLRF feedback system

RF
cav.

Supply

Klystron

Power

Klystron
Polar Loop Modulator

V

DemodLLRF boards Beam

Beam
Phase Loop

Phase
Detector

Setpoint

φ

10 MHz Master

Oscillator
Local

Oscillator

RF Reference
400 MHz

Σ

Figure 8.1: Simplified block diagram of the RF system with Beam Phase Loop.

processing takes place in baseband. A 400.8 MHz RF reference signal is created

by the Local Oscillator to modulate/demodulate the baseband signals to/from RF

frequencies. The RF reference is created from a 10 MHz Master Oscillator, which

synchronizes the LHC with the Super Proton Synchrotron (SPS) and Proton Syn-

chrotron (PS). The Beam Phase Loop (BPL) is a narrow bandwidth loop that acts

on the Local Oscillator to achieve damping of mode zero beam motion around the

synchrotron frequency. As such, it damps out longitudinal motion around the syn-

chronous phase, motion driven by noise in the RF system or other mechanisms. The

bandwidth of the BPL is limited by the revolution frequency frev of 11.245 kHz.

The input to the BPL is the beam phase error signal φ, a measure of the average

deviation of the phase difference between the beam and the cavity sum over a turn.

The BPL processes φ to control the phase of the Local Oscillator so that φ is reduced
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around the synchrotron frequency fs. The BPL includes an adjustable gain and does

not act around DC. The substantial reduction with the BPL on is shown in Figure 8.2,
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Figure 8.2: Beam 1 phase error with BPL on/off.

which shows the spectrum of φ with the BPL open or closed. With the BPL open

there is a substantial phase difference at the synchrotron frequency of about 23 Hz

due to the synchrotron oscillations.

8.2 RF Noise Dominating Component

Before studying the effect of the accelerating cavity phase noise on the longitudinal

beam emittance, it is important to determine the RF components that impact the

accelerating cavity noise spectrum. Initial measurements of the power spectral density

of the accelerating cavity phase noise during operations with 3.5 TeV beam showed

that the noise noise is dominated by the RF reference up to about 300 Hz, and

the LLRF controller at higher frequencies. The LLRF controller has an almost flat

frequency spectrum up to the bandwidth of the cavity (≈ 300 kHz). The noise from

the LLRF electronics increases as 1/f for frequencies lower than about 50 kHz, but

the reference noise dominates for frequencies less than frev and this effect is not seen.
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Measurements were first conducted with the BPL off. Figure 8.3 shows the phase

noise of the Beam 2 cavity sum signal and the 400.8 MHz reference (not regulated by
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Figure 8.3: Beam 2 cavity sum and RF reference-BPL OFF

the BPL. Available at the LLRF crate), and the 10 MHz reference. It is obvious from

this figure that the cavity sum noise follows the 400.8 MHz reference up to approxi-

mately 300 Hz. At higher frequencies, the noise is dominated by the LLRF controller.

This separation is of course applicable only to this specific technical implementation.

Even though the 10 MHz noise levels are very low, they are scaled by a factor of 40

during the up-conversion in the Direct Digital Synthesizer (DDS), corresponding to

the 32 dB seen in the figure.

Since the BPL acts on the RF reference around the synchrotron frequency, an

improvement of the noise spectrum around fs is anticipated with the BPL closed.

Figure 8.4 shows this phase noise reduction around the synchrotron frequency of

about 23 Hz due to the BPL. It is interesting to note the increase of the noise levels

outside a narrow band around fs and up to the 11.245 kHz bandwidth of the BPL.

This increase depends on the BPL gain as will be shown in the next Section. It is
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Figure 8.4: Beam 2 cavity sum with BPL On/Off

also important to see that the cavity sum signals are identical outside this bandwidth

independently of the state of the BPL, as expected since the LLRF dominates at

these frequencies and its configuration has not changed.

8.3 Beam Diffusion Dependence on RF Noise

Bunches of initial length of about 11 cm are injected to the LHC and reduced to

about 7.5 cm during the energy ramp. During the long store, the bunch diffuses lon-

gitudinally due to intrabeam scattering and RF noise. The Fokker-Planck formalism

is used often to describe the latter effect [66], [80]. This formalism though cannot be

applied to colored noise sources and does not include the aliasing effect due to the

beam periodicity.

Equation 7.13 was developed in Chapter 7 to estimate the equilibrium bunch
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length σz. For simplicity, Equation 7.13 can be rewritten as

σ2
z = 2

c2

ω2
RF

∫ ∞

0

(

Hbeam(f)

∞
∑

k=−∞
Hg(f − kfrev)

)2
SN(f)df (8.1)

where SN(f) is the the power spectral density of the RF noise sources, Hbeam(f) is

the beam response, Hg(f) the loop response, ωRF the RF angular frequency, and c

the speed of light. The summation represents the aliasing of the spectrum due to

the periodicity of the beam. The term
(
∑∞

k=−∞Hg(f − kfrev)
)2
SN(f) represents the

accelerating cavity phase noise. This equation applies to one source of noise in the

RF system. By summing over all the possible sources, or referring all the noise to

one point in the system it is possible to compute the equilibrium bunch length for

any RF configuration as was shown in Section 7.4.3.

Since the beam is a very high Q resonator at the synchrotron frequency fs –

as shown in Figure 8.5 – the beam sampled power Pn is dominated by the noise
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Figure 8.5: LHC beam response.

power spectral density around fs + k · frev where frev is the revolution frequency and

k an integer. The phase power spectral density of the LHC cavity 2 for Beam 1

(cavity 2B1) is shown as an example in Figure 8.6. The beam sampling frequencies
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Figure 8.6: Cavity phase noise for cavity 2B1 with 1.5 MV, Q of 60k, 3.5 TeV beam.

for k ∈ [0 4] are marked for reference. The total power Pn is in fact dominated by

the low frequency noise around fs introduced by the RF reference. During all the

measurements presented in this work, at least 98% of the noise power was attributed

to the single contribution at fs. Therefore, the RF reference is the single dominating

noise contribution to LHC beam diffusion for this particular technical implementation.

Dedicated measurements were conducted to better quantify the relationship be-

tween the sampled noise power and the bunch length, and also to better understand

the effect of the BPL. During these measurement, the LHC was operating at 3.5 TeV,

with a non-colliding, single bunch of 9 109 intensity per ring. The BPL gain was var-

ied, which had a significant effect on the noise power spectral density around fs, and

consequently the noise power sampled by the beam. The wideband spectral density

for cavity 6 of Beam 2 (cavity 6B2) is shown in Figure 8.7, as a function of the BPL

gain. Figure 8.8 shows the same measurement enlarged around fs. Increasing the

BPL gain clearly decreases the noise at fs.

Figures 8.9 and 8.10 show the effect of the BPL gain settings on the longitudinal

bunch length for Beam 1 and 2 respectively1. The growth rate of the longitudi-
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Figure 8.7: Cavity 6B2 noise spectral density with BPL gain.

nal bunch length can be approximated from these figures. Using Equation 8.1, the

measured accelerating voltage noise spectrum, and the known beam response, it is

then possible to compute the estimated equilibrium bunch length for each setting and

compare with the bunch length growth rates. The results are presented in Table 8.1

for Beam 1 and Table 8.2 for Beam 2. One can see the clear correlation between

BPL gain σz (cm) dσz/dt (cm/hr) rms RF Station
Noise (mrad)

1125 6.4 0.14 3.3
562.5 3.5 0.17 2.2
70 4 0.19 1.9
10 9.1 0.53 2
2 12.1 2.36 1.8
0 16 3.20 1.9

Table 8.1: Bunch Growth Rate Dependence on BPL gain and Noise Power for B1

the scaled bunch length as estimated by Equation 8.1 and the longitudinal emittance

growth, as expected by the developed theoretical formalism2. The rms RF station

1Bunch length data used in this work were provided by the Beam Quality Monitor (BQM) [81].
The BQM reports the 4σ bunch length assuming a gaussian bunch.

2The first estimated bunch length entry shown in italics in Table 8.1 seems unreasonably high.
The reason for this discrepancy is the limited instrument resolution, as seen in Figure 8.8.
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Figure 8.8: Cavity 6B2 noise spectral density with BPL gain.
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Figure 8.9: B1 Bunch Length with time.



CHAPTER 8. RF NOISE EFFECTS ON LHC BEAM DIFFUSION 137

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
3

3.5

4

4.5

Time (s)

B
un

ch
 L

en
gt

h 
(c

m
)

 

 

Data
G = 1125
G = 281
G=140
G=0
G=20
G=5

Figure 8.10: B2 Bunch Length with time.

phase noise is computed by integrating the phase noise spectrum as shown in Fig-

ure 8.7. This value is also reported to show that it is not a valuable metric for beam

dynamics performance, contrary to common practice.

For a BPL gain of more than approximately 30, there is no significant improvement

in beam diffusion. More careful studies will be necessary to exactly quantify this level.

There are two reasons for this effect: first, the beam phase loop gets saturated, and

second, the longitudinal emittance growth due to intrabeam scattering of about 0.08

BPL gain σz (cm) dσz/dt (cm/hr) rms RF Station
Noise (mrad)

1125 4.6 0.10 3.1
281 5.1 0.11 2.2
140 7.2 0.15 2.1
20 8.1 0.32 2
5 13 1.42 2.1
0 18.2 2.74 2.2

Table 8.2: Bunch Growth Rate Dependence on BPL gain and Noise Power for B2
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cm/hr becomes comparable to the RF noise induced growth [82], [83] for high gain

settings. Finally, the bunch length growth for Beam 1 seems to be higher than that

of Beam 2 for the same levels. This discrepancy is probably due to the limited

accuracy of the noise estimation as shown in Figure 8.8 or of the bunch length growth

estimation shown in Figures 8.9 and 8.10.

8.4 LLRF Feedback Noise

It is obvious from Section 8.3 that the RF reference noise dominates the longitudinal

emittance growth. Studies are being conducted to identify alternative technical local

oscillator implementations to reduce this effect. If a reduced noise RF reference

distribution is successfully developed, the noise from the LLRF feedback system would

be very important for these considerations, especially since the beam samples the

accelerating cavity phase noise almost thirty times in the closed loop bandwidth

of the cavity (frev = 11.245 kHz, closed loop bandwidth approximately 300 kHz).

Therefore, a better understanding of the LLRF Feedback noise contributions and its

dependence on the controller gain settings could become essential. Studies relating

to the LLRF contributions are presented in this section, whereas results showing the

effect of the controller settings are reported in Section 8.5.

The LLRF feedback modules are simplified in the block diagram shown in Fig-

ure 8.11. There are two main modules, the Analog and Digital module. Each module

includes a demodulator to transform the RF cavity signal to baseband and an at-

tenuator to adjust the controller gain. In the digital module, the processing includes

an Analog to Digital Converter (ADC) and an FPGA. Because of the limited range

of the demodulators, the high RF cavity signal is attenuated significantly before the

demodulation. To recover the loop gain, a large gain stage follows the demodulation.

There are multiple electronic components with very diverse noise specifications.

For this analysis and due to the topology of the switches, all the LLRF noise sources

are referred to four groups: the Analog feedback path with rms noise y2, the Digital

feedback path up to the switch with rms noise x2, the Digital to Analog Converter
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Figure 8.11: RF Feedback block diagram.

(DAC) with rms noise z2, and the backend processing (summing junction and ampli-

fiers) with rms noise w2. Based on this model, the total noise power can be modeled

as

N2 = G2
analogy

2 +G2
digital(x

2 + z2) + w2.

By terminating the input of the RF Feedback, switching the analog and/or digital

path on and off, and adjusting the gains Ganalog and Gdigital, it is possible to deter-

mine the contributions from each one of these four components. Table 8.3 presents

the estimates from these measurements. It is obvious that the Digital and Analog

Digital (x) Analog (y) DAC (z) Backend (w)
2.2 3.6 0.25 0.28

Table 8.3: Component wise contribution in mV rms.

modules dominate the noise contributions. Figure 8.12 qualitatively confirms the

measurements from Table 8.3. It shows the noise spectrum at the RF Feedback Out-

put with different switch positions when the input is terminated. The noise level is

significantly lower when both the analog and digital path are turned off. This figure

also shows the 1/f noise from the LLRF electronics.
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Figure 8.12: Noise at the RF Feedback Output with different switch positions.

Similar values were estimated by cascading the noise contributions of the electron-

ics from the detailed layouts. This study also identified the most significant electronics

components for the noise characteristics of each of the two dominant modules. The

dominant components on the digital path are the differential amplifier driving the

ADC, and the digitizing noise of the ADC. For the analog path of the RF feedback

the noise level is dominated by the large gain stage in the last stage of the analog

demodulator3.

It is expected that as the controller gain is reduced, the noise levels would be

initially reduced almost linearly with gain. As the gain gets lower though, the backend

components would start dominating. This effect is visible in Figure 8.13 where the

controller gain is set to 0, 10, 20, and 31 dB and the RF Feedback input is terminated.

These studies provide a lot of insight on the performance of the LLRF system. If

an alternative RF reference implementation is developed, the settings of the LLRF

will strongly affect beam diffusion levels. Furthermore, this insight on the interplay

between layout and component specifications will be very useful for noise budgeting

3Figure 8.1 shows a single demodulator, but in the actual implementation there are two similar
systems, one for each path as shown in Figure 8.11.
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Figure 8.13: Noise at the RF Feedback Output as a function of controller gain.

in future LLRF systems.

8.5 LLRF Feedback Noise Dependence on RF Feed-

back Gain Settings

The LHC time-domain simulations were initially validated through transfer function

measurements [84]. These measurements though do not fully capture the dynamics

performance of the system. Using the noise levels for the LLRF components presented

in Section 8.4 in the simulation, it was possible to estimate the cavity phase noise

spectrum due to the LLRF for various RF feedback gain settings and compare with

measurements from the physical system. Figure 8.14 shows the clear dependence of

the wideband noise spectrum on the LLRF gain settings, as well as the close agreement

of the LHC simulations with the measurement for the various gain settings, covering

the full scale of operation. Since the RF reference noise contribution is not modeled

in the simulation, there is a discrepancy at very low frequencies when the reference

is the dominating noise source. The bump at 250 kHz is being investigated.
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Figure 8.14: Cavity phase power spectral density with controller gain setting from
4B2 (solid lines) and simulation (dashed lines).

It is obvious from this figure that the simulation provides a good representation of

the noise power spectrum of the RF cavity for frequencies higher than a few kHz. As

such, it can be very useful in predicting the system behavior for various RF configu-

rations, estimating the coupled-bunch instabilities, and determining the contribution

of the phase noise to beam diffusion around fs + k · frev for k > 0.



Chapter 9

Conclusions and Future Research

Directions

This dissertation focused on the RF station-beam dynamics interaction in circular

accelerators through the use of time-domain simulations and models. These tools

allowed the study of very different performance limiting beam dynamics effects for

PEP-II and LHC.

Chapters 2 and 3 presented the background on beam dynamics and its interac-

tion with the RF station. The longitudinal beam dynamics in circular accelerators

is mainly defined by the beam current interaction with the accelerating RF stations.

For stable operation, LLRF feedback systems are employed to reduce the fundamen-

tal cavity impedance and regulate the accelerating voltage. The LLRF operational

choices have implications for the dynamics and stability of the both the RF systems

and the particle beam.

The theoretical study of the RF station-beam interaction is difficult due to the

complexity of the multiple feedback loops, the non-linear nature of the system, and

the complicated multi-dimensional parameters space. A solely experimental approach

would not only require a lot of machine time and suggest risks for system components,

but also would not allow for an arbitrary variation of system parameters. Therefore,

a time-domain simulation was developed to study and gain insight into this system,

as described in Chapter 4.
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The time-domain simulation was first exploited to study longitudinal coupled-

bunch instabilities at PEP-II, a performance limiting effect. Studies of various op-

erational choices, estimates of current limits, and the effectiveness of upgrades and

alternative algorithms were presented in Chapter 5.

The similarity of the PEP-II and LHC RF architectures motivated the develop-

ment of the LHC time-domain simulation, as shown in Chapter 6. The limiting beam

dynamics effect at LHC though is quite different. The studies of the longitudinal

beam diffusion at LHC in Chapter 7 increased the understanding of the phenomenon.

Measurements presented in Chapter 8 helped identify the limiting RF component for

machine performance.

These models and simulations can be readily adaptable to other accelerators,

implementations, and beam dynamics. Examples of design studies for HOM driven

instabilities and for PEP-X are included in the Appendix A and B .

9.1 Main Contributions

As part of this work, the following essential components for the study of the RF

station-beam dynamics interaction were developed:

1. Theoretical formalisms and models that determine the longitudinal beam dy-

namics based on the LLRF implementation

2. Numeric time domain simulations that capture the dynamic behavior of the

RF station-beam interaction allowing system studies without spending machine

time

To validate these models and simulations, measurements were conducted at PEP-

II and LHC. Through this work, we gained great insight of the RF station-beam

interaction which allowed us to implement upgrades leading to significant performance

improvement and could help with the design of future systems, for the layout, noise

allocation, and specification of technical components [41].

The PEP-II studies helped us develop new algorithms for impedance reduction

(comb phase rotation), identify big impact upgrades (klystron driver amplifiers),
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achieve reliable machine operation, and finally reach a world record current of 3213

mA in the LER. Estimates of current limits due to operational considerations and

coupled-bunch instabilities growth rates were computed for a variety of operational

scenarios, helping plan the machine operations.

With the LHC simulation, models, and developed theoretical formalism, we esti-

mated the effect of RF configurations, alternative designs, and next generation sys-

tems on the LHC longitudinal dynamics. Coupled-bunch instabilities were estimated

and stability of the system up to nominal energies and currents is anticipated. The

studies of the longitudinal beam diffusion helped identify the RF reference as the

single performance limiting component. A major contribution was the development

of a theoretical formalism relating the bunch length with the beam dynamics and

the RF station configuration and noise sources, which was validated through LHC

measurements and can help predict the effect of future technical implementations on

beam diffusion. Finally, the developed RF station configuration and optimization

tools were initially time saving and eventually imperative for LHC operations due to

the no-access policies after the LHC incident of September 2008.

9.2 Future Research Directions

The RF station-beam dynamics interaction simulation, models, and theoretical for-

malisms have been used for extensive studies of two circular accelerators (PEP-II,

LHC) and for design studies for the PEP-X light source. Studies of any possible

configuration, new algorithm, or next generation system for the existing machines or

for proposed future machines is possible with the tools developed in this dissertation.

These techniques and models were developed towards the end of the PEP-II op-

erations and they were also helpful during the commissioning of the LHC. In both

cases, it was not possible to change the design due to the timing of the contribution.

It would be very interesting to see the influence of these models on the design of a

future system.

In particular, estimates of the performance improvements and limitations of an all

digital implementation of the LLRF could be very useful for future machines or LHC
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upgrades [85]. Noise allocation studies for such an implementation could provide

a very useful tool for the next generation system designers. An all digital imple-

mentation is a more robust and flexible solution for the LLRF implementation while

allowing for the addition of diagnostics and multi-user operation. A digital LLRF

is also not susceptible to temperature drifts, channel crosstalk, and long transport

distortion, contrary to an analog implementation. The longer latency, the sensitivity

to clock jitter, and the complexity of programming though limit the digital imple-

mentation. But, compared to the total loop delay, the fractional delay increase of a

digital implementation is not significant. For example, the total loop delay for the

LHC is 600 ns; the klystron alone contributes 130 ns. The existing analog loop at

the LHC introduces 15 ns of delay. Communication grade ADCs though have latency

of only 35 to 60 ns [86], so the increase due to the ADC and the processing delay

of the FPGA would not significantly increase the total loop delay. The digital im-

plementation effect on performance could be studied with the existing models and

simulations.

It would also be interesting to use the simulation to determine the system sensi-

tivity to imperfections in the technical implementation, such as the channel crosstalk.

Subsequently, a threshold amount or a budget for these imperfections could be esti-

mated.

There are also many applications at LHC still to be explored. A methodology

is currently being developed to inject noise at specific frequencies and with varying

amplitudes at the LHC accelerating cavities. With this capability, it will be possible

to better quantify the relationship between the RF noise and longitudinal emittance

blowup, and in particular test the synchrotron frequency resonance and the effect of

the aliasing due to the beam periodic sampling of the accelerating voltage.

Our earlier measurements identified the RF reference (Local Oscillator distribu-

tion) as the dominating component affecting the beam diffusion. Studies could be

conducted to identify alternative technical LO implementations to reduce this effect

and then evaluate their anticipated performance improvement with the developed

tools.

A limitation of the beam diffusion theoretical formalism is the estimation of the
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equilibrium bunch length for each RF configuration. Even though the equilibrium

bunch length is indicative of the bunch length growth rate, it would be helpful to

improve the formalism to estimate the time evolution of the bunch length growth.

The coupled-bunch instabilities studies for the LHC were conducted at the nominal

energy of 7 TeV. Since the updated LHC schedule calls for 2 years of operation at 3.5

TeV, it would be useful to repeat these studies at the lower beam energy, in particular

since the instabilities’ growth rates are inversely proportional to the beam energy.

The particles at LHC are injected at 450 GeV and then accelerated to the oper-

ational energy of 3.5 or 7 TeV. During this energy ramp, the synchrotron frequency

crosses the 50 Hz ripple from the power supplies. Studies of the beam diffusion at

this resonance could be very informative.

Finally, further features for the LHC RF station optimization and configuration

tools could be added for future operations. In particular, the tools have not been

tested on the 1-Turn Feedback, since the actual hardware has not yet been commis-

sioned for all the RF stations.



Appendix A

PEP-II HOM Driven Instabilities

The growth rates of the longitudinal higher-order impedance-driven beam modes have

greatly increased since the initial PEP-II design and commissioning. This increase is

attributed to the addition of 6 1.2 MW RF stations with 8 accelerating cavities in

the HER and 2 1.2 MW RF stations with 4 accelerating cavities in the LER, which

allowed operations at twice the design current and almost four times the luminosity.

As a result, the damping requirements for the longitudinal feedback have greatly

increased since the design, and the feedback filters and control schemes have evolved

during PEP-II operations.

In this Chapter, growth and damping rate data for the HOM driven coupled-bunch

modes are presented from various PEP-II runs and are compared with historical es-

timates during commissioning. The effect of noise in the feedback processing channel

is also studied. Both the stability and performance limits of the system are analyzed.

A.1 Longitudinal Instabilities in PEP-II

The PEP-II rings have exhibited coupled-bunch longitudinal instabilities since com-

missioning. The longitudinal instabilities in PEP-II are driven by two impedance

sources: cavity fundamental and cavity HOM. The cavity fundamental driven beam

modes have been studied and predictions for higher currents, including studies of

different configurations have been presented in Chapter 5 and [7], [67].
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The LFB is a wideband bunch by bunch channel that addresses all modes via a

digital control filter and broadband longitudinal kickers. The LFB is needed to control

instabilities from the cavity HOM impedance [36]. It is a Digital Signal Processing

(DSP) based flexible programmable system that can run FIR or IIR filters. A block
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Figure A.1: Longitudinal Feedback System.

diagram of the LFB system is shown in Figure A.1.

The Beam Positioning Monitor (BPM) outputs an impulse for each bunch that

excites the comb generator to produce a sinusoidal burst signal, with a frequency

6 times the RF frequency. This signal is mixed with the signal from the Master

Oscillator. The mixer output signal passes through a low-pass filter that removes the

higher sideband, and provides the phase error signal in a bunch by bunch basis. The

A/D samples the phase error signal at a rate of 238 MHz. The LFB then processes

the phase error bunch by bunch using an FIR filter. The filter output is converted

to an analog signal that modulates in amplitude the QPSK modulated carrier signal.

This composite signal is applied by the driving longitudinal kickers [36], providing

the actual correction.
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Machine measurements in HER and LER are used in this Chapter to quantify

the HOM driven growth rates, quantify the achieved performance of the broadband

feedback, and highlight the performance limits in the systems as constructed.

A.2 HOM-driven Modes: Growth and Damping

Rates

During the PEP-II design and commissioning, the impedance driving beam instabil-

ities were estimated from cavity measurements [12] and were shown earlier in Fig-

ure 2.3. It is obvious from this figure that the cavity HOM vary significantly in

amplitude and quality factor. Varied filling patterns can alias these HOM to dif-

ferent frequencies. The impedance estimates from the cavity measurements allowed

calculations of the expected growth rates for the HOM driven coupled-bunch modes

for an even fill [3], as shown in Figures A.2, A.3. The growth rates were calculated

during commissioning for the design parameters of 1 A and 20 cavities for the HER

and 2.25 A and 4 cavities for the LER [52], whereas the figures presented are at the

operating currents at the end of PEP-II of 2 A for the HER and 3 A for the LER.

From these figures one can see that there are two bands that excite instabilities. The

strongest is a 9 MHz wide band that is aliased at around 105 MHz (mode 770) from

the 238 MHz sampling and drives roughly 65 beam modes. The second band is a 7

MHz wide band that aliases at around 93 MHz (mode 683). These wideband, insta-

bility driving impedances cannot be addressed by the LGDW system used for cavity

fundamental driven modes, as they are outside the frequency range of the cavity and

RF system. The LGDW system has roughly 5 MHz of bandwidth (corresponding

to approximately 37 modes), and cannot address the full span of 1746 modes which

are controlled through the full bandwidth of the LFB system. Furthermore, it is

impossible to tune those impedances using adjustments in water temperature or cav-

ity tuners. The dominant impedance driving these instabilities is the cavity HOM

impedance, which is proportional to the number of cavities. Therefore, the HOM

driven coupled-bunch beam growth rates are proportional to the number of cavities.
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Figure A.2: Growth Rate Estimates from Impedance Measurements for 2 A HER.
Two groups of unstable modes are expected in the 90 to 96 MHz and 100 to 110 MHz
bands.

The beam growth rates are also proportional to the beam current. The above esti-

mates were conducted using the final parameters from PEP-II. Any data from the

earlier days of PEP-II used in this Chapter has been scaled appropriately for the

latest PEP-II currents and cavities.

At nominal current both rings exhibit coupled-bunch instabilities in the absence

of the damping feedback systems. Therefore, to measure the beam growth rates, we

open the LFB loop for a few milliseconds letting the unstable beam modes grow,

and then turn it back on to recapture the beam [10], [4]. The time-domain data of

the beam motion is transformed to a modal domain and fit versus time. The com-

plex exponential fit provides an estimation of the modal growth rates and oscillation

frequencies. This process allows the estimation of the fastest growing beam modes.

Other techniques are possible to measure slower growing modes [33].
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Figure A.3: Growth Rate Estimates from Impedance Measurements for 3 A LER.
The two groups of unstable modes from Figure A.2 now compose a wider band from
88 to 112 MHz. A new band of unstable modes appears from 41 to 50 MHz.

The highest HOM beam growth rates and the corresponding damping rates re-

ported below are from a band between mode 790 and 810. This is very close to mode

770 that was estimated from the cavity data. The data reported are an average of

the growth and damping rates over this mode range and multiple measurements.

A.2.1 HER

For the HER, the HOM driven coupled-bunch modal growth rates are shown in Fig-

ure A.4. Data points over 4 years of PEP-II operations are collected. The data

points show great linearity with current as expected. To correctly compare these

data points, the data from run 4 have been multiplied by 28/26 to account for the

increase in the number of cavities. The black point has been appropriately scaled

by a factor of 28/20 from the early estimate based on the cavity design data. Even

though this point was estimated with limited resources more than ten years ago, it
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Figure A.4: HER HOM driven coupled-bunch modal growth rates for modes 790-810.

shows great agreement with our data.

The damping rates for the higher currents are shown in Figure A.5. The LFB was
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Figure A.5: HER HOM driven coupled-bunch modal damping rates (growth plus
feedback damping).

configured with a 6 tap FIR filter centered around the 6 kHz synchrotron frequency.

The kicker and digital processing gains are constant for all the configurations shown.

The filter gain is higher by a factor of 1.4 for the red and magenta data points. Even

though the blue and green data points share the same configuration, they show a

big difference in the modal damping rates. This difference is attributed to proper

timing in the kicker. A 120 ps shift in the kicker timing reduces the gain by 3 dB

and a 240 ps error drops the gain to zero [87]. Comparing the blue with the red

and magenta data points, there is no improvement in the damping rate as expected
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with the higher filter gain due to the timing shifts. For the well-timed configurations,

the damping margin was comparable to the measured growth rates, satisfying our

margin criteria as defined in [7]. The lack of proportionality with current shows that

the system is saturated. It should be noted though, that this saturation may be an

artifact of the large longitudinal oscillations caused by the opening of the loop during

our measurements. Even though this saturation is not experienced during closed

loop operation, it signifies that this configuration approaches limited headroom from

saturation limits.

Finally, Figure A.6 shows the synchrotron frequencies for the modal growth and

damping rates with current. The two are in close agreement showing that the filter

has been properly tuned for the system to introduce pure damping without affecting

the modal oscillation frequency.
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Figure A.6: HER HOM driven coupled-bunch modal synchrotron frequencies.

A.2.2 LER

For the LER, the HOM driven coupled-bunch modal growth rates are shown in Fig-

ure A.7. The data is from runs 6 and 7 and shows great linearity with current as

expected. Similarly to the HER, the green point is from the estimate based on the

cavity data using the LER design parameters of 2 stations and 4 cavities. The growth

rate has been appropriately scaled by a factor of 2 for the increase of the number of

cavities from 4 to 8. Even though this point was estimated with limited resources

more than ten years ago, it shows relative agreement with our data.

The corresponding modal damping rates are shown in Figure A.8. The LFB was
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Figure A.7: LER HOM driven coupled-bunch modal growth rates for modes 790-810.
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Figure A.8: LER HOM driven coupled-bunch modal damping rates (growth plus
feedback damping).

configured with a 10 tap FIR filter centered around the 4 kHz synchrotron frequency.

The green and red data points share the same configuration. The filter gain of the

blue data point is lower by a factor of 0.7, whereas the filter gain for the cyan data

is higher by a factor of 1.4 from the green and red points. The red line is fitted to

the red data points. As described in the HER case, the big difference between the

red and green data points could be attributed to timing issues. When the system is

correctly timed, the damping margin was comparable to the measured growth rates,

satisfying our margin criteria. The measurements agree with the expected behavior

of increased damping rates with increasing gain and increasing current for the lower
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currents. The lack of direct proportionality though, signifies that the system might

be saturated.

Finally, Figure A.9 shows the synchrotron frequencies for the growth and damping
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Figure A.9: LER HOM driven coupled-bunch modal synchrotron frequencies.

rates with current. The two are in close agreement as desired for the matched system

described in the HER case.

A.3 Feedback Model

To understand the effect of the system parameters in the LFB stability and perfor-

mance, an analysis based on a dynamic model is presented. The model includes the

dynamics of the multi-bunch beam, the loop filter, and the perturbing noise sources

that degrade the performance and stability of the closed loop.

The multibunch system is a multiple-input, multiple-output (MIMO) system. It

can be represented in a simplified version as depicted in Figure A.10 [4], [88]. In ab-

sence of the LFB system damping the beam presents some unstable modes, defining

an open loop unstable system. In addition, the system includes delays that in general

limit the maximum open loop gain. The two main noise sources in the system can

be grouped in the process noise np(t) and the sensor noise ns(t). The process noise

collects mainly all the perturbations introduced by the RF stations, kicker amplifiers,

high voltage power supplies, and more. The sensor noise describes mainly the col-

lective effects of the noise in the receiver. This noise has sources in the mixer, A/D
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Figure A.10: Simplified LFB Block Diagram.

sampler, and cables connecting the BPM to the receiver. The phase noise in the Mas-

ter Oscillator and the reference distribution are significant in the sensor noise. In a

simple way, this noise can be analyzed assuming that the Master Oscillator produces

a signal vm(t) = [Vm + nm(t)]cos(ω0t+ φm(t)), where Vm is the amplitude of the sine

wave, ω0 = 6ωRF , nm(t) and φm(t) are the amplitude and phase noise, respectively.

The Comb filter responds to the beam impulses measured by the BPM with a finite

duration signal vb(t, Ib) = [Vb(Ib) + nb(t)]sin(ω0t + φ(t) + φb(t)), where Vb(Ib) is the

amplitude of the oscillation, proportional to the bunch intensity, φ(t) is the phase

modulation in the beam produced by the noise np(t) and the kicker signal, nb(t) and

φb(t) are the amplitude and phase noise respectively, induced in the burst vb(t) by

Johnson and pick-up noise.

The action of the mixer can be then simplified as vb(t, Ib) vm(t) + nx(t), where

nx(t) is noise of the mixer at the output. Eliminating the upper sidebands at the

mixer output by filtering, the detected signal is approximately 0.5 [Vb(Ib)Vmsin(φ)]+

nAsin(φ)+nφ+nx, where nA = 0.5 [Vmnb+Vb(Ib)nm] and nφ = 0.5 Vb(Ib)Vmcos(φ)[φb+

φm]. To complete the model of the sensor noise ns(t), the ADC noise can be included

giving ns(t) = nAsin(φ) + nφ + nADC + nx.

In the absence of beam, the mixer noise is determined by the Master Oscillator

and thermal noise in the RF and Oscillator signal paths, so that the amplitude of the

signal is proportional to VbVm + Vmnb helping us determine the relative noise levels

from the sensor, RF station and beam. In the presence of beam, the mixer noise is
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increasing non-linearly with current, making it harder to analyze. In the technical

implementation in PEP-II though, the mixer noise is sufficiently smaller than the

receiver noise and thus it is omitted in this analysis.

The beam dynamics of each bunch is modeled as a discrete harmonic oscillator

driven periodically (6 Trev = 45 µs) by 6 equally spaced impulses with the equal am-

plitude. This represents the effect of kicking individually each bunch at the revolution

frequency by a system that has a downsampling of 6. As it is depicted in Figure A.10,

the detected phase of each bunch is perturbed by both the receiver noise ns(t) and

the noise mainly coupled by the RF stations np(t). Additionally, the destabilizing

effect of the cavity HOM impedance is included in this model.

The set of transfer functions representing the ratio between the individual kicker

signals Vk(t) and the corresponding error signal ǫ(t) is defined mainly by the loop

filter transfer function (FIR or IIR filters). This processing acts individually on the

error signal generated by each bunch and generates a control signal Vk(t) that kicks

the same bunch a few turns later.

Mathematically, the system depicted in Figure A.10 can be analyzed in either

the phase frame, where the phase ϕ(t) represents the displacement of the individ-

ual bunches with respect to the synchrotron reference phase or in the modal frame,

where the phase Φ(t) defines the oscillation of the different modes in the coupled

multibunch system. The conversion between variables in these frames is defined by

the NxN transformation T , where the (m, l) element is defined by T (m, l) = e−j2πml
N .

One advantage of the representation of the system in the modal frame is that the

parameters defining the beam dynamic model for the unstable modes can be easily

estimated form the growth rate measurements presented in the previous Section. Ad-

ditionally, for the bank filter structure used in the LFB, where each filter processes

the signal of an individual bunch, the transfer function of the filter is invariant with

respect to the transformation.

The filter bank in the LFB is designed to stabilize the multibunch beam dynamics.

There is a set of equal filters which stabilize the most unstable beam mode, and

consequently all other beam modes. Based on this simplified criterion, the parameters

of the loop filter can be selected to stabilize the beam. The design of the LER LFB
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loop filter follows. At Ib = 2250 mA, from Figures A.7 and A.9, the eigenvalues of the

dominant unstable mode are Λ = (+0.3 ±j 2π 4.070) ms−1. The transfer function of

the beam for that particular mode is shown in Figure A.11. For this system, a 10-tap
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Figure A.11: Beam Transfer Function - Most unstable mode.
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Figure A.12: 10-Tap Loop Filter Transfer Function.

FIR filter was designed. Its magnitude transfer function is depicted in Figure A.12.

When operating in closed loop, the eigenvalues of the composite system can be

analyzed in the complex plane based on the Z-domain root locus analysis. Figure A.13

depicts the root locus for this particular system for open loop gains ranging from 0

to 3. Black squares show the location of the open loop eigenvalues of the composite

system, as defined by the modal beam unstable eigenvalues (complex conjugated
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Figure A.13: Root Locus.

eigenvalues outside of the unity circle) and multiple eigenvalues defined by both the

system and filter delays (located at the origin). The circles represent the zeros of

the system defined mainly by the zeros of the filter. It is possible to evaluate the

location of the closed loop eigenvalues for different gains for this particular beam

mode. From Figures A.13 and A.14, it is possible to observe that there is a minimum

gain to stabilize that particular beam mode, setting the closed-loop eigenvalues over

the unity circle (open loop gain = 0.2). Additional gain is necessary to set the closed-

loop eigenvalues to the red circle in the zoomed locus at Λ = (−0.6 ±j 2π 4.070) ms−1

(gain 0.5). This condition corresponds to Figure A.10. For open loop gain greater

than 3 one observes that the system is unstable. This effect is mainly due to the

delays in the system. In this particular system, the threshold gain is much higher

that the gain used during operation, thus providing stability and good performance

for the system. The maximum gain in the LFB system is actually limited by the

amount of driven motion on the beam system originating from signals and noise in
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Figure A.14: Root Locus (zoom).

the RF stations and impressed on the beam via the RF cavities. These large driven

motions could saturate the LFB power stages.

As mentioned earlier, the instabilities scale with beam current. But, the LFB gain

also scales with beam current. So, if the system’s gain G(s) is above the threshold, the

system should be stable for all currents. As can be seen in Figure A.13, this analysis

breaks down for sufficiently high gains due to the system delay. The operating gain

of approximately 0.15 though is significantly lower than the maximum gain value of

2.08 for stable operation, therefore, the maximum system gain set by the system delay

does not present a significant system limitation.
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A.4 Noise Floor Measurements

In order to quantify the effect of the noise sources in the LFB system in both PEP-II

rings, several noise measurement were performed using the built-in data acquisition

system of the LFB. The downsampled signal digitized at 238 Msamples/sec by the

ADC is recorded for offline analysis. This corresponds to the error signal ǫ(t) depicted

in Figure A.10. The acquired signal is post-processed to calculate the noise spectrum.

We estimate the power spectrum bunch by bunch and a quadrature average provides

the equivalent noise spectrum of mode 0 in the modal domain.

To analyze the impact of the different noise sources, measurements were con-

ducted in several configurations. Terminating the ADC input with 50 Ohms provides

a measure of nADC(t) – the quantizing noise in the A/D and the noise in the internal

sampler (as well as any systematic clock noise present in the processing). Turning off

the gain in the Comb path at 3 GHz measures the noise contribution from the base-

band channel plus the noise contribution through the mixer and Master Oscillator.

Finally, measuring the system in the nominal channel configuration but in the absence

of beam quantifies the sensor noise ns(t) – the noise contribution from the whole RF

path and processing channel (including any coherent pickup in cables, BPM, etc).

It is important to notice that the noise source ns(t) defined in our model includes

noise terms that are proportional to the amplitude of the Comb generator signal

Vb(Ib). The other two measurements mentioned above cannot completely quantify

these noise terms since Vb(Ib) ≃ 0 in these cases.

Measuring the noise of the system with beam quantifies the impact of both noise

sources ns(t) and np(t) in Figure A.10. In closed loop the effect of these sources in

the ADC is now affected by the transfer functions of the LFB system. These transfer

functions will filter differently the perturbations due to the receiver noise ns(t) and

the process noise np(t). This effect can be estimated based on the model depicted

in Figure A.12. Let us define the transfer function matrix in the Z-domain F (z) as

the ratio between the kicker signal Vk(z) and the error signal ǫ(z) and the transfer

function matrix B(z) as the ratio between the detected phase ϕ(z) and the kicking

signal Vk(z) in absence of noise. Then, in the phase frame the noise contribution
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in the error signal is ǫ(z) = [I + B(z)F (z)]−1(ns(z) + B(z)np(z)) with z = e−jwTs ,

Ts = 6Tr = 45µsec.

A.4.1 LER Noise Measurements

Figure A.15 shows the noise levels for the four cases described above, measured with

beam current at 3150 mA during run 7. Label ’A/D’ identifies the measurement of
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Figure A.15: LER noise measurements.

nADC , ’mixer’ represents the case with the Comb gain turned off, ’BPM (no beam)’

shows ns, and ’BPM (3150 mA)’ indicates the closed loop case with beam present.

The measurements exhibit the expected order of noise power magnitude. For the

LER, the noise in rms equivalent counts at the output of the ADC is approximately

0.66. To show the non-ideality and additional effects in the implemented A/D con-

verter, a perfect quantizer, would have 0.32 rms counts of quantization noise. It is

important to observe that the beam noise is dominant and much greater than the

other measurements. Part of the noise is amplified by the system around the syn-

chrotron frequency at 4.07 kHz. The noise spectrum with beam shows the coherent

motion of the beam at 720 Hz and 1440 Hz, driven by the RF klystron High Voltage

power supply ripple. Again, since in the presence of beam we have almost 2 rms

counts of noise, increasing the number of bits in the A/D would have no effect on
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the system noise. A 6 bit A/D would still have a noise level comparable to the beam

noise. To improve the system closed loop rms noise floor we either have to increase the

available kicker power or to reduce the RF station noise (that drives the beam noise

spectrum at low frequencies). Figure A.16 shows the lowest three measurements.
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Figure A.16: LER noise measurement without beam.

The same conclusions can be reached from data from run 6 shown in Figure A.17,

with 2700 mA beam current.

A.4.2 HER Noise Measurements

Figure A.18 shows measurements for the HER, exhibiting the same characteristics as

the LER. We again see how the RF station noise impressed on the beam dominates

the system. In the HER case the synchrotron frequency is close to 6 kHz as can be

inferred from the spectrum.
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Figure A.17: LER noise measurements – run 6.

A.5 Conclusions

The LFB system was designed for much lower currents. Its programmable design

allowed operations with much larger growth rates. Even though the system still had

sufficient gain margin, the noise coupled to the beam from the RF station was very

close to saturating the LFB at the highest beam currents. To operate at even higher

currents, additional kicker power or improvements in the LLRF would have been

necessary.

Another important limitation was the timing of the kickers. We see that timing

shifts in the ps level reduced the system gain – and thus the stability and margin –

substantially. As a result, frequent inspection of the system was required. During

run 6, the system was timed in the beginning (January 25 2007) and twice when

the performance was largely degraded (March 20 and June 1 2007), with a great

performance improvement.

It is possible that operation at higher currents could have reached the LFB sys-

tem’s thermal limits. The system’s connectors, cables and loads have 2 to 4 kW power

levels. Therefore, thermal limits, load power, circulator and amplifier reflected power

should be carefully monitored in these conditions.
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Figure A.18: HER noise measurements

The advantage of a programmable system like the LFB is that the filter config-

uration could be changed for different PEP-II operations. This can be necessary to

optimize the system gain to provide the maximum possible instability control, but

also avoid saturation. For example, since the group delay is not a limitation for this

system, a filter with a higher number of taps could have been employed to reduce the

saturation effects.



Appendix B

PEP-X Design Studies

PEP-X is a proposed new light source which would reside in the existing PEP-II

tunnel. This Chapter presents an estimate of the longitudinal motion and instabilities,

with potential impacts for a synchrotron light source, as well as the potential effect of

RF noise on the beam dynamics, as was presented in [89]. The PEP-X characteristics

used in this work are those from the nominal design as defined in [90].

The interaction of the beam longitudinal dynamics with the fundamental and

high-order mode (HOM) impedances of both RF systems is addressed to estimate the

necessary stabilizing feedback systems. The coupled-bunch beam dynamics affected

by the HOM cavity impedance are estimated based on the data measured/calculated

during the design of the PEP-II cavities. The coupled-bunch beam dynamics defined

by the fundamental and third-harmonic RF system impedance are estimated using

the RF systems characteristics for a system based on the PEP-II normal-conducting

cavities. This analysis shows that the longitudinal modal beam dynamics are more

damped than the PEP-II modal dynamics, mainly because of the presence of wig-

glers in the machine, which significantly decrease the momentum compaction factor.

This fact reduces the requirements for the feedback systems. The available feedback

configurations are briefly discussed in this work.

The beam is also perturbed longitudinally by low frequency noise mainly coupled

through the RF system. Our experience with PEP-II has shown that the klystron

power supply ripple was a major source of perturbation on the longitudinal beam

167
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motion. For the PEP-X case this issue is more critical, since the spectrum of this low

frequency perturbation is over the synchrotron frequency of the beam, increasing the

coupling between the perturbation and the longitudinal beam motion. Solutions to

reduce this beam motion are proposed based on feedback systems around the klystron

in the RF stations. Further work will be necessary to fully quantify the effectiveness

of each system on the PEP-X performance.

B.1 Longitudinal Stability

In this Section we estimate the longitudinal dynamics of the known cavity HOMs and

the cavity fundamental, using the performance of the existing PEP-II impedance-

controlled LLRF topology as a metric. Issues of beam stability arising from funda-

mental cavity and HOM impedances are discussed via modal growth and damping

rate estimates. The study is conducted assuming a double RF system consisting of

powered RF cavities and passive third-harmonic cavities.

B.1.1 HOM-driven Coupled-bunch Longitudinal Instabilities

Following the analysis in Chapter 2, it is important to estimate the effective impedance

driving the even-fill eigenmodes so that we can determine the HOM driven instabil-

ities. During the PEP-II design, Bob Rimmer measured the center frequencies and

quality factors for different HOM resonances in a prototype cavity, as shown in Table

B.1 [12]. These measurements were validated with tests at PEP-II [3], so they were

used with confidence to estimate the total PEP-X cavity impedance due to HOM res-

onances. These estimates result in the HOM impedance magnitude per cavity shown

in Figure B.1.

To provide a reference point, the growth rates for both rings in PEP-II are briefly

evaluated, and compared to the PEP-X scenario. Assuming the LER design configu-

ration with 4 cavities (rather than the 8 of the final run) and the design parameters

α = 1.23 10−3, Io = 2.25A, Eo = 3.1 GeV, h = 3492, and ωs = 2π4 103, Figure B.2

shows the absolute value of Re(λl) for each mode as defined in Equation 2.20 and
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Table B.1: Cavity Resonances
fr (GHz) R/Q (Ω) Q
0.758 44.6 18
1.009 0.43 128
1.283 6.70 259
1.295 10.3 222
1.595 2.43 300
1.710 0.44 320
1.820 0.13 543
1.898 0.17 2588
2.121 1.82 338
2.160 0.053 119
2.265 0.064 1975
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Figure B.1: PEP-II estimated HOM impedance per cavity.

considering a ’by-2’ (every other bucket filled) beam filling pattern for PEP-II. Simi-

larly, for the HER design configuration of 20 cavities (28 in the end of PEP-II) and

α = 2.41 10−3, Io = 1 A, Eo = 9 GeV, h = 3492, and ωs = 2π6 103, Figure B.3 depicts

the absolute value of Re(λl) for each mode. Effectively, the filling pattern determines

the frequency band into which the HOM impedances are aliased. In these figures,

we are plotting the absolute value of Re(λl) (red for positive and blue for negative)
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Figure B.2: PEP-II LER |Re(λl)| for Io = 3A ’by-2’ fill)

and comparing them with dr (horizontal line) to determine the HOM coupled-bunch

stability. Unstable modes are those for which the red Re(λl) is greater than dr. In

PEP-II the strongest band of unstable modes was present in a region around mode

l = 800 that corresponds to a frequency of 108 MHz. This and other smaller unstable

bands were assessed using a wide-band bunch-by-bunch longitudinal feedback sys-

tem as discussed in Chapter A. During PEP-II runs, growth rates for modes around

l = 800 were measured at different beam currents, giving results very close to the one

depicted in the figures.

Adapting the HOM impedance information to the PEP-X, it is possible to analyze

the effects of the HOM impedances in the coupled-bunch stability. The total number

of cavities estimated for PEP-X is 16 (PEP-II type cavities) and the beam filling

pattern is ’by-1’ (every bucket filled). The cavity impedance of the third-harmonic

RF system implemented by either normal-conducting (NC) or super-conducting (SC)

cavities is included in the calculations of the total impedance. It should be noted

that only the fundamental resonance of the third-harmonic cavities is included, since

there are no data available for other resonances. This omission has a negligible effect

for the super-conducting case, but it could be noticeable for the normal-conducting
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Figure B.3: PEP-II HER |Re(λl)| for Io = 2A ’by-2’ fill

case, depending on the final cavity parameters. The resonant frequency of the third-

harmonic cavities is at about 1.43 GHz and the third-harmonic cavity parameters

used in these calculations are the optimal parameters presented in [89]. Figures B.4

and B.5 depict the HOM impedance for the PEP-X case of 16 cavities taking into

account the implementation of the third-harmonic system using 19 normal-conducting

or 5 super-conducting third-harmonic cavities, respectively.

The estimate of Re(λl) for the PEP-X case is depicted in Figures B.6 and B.7,

based on the impedance calculated above and the PEP-X parameters from [90]:

ωRF = 2π476 MHz; ω0 = 8.56 105 rad/sec; Eo = 4.5 GeV, and σE/Eo = 1.12 10−3.

These estimates also assume a synchrotron frequency of about 500 Hz due to the

third-harmonic cavities. From Figures B.6 and B.7 it is not expected that the HOM

driven instabilities will be greater than the radiation damping for PEP-X. The reason

for this improvement is two-fold. One obvious difference is the transition from the

’by-2’ to the ’by-1’ filling pattern. The PEP-X nominal filling pattern (every bucket

filled) results in 3492 normal modes, spanning a 238 MHz bandwidth. In compar-

ison, the PEP-II ’by-2’ filling pattern results in 1/2 the number of normal modes
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Figure B.4: Total fundamental cavity HOM impedance and third-harmonic normal-
conducting cavity impedance for PEP-X.

(1746), with a much narrower span of 119 MHz for the folded impedances. As a re-

sult, the most unstable modes for the PEP-II case were in a band around mode 800,

whereas in the PEP-X case this same impedance becomes a damped mode, while

three bands of potentially unstable HOM driven modes at 60 MHz, 160 MHz and

225 MHz can be now seen. Furthermore, while the growth rates are inversely propor-

tional to the synchrotron frequency, the greatly reduced momentum compaction and

increased radiation damping due to the wigglers, act to keep all the modes stable for

a beam current of 1.5 A. The wigglers reduce the momentum compaction factor to

α = 4.72 10−5 for PEP-X, lower than α = 2.41 10−3 in PEP-II HER and 1.23 10−3

in PEP-II LER.

On the other hand, one can see from Figures B.6, B.7 that the third-harmonic

cavities alias on top of the fundamental impedance. With their resonance aliasing

at 477.75 MHz or 476.18 MHz for the normal-conducting or super-conducting imple-

mentation, they affect a range of modes (wider range for the normal-conducting case)

around mode 13 or mode 1 respectively driving unstable low-mode motion. Since this

impedance is added on the fundamental - but is not reduced by the feedback loops -
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Figure B.5: Total fundamental cavity HOM impedance and third-harmonic super-
conducting cavity impedance for PEP-X.
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Figure B.6: PEP-X estimated |Re(λl)|, assuming 8 RF stations with 16 fundamental
cavities, 19 normal-conducting third-harmonic cavities, Io = 1.5 A and ’by-1’ filling
pattern.
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Figure B.7: PEP-X estimated |Re(λl)|, assuming 8 RF stations with 16 fundamental
cavities, 5 super-conducting third-harmonic cavities, Io = 1.5 A and ’by-1’ filling
pattern.

further development of our beam models and simulations are necessary to determine

whether the existing damping systems will be sufficient to control this motion. A

new damping mechanism might be necessary to counteract the instability due to the

additional impedance from the third-harmonic cavity.

B.1.2 Coupled-bunch Longitudinal Instabilities Driven by the

Fundamental Mode and Third-harmonic System

Our initial simulations of the cavity fundamental driven beam modes suggest that

that low mode coupled-bunch instabilities driven by the cavity fundamental will force

damping and RF feedback system requirements quite differently than those developed

for PEP-II. In our analysis we are assuming that the RF systems employed will be

consistent in achieved effective impedance with the systems used for PEP-II, even

though they will likely not use the narrowband comb loop of the PEP-II design. It

is also important to note that these studies do not include the effect of the harmonic

cavity impedance on the cavity fundamental driven modes.
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For our initial studies we are using the macro-bunch and RF system simulation

tools developed to study the PEP-II dynamics as shown in Chapters 4 and 5. In this

study we model the low mode dynamics of the nominal PEP-X design, and we use

the existing PEP-II Direct loop topology (but not a comb loop) and implementation

for the RF system model. The narrowband comb loop is not particularly helpful in

the PEP-X case, and the very low synchrotron frequencies, and large tune variation

around the turn for the harmonic cavity cases are not consistent with the existing

comb filter implementation.

From these studies, we expect the fastest growing beam mode driven by the de-

tuned cavity fundamental to be approximately 0.4 ms−1, as can be seen in Figure B.8.
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Figure B.8: PEP-X estimated growth rates with a direct feedback loop.

To determine stability, this growth rate has to be compared with the maximum

achievable damping from the chosen feedback system. The accelerator parameters for

PEP-X are much different than those in PEP-II, so the damping rates achieved in the

past cannot be necessarily implemented. In PEP-II two active feedback systems were

employed. The Longitudinal Feedback (LFB) was a wideband system that suppressed

all modes. With consistent timing, it achieved damping rates in excess of 0.5 ms−1.

The current implementation of the LFB is close to a possible design for PEP-X. The



APPENDIX B. PEP-X DESIGN STUDIES 176

second system was the Low Group Delay Woofer (LGDW), a narrowband design

that achieved much higher damping rates (up to 3 ms−1) for the modes near the

cavity fundamental. Due to the significantly lower synchrotron frequency though, the

PEP-X scenario is beyond the current capabilities of the LGDW. A different control

algorithm would have to be implemented (possibly with the existing hardware), with

a smaller number of taps in the designed filter.

B.2 RF Station Noise

While the beam may be free of HOM instability as shown in Subsection B.1.1. it

will not be necessarily stationary longitudinally. We must estimate the amount of

driven motion at the synchrotron frequency from noise mechanisms in the RF systems,

master oscillator, etc. as well as the natural energy spread from quantum fluctuations.

The synchrotron frequency for PEP-X is much lower than the 4 kHz in the LER and

the 6 kHz in the HER, and it is in a band where the RF station noise is significant.

As it was shown earlier for VGAP = 13 MV, ⇒ fs = 1.1654 kHz, for VGAP = 10 MV,

⇒ fs = 1.0089 kHz, and for VGAP = 8 MV, ⇒ fs = 885.2562 Hz.

The significant reduction of the HOM and cavity fundamental driven coupled-

bunch instabilities for PEP-X in comparison with PEP-II is largely attributed to the

significantly lower momentum compaction factor α. The new lattice and the use of

wigglers reduces α by almost two orders of magnitude. This reduction helps mitigate

the effect of the lower synchrotron frequency on the impedance driven growth rates.

On the other hand, the reduced synchrotron frequency is a cause of concern due

to the RF station noise. In Figure B.9 one can see noise measurements for the LER

during PEP-II operations. The two “noisy” bands correspond to the beam (around

the synchrotron frequency of 4 kHZ) and the RF station (around 720 Hz). Since the

estimated synchrotron frequency for PEP-X is at about 1 kHz (or 500 Hz with a third

harmonic cavity present), the effect of the station noise will be significant in exciting

noise driven beam motion within the synchrotron resonance bandwidth. This is not

“unstable” motion, instead the beam is simply excited from the noise power in the

RF system and has an energy spectral distribution determined by the beam resonance
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Figure B.9: PEP-II LER noise measurements

and the spectrum of RF station noise.

In PEP-II this noise was dominated by the RF Klystron high voltage power sup-

ply noise, and while the direct loop has some effect in reducing the cavity voltage

variations the residual noise may still be of concern for PEP-X. As stated in [90], the

longitudinal phase stability requirement has to be a small fraction of 1◦ or equiva-

lently the time-of-arrival jitter has to be less than 1 ps. Using data from PEP-II, we

can estimate the expected longitudinal phase with respect to the synchronous particle

∆φ, and the time-of-arrival jitter ∆τ due to the RF station noise.

Through a small signal analysis of the accelerating voltage, we model the longi-

tudinal phase as

∆φ = ∆φRF + a(t) tanφb (B.1)

where ∆φRF is the phase noise induced by the RF station, φb is the angle between

the cavity voltage and the beam current, and a(t) is the amplitude modulation of

the gap voltage. We can approximate a(t) by ∆VG/VGAP where ∆VG is the effect of

the station noise on the gap voltage. With this model and data from PEP-II, we can

estimate ∆φ for a PEP-X scenario to 0.1◦ or equivalently 0.59 ps, assuming the RF

station will present similar noise characteristics.

Even though this time-of-arrival jitter is smaller than the stability requirement set
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in [90], it only includes the effect of the RF station noise on the beam. Further effects

in the transverse plane could possibly increase the jitter. It is also very important

to note that this is an estimate based on PEP-II data. As mentioned earlier and

shown in Figure B.9, the RF station noise is centered around 720 Hz, so the effects

on a PEP-X beam with synchrotron frequency at 500 Hz or 1 kHz, would be more

pronounced, in which case this impact of RF driven noise must be better estimated

and studied. A Klystron Linearizer, a technical direction from the PEP-II effort,

might be applicable to control this high voltage power supply noise [53], [54].



Appendix C

PEP-II Driver Amplifier Distortion

Data

The non-linear behavior of the PEP-II LLRF system 120W solid-state driver amplifier

was described in Section 5.5. The non-ideal amplifier response led to a direct increase

of the coupled-bunch instabilities growth rates. In some operational scenarios, the

growth rate increase reached a factor of four.

The amplifier functions were specified and tested for frequency response and gain

uniformity in the initial development of the RF stations through large-signal transfer

functions. These amplifiers and the klystron operate over a very large dynamic range

though, since they deliver a large carrier at the RF frequency and small modulating

signals around the revolution harmonics, as shown in Figure C.1. This is very different

from communication applications or large-signal applications, and consequently a test

of the third-order intercept point, a two tone test or a large signal transfer function

would not be useful. Section 5.5 showed the ideal frequency sweep with a large

carrier in Figure 5.12 and the non-linear response with a small modulation sweep

in the presence of a large carrier in Figure 5.13 for one driver amplifier to show the

significant variation in performance.

To more accurately characterize the small signal behavior a small signal transfer

function was measured in the presence of a large carrier [56]. The carrier signal level

is selected to be consistent with the high-power carrier in the actual system, while a
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Figure C.1: PEP-II Klystron Output showing the large dynamic range of operation.
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Figure C.2: Measuring network used to characterize the small signal behavior of the
klystron driver amplifiers.
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network analyzer sweeps across the central operating frequency at levels well below

the carrier.

In this Chapter, data from most of the installed driver amplifiers are presented.

During the last two runs of PEP-II 11 RF stations were in operation for the HER and

4 for the LER. The HER stations were distributed as follows: two in region 4, three

in region 8, and six in region 12. All the LER stations were in region 4. Data from

HER stations 4-1 and 12-5 are not included in this Chapter, because the klystrons

were being replaced during the studies below. A driver amplifier from the Stanford

Synchrotron Radiation Lightsource (SSRL) was also tested for comparison (SSRL

and PEP-II share the same RF station architecture).

C.0.1 Small Signal Transfer Function

The first set of measurements were the small signal transfer functions of the driver

amplifiers. Figures C.3 and C.4 show the small signal transfer functions in the pres-

ence of a 10 Watt large signal. Figure C.3 shows all the available amplifiers, whereas
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Figure C.3: Small Signal Transfer Function of PEP-II Driver Amplifiers at a large-
signal power of 10 Watts.

Figure C.4 focuses on the worst ones: LER 4-2 and HER 4-1, 12-2, 12-5 and 12-6.
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Figure C.4: Small Signal Transfer Function of PEP-II Driver Amplifiers at a large-
signal power of 10 Watts.

Most of the amplifiers have less than a 1 dB distortion. HER 12-6, 12-5, 4-1 do not

have a large deviation from the normal, but there is some unusual structure in the

response. LER 4-2 and HER 12-2 are significantly worse. It is interesting to note

that before the non-ideality of the driver amplifiers was discovered, there were a lot

of issues with the tuning of these two RF stations, which were eventually explained

by the amplifier distortion.

The small signal transfer functions for a 20 Watt large signal are shown in Fig-

ures C.5 and C.6 with the same conclusions.

C.0.2 Intermodulation Plots

If two or more signals are injected in a nonlinear system, the output includes a series

of intermodulation terms. If the inputs are of frequencies ω1 and ω2, the output

will contain frequencies at nω1±mω2. To quantify the degree of nonlinearity in these

LLRF amplifiers, a swept carrier plus single-sideband image test was developed. Here

a large signal carrier, and a swept upper sideband tone at a lower level are impressed

at the amplifier input using a similar setup to Figure C.2. But instead of measuring
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Figure C.5: Small Signal Transfer Function of PEP-II Driver Amplifiers at a large-
signal power of 20 Watts.

the response at the excitation sideband frequency, a spectrum analyzer is used to look

at the maximum power across the band of interest while the excitation sideband signal

is swept. A perfectly linear system would display no power at the image frequencies to

the left of the center 476 MHz carrier. These intermodulation plots are reported for a

large signal power level of 10 and 30 Watts, shown in Figures C.7 and C.8 respectively.

As with the frequency responses, HER 12-2 and LER 4-2 are much worse than most.

The unusual structure of HER 4-1, 12-5, and 12-6 is also evident.

From later studies better linear driver amplifiers were identified, ordered and in-

stalled. The testing methods and the characteristics of the selected amplifiers are

described in [56]. The subsequent improvements in performance are described in

Section 5.7.



APPENDIX C. PEP-II DRIVER AMPLIFIER DISTORTION DATA 184

4.745 4.75 4.755 4.76 4.765 4.77 4.775

x 10
8

45

46

47

48

49

50

51

52

53

54

Frequency (Hz)

G
ai

n 
(d

B
)

Driver Amps at 30 Watts output

 

 
HER 12−1
HER 12−2
HER 12−3
HER 12−6
LER 4−2
LER 4−3
LER 4−4
LER 4−5
HER 12−5
HER 4−1

Figure C.6: Small Signal Transfer Function of PEP-II Driver Amplifiers at a large-
signal power of 30 Watts.
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Figure C.7: Intermodulation plots of PEP-II Driver Amplifiers at a large-signal power
of 10 Watts.
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Figure C.8: Intermodulation plots of PEP-II Driver Amplifiers at a large-signal power
of 30 Watts.



Appendix D

Summary of Accelerator

Parameters

The essential accelerator parameters for PEP-II and LHC are summarized in this

Chapter.

The Nominal Beam parameters are shown in Table D.1.

LER HER LHC
Beam energy 3.1 GeV 9 GeV 7 TeV

Synchrotron Radiation per turn 0.65 MeV 3.55 MeV 6 keV
Max Beam current 3213 mA 2069 mA 580 mA

Synchrotron frequency 4 kHz 6 kHz 23 Hz
Bunch Length 1.13 cm 7.5 cm

Longitudinal damping time 30-50 s 13 hours
Revolution Frequency 136.3 kHz 11.245 kHz

Table D.1: PEP-II and LHC Beam parameters

A summary of the RF System parameters is shown in Table D.2.

186
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LER HER LHC
2-cavity RF Stations 4 8 -
4-cavity RF Stations - 3 -
Normal-conducting 8 28 -

Cavities
1-Cavity Stations - - 8

Superconducting Cavities - - 8
RF frequency 476 MHz 400.8 MHz
Cavity Voltage 500-675 kV 2 MV
Cavity loaded Q 6500 60,000

Individual Klystron Power 950-1200 kW 330 kW
Klystron Power per beam 4.8 MW 13.2 MW 2.64 MW

Table D.2: PEP-II and LHC RF parameters
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