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Abstract

We measure the time-dependent CP asymmetry parameters in B® — KtK~K°
based on a data sample of approximately 227 million B-meson pairs recorded at the
7'(4S) resonance with the BABAR detector at the PEP-II B-meson Factory at SLAC.
We reconstruct two-body B° decays to ¢(1020)K? and ¢(1020)K°. Using a time-
dependent maximum-likelihood ﬁt,. we measure sin 20,4(¢K°) = 0.48 + 0.28 + 0.10,
and C(¢K°) = 0.16 = 0.25 & 0.09, where the first error is statistical, and the second
is systematic.

We also present measurements of the CP-violating asymmetries in the decay
B% — fo(— 7tn7)KD. The results are obtained from a data sample of 209 x
10 T(4S) — BB decays, also collected with the BABAR detector at the PEP-II
asymmetric-energy B Factory at SLAC. From a time-dependent maximum-likelihood

fit we measure the mixing-induced CP violation parameter

S(fo(980)K2) = — sin 2B,(fo(980)K2) = —0.951332 + 0.10



ii
andb the direct CP violation parameter C(fo(980)K?) = —0.24 + 0.31 £ 0.15, where
the first errors are statistical and the second systematic. Finally, we present a mea-
surement of the branching fraction of the decay B® — fo(— wnt7 )K2. From a
time—dependeﬁt maximum likelihood fit to a data sample of 123 x 10% ' (45) — BB
decays we find 93.6 & 13.6 4 6.4 signal events corresponding to a branching fraction of
B(B° — f3(980)(— ntm~)K°) = (6.0 0.9 £ 0.6 & 1.2) x 1075, where the first error

is statistical, the second systematic, and the third due to model uncertainties.
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Chapter 1

Introduction

1.1 Introduction to the Standard Model

We currently understand all matter to consist of members of three generations
of particles, with each generation consisting of a pair of quarks, with charges of +2/3
and —1/3 that of an electron, and a lepton-neutriné pair, where the lepton has a
charge equal to that of an electron, and the neutrino is neutral. The first generation
is the up (u) and down (d) quarks, and the electron (e) and electron neutrino (v.)
The second generation is the charm (c) and strange (s) quarks, and the muon (u) and
muon neutrino (v,). The third generation is the top (t) and bottom (b) quarks, and
the tau (7) and tau neutrino (v,). For every kind of matter, there is also a kind of anti-
matter, which is identical to its correspondiﬁg type of matter except‘ that the values of
its SU(1) properties (charge, lepton number, efc.) are opposite. Interaction between
matter is governed by the gauge bosons- the massless photon () and gluon(g), which
mediate electromagnetic and strong nuclear interactions, and the massive W and Z

particles, which mediate the weak nuclear interactions. These different interactions
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have very different strengths, at least at all energies we are able‘ to study, with the
strong nuclear interaction being the strongest, and the weak nuclear interaction the
weakest. Finally, the still-unobserved Higgs boson is necessary for the Higgs mecha-
nism, Whi‘Ch is thought to explain the origin of mass. All of this is contained within
the so called Standard Model (SM). Gravity, not included in the SM, is negligable
at current experimental energies. It is currently understood within the framework of
general relativity, which is not easily reconciled Witi’l the quantum field theory that is
used to understand the other interactions.

It is an irony of modern physics that our efforts to understand the universe on
the smallest scales, in high energy particle accelerators, and on the largest scales, ovér
the entire universe, are beginning to converge. The observation that the universe has
come to consist of matter, but not antimatter, must be reconciled within the SM.
This process, called bariogenesis, depends on the three Sakharov conditions [1]. First,
there must be processes that violate baryon number. Second, thoée processes must
favor the creation of baryons over antibaryons- in other words, C'P violation. Finally,
for reasons related to the fact that particle density is independent of time in thermal
equilibrium, the universe must have been out of thermal equilibrium for some period
of time. Quantitative analysis shows that there is not enough C'P violation in the SM
to account for the amount of baryogenesis that we have seen[2].

As we shall see, the SM allows C P violation, but makes rather stringent predic-
tions about that violation. The BABAR experiment was built in part to test whether
CP violation in Nature is of the type predicted by the SM. This thesis is an attempt to
contribute to that end by measuring CP violation in the decays of B and B° mesons

to the final states $(1020)K° and f,(980)K?.
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For this thesis, we are most concerned with the weak interaction mediated by the
A\ bosoh. This allows quarks or anti-quarks (hereafter referred to simply as quarks,
unless otherwise noted) with a +2/3 charge to couple to quarks with a F1/3 charge.
The decays we are most interested in tend to include mesons. A meson a quark bound
to a single other anti-quark. Mesons most important to this thesis include the 1°(45),
the B, the J/¥, the ¢(1020)! , the f6(980)2; the kaons: the neutral kaon K the
K-short K9, the K-long K9, and the charged kaons K¥*; and the charged pions 7*.
The properties of these mesons are in Table 1.1. The B?, the kaons, and the charged
pions all decay via the weak interaction, and are long lived on the timescale of our
experiment. The resonances 7°(45), the J/ ¥, the ¢, and the f, decay via the strong
nuclear or electromagnetic interaction. They are so short lived that on the timescale

of our experiment, we consider them to have no lifetime at all.

1.2 (C, P, T invariance

In this dissertation, we are concerned with CP violation in the B® meson system,
where C represents charge conjugation, and P representé parity inversion. We also
often asume that C'PT invariance is not violated, where T represents time reversal.
Classically, parity inversion may be understood as looking in a mirror, that is taking
the position vector ¥ — —7. The transformation T can be seen classically as replacing
time ¢ — —t. (Genuine time reversal also reverses initial and final states.) Charge
conjugation has no classical analogue, and involves replacing any particle with its

antiparticle. The “C PT-theorem” shows that some very general properties of quantum

1 Throughout this document, ¢ denotes the ¢(1020), and charge conjugation in decays is implied.
2Throughout this document, fo denotes the lightest, isoscalar member of the f family, fo(980). -



Meson Mass Lifetime/Width Quark Content I¢(JFC)
T(49) 10.58GeV 20+ 2+4MeV bb 07(177)
B° 5.279 GeV 1.54 x 107125 bd 1)
J/ 3096 MeV 91 & 3.2MeV ct 0~(177)
$(1020)  1019MeV  4.26 £ 0.05 MeV $3 0-(177)
fo(980) 980+ 10MeV 40 — 100 MeV f - 0T(0*)
K? 498 MeV 0.895 x 10~1% sd 2(07)
K? 498 MeV 5.18 x 10785 sd 2(07)
K+  494MeV 1.24 x 10785 us§ $(07)
mt 140 MeV 2.60 x 10~%s ud 17(07)

Table 1.1: Properties of different mesons that are particularly important to this disser-
tation[3]. Note that only uncertainties in the mass and lifetime /width that are greater
than about 1% are shown. T: The quark content for the fo(980) is not entirely known.

Significant s5 content is likely. See Section 5.1 for more information.

field theory lead to C'PT invariance [4-8]. Since it is so difficult to conceive of a theory
that violates CPT invariance, it is usually assumed to hold [8].

CP invariance is violated if we can distinguish between particles and anti-
particles. The weak interaction is known to violate both C and P individually in
that it couples to only left-handed fermions, or right-handed anti-fermions. This was
first proposed by Lee and Yang in 1956 [9] based on observations of K* decays to 27
and 37 states with opposite parities. In 1957, Wu et al.[10] used ®*Co at 0.01°K inside
a solenoid to show that the weak interaction violated P and C separately. In 1964,
Christenson et al.[11] observed combined CP violation in the neutral kaon system.
The existence of C'P violation in the SM turns out to be intimately connected with

the Cabbibo-Kobayashi-Maskawa (CKM) matrix. .



1.3 The CKM Matrix and CP Violation

The CKM matrix represents how strongly the weak interaction couples two
quarks with differing flavor. The CKM matrix is show in Table 1.2. Note that there
are no tree-level neutral flavor-changing currents in the Standard Model. As we shall
see, CP violation can exist in the standard model only if the CKM matrix has a non-
reducible phase. An arbitrary N x N matrix has N? moduli and N? phases. However,
the CKM matrix is unitary, so this leaves only %N (N + 1) phases left. We can remove
still more phases because to determine what is observable, we only take the modulus
of a matrix element, e.g.| < ¢;|H|¢; > |, where H is the Hamiltonian, and |¢ > is a
state vector, so that we can change the phase of any vector |¢ > without changing
the physical predictions made by our theory. Since we have 2N quarks, we would Be
able to change 2N phases, except that changing all the quark phases is equivalent to
changing 2N — 1 quark phases, plus multiplying the entire CKM phasé by a single
global phase. So we can remove an additional 2N — 1 phases from individual elements
of the CKM matrix. For N generations of quarks we have IN(N + 1) — (2N — 1)

irreducible phases, which means that for N = 3 there is exactly one irreducible phase.

_V;Ld V;u.-_i Vub
Vcd ‘/;s ‘/cb
Vie Vis Vi

- Table 1.2: The CKM matrix, with each element identified using the standard notation.

In Table 1.3 we parameterize the CKM matrix to make explicit its unitary nature,

and that it has a single irreducible phase. Current best measurements of the moduli
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of the different CKM elements are shown in Table 1.4. We can use the so-called
Wolfenstein parameterization to incorporate the measured values of the CKM matrix
into its parameterization. We expand it in terms of A = Si12 = 0.22. We also define
Sos = AN, Size™® = AN(p — in), where A, p and n are of order 1. We follow
convention and refer to (X, A, p,n) as the Wolfenstein parameters. The CKM matrix |
is parameterized this way in Table 1.5. Immediately, we can see that the different
CKM matrix elements have very different sizes, of order 1 for quarks within the same
generation, order ’)\ for quarks from the first and second generation, A* for quarks
from the second and third generations, and A% for quarks from the first and third
generation. This difference in sizes of the different CKM matrix elements will be seen
to be very important for finding modes to méasufe experimentally that can be easily

compared to theoretical predictions.

C12C13 ‘ S12C13 ' Si3e™®
—512C33 — 012323513?15 C12C23 — 5125'235136’5_ S23C13
S12C93 — C19C23813e® . —C13833 — S12Ca3S13€  CoszCis

Table 1.3: The CKM matrixz pammeteﬂzed to make explicit its unitary nature and

single irreducible phase. Ci; = cos(6y;), Si; = sin(6;;), & is the irreducible phase.

0.97377 £0.00027  0.2257 +£0.0021  (4.31+0.3) x 1073
0.230 +0.011 0.957 £ 0.017 (41.6 £ 0.6) x 1073
(7.4£0.8) x 10° (40.6+£2.7) x 10~ > 0.78
Table 1.4: Current best estimates of the moduli of the CKM matriz elements, as

compiled by [3].



1-2 /\Az A/\3(p—2—in)
~A = AX
AN —-p—in) —AX 1

Table 1.5: The Wolfenstein parameterization of the CKM matriz.

The unitary nature of the CKM matrix allows us to write the following 3 rela-

tions:

VadVi + VeaV3s + ViV = 0 (11)
Vaus Jb+%b‘/;;'+ Vis tz =0 (1-2)
VadVip + VeaVgy + VaVyy = 0 (1.3)

Since the three terms of each equation can be seen as three vectors in the complex plane
that must add to 0, they can be used to construct three triangles. The third equation
in particular can be used to construct a triangle that is important enough to be referred
to simply as ”the Unitarity Triangle.” It is shown in Figure 1.1. By measuring the
three angles of the triangle, we can overconstrain it and test the consistency of the

Standard Model. This thesis is concerned with measurements of the angle 3:

=g |- 7243 (1.4
Via tb :

In particular, we look to measure 3 from e*e~ — 7(45) — B°B° where B° — fK?

and B® — ¢K°.



1] S
ViV /& \ ViV
IVeaVipl /1 VeaVe!
ol § {B
0 P 1
(b)

Fig. 1.1.— The Unitarity Triangle (a), and the rescaled Unitarity Triangle (b). We
rescale the Unitarity Triangle by choosing a phase convention such that V4V is real,
and dividing the length of all sides by |VqVy| so that one leg has length 1 and is on

the real axis.

1.4 The B° Meson and B°B° Mixing

The flavor eigenstates of the B; meson are not the same as the mass eigenstates
3. This means that the flavor content of a particular neutral By meson will fluctuate
between that of a B, bd, and a B°, bd . Given a By meson, we want to describe

the time-dependent evolution of its state a|B® > +b|B° >. The Schrodinger equation

(5 )=2(5)=-0-50(5)

where M and I' are both hermitian. If we diagonalize this equation, we find two

tells us that:

solutions which in the neutral B; correspond to light and heavy mass eigenstates

|Br > and |By > with masses M and My:

|BL> = p|B°> +¢|B° > (1.5)

3This discussion closely follows [12] and [8], where more information may be found.
4The convention is that the B° is the isospin partner of the B*, and so has a b quark.
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|By > = p|B®> —q|B° > ‘ (1.6)

where p* + ¢*> = 1. If we define Amp = My — M;, and the difference in lifetime

ATl'g =T'y — I', then we find:
q 2(M7, — £T75)

p  Amp—iATg
1 . 1
(Amgp)? - Z(AI‘B)2 = 4(|My)* - ‘4'|F12|2)

AmBAFB = 4R6(M12FI2)

The difference in width, AT, is expected to be small. It is produced by decay channels
common to both B and B° and the branching fractions of these channels is at or
below 1073, Since the different channels contribute with differing signs, one does not
expect their ‘sum to greatly exceed theil: individual contributions, so in a fairly model

independent way, we can expect[12]:
AT/Tp = 0(10;2)
The value of Amp has been measured|3]:
24 = Amp/Tg = 0;188 +0.003

Then we know that: AT' << Am. Therefore we can write:

AmB = 2[M12|
2R6(M12F>{2)
Alp = == 1271a)
i | M2
g _ —|Miy
D My,

We can now write expressions for the wave function of a B; meson:

|Bd > = CLH(t)!BH > -HIL(t)‘BL > (17)

= ay(t= O)e_iMHte'%rHtlBH > +ar(t = O)e_iMLte—%FLt|BL > (1.8)



10
where ay(t) and ar(t) represent the |[By > and |Br > components of our |By > as
a function of time. It is more convenient, though, to express |B; > as a function of
the flavor eigenstates |B® > and |B° >. Suppose that at time ¢t = 0 lBé >=|B° >
or |By >= |B® >. We need to express the time dependent wave function. If at

t=0,|Bg>= |B° > then we call the time dependent wave function IBphys( ) >; if

|Bg >= |B° >, we call the time dependent wave function IBphys(t) >. The we can
use equations 1.5, 1.6, and 1.8 to find:
— 0 0

P

Bys®> = Zo-(IB° > +0. (0| B°>

where we define:

: t
g.(t) = e ™e Tz cos(Am—Q-)

g-(t) = e’imte"F%z'sin(Amg)

where m = —Lﬂﬂ and T = —Lﬁ

At BABAR, a ete™ pair is collided at the 7°(4S5) resonance mass so that when
a pair of neutral By mesons are produced, they are in a coherent L = 1 state. One
way to think of this is that we have two neutral By mesons that each evolve in time
as if an independent B, meson, but in such a way that there is always exactly one B°
and one B, at least until one of them decays. In the center-of-mass (CM) frame, the
two mesons are produced back-to-back. We can distinguish each one by the its decay
angle, and by the time since it was produced. Then we can write the state function of

our two meson system as a function of the time-since-production of the forward and
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backward mesons, t; and ty:

1 —
S(tf’tb) = % {!thys(tfaeyqb) > ‘Bophys(tlhﬂ' - 0a¢+77) >

—_ |B_%hys(tf,9>¢) > |B§)hys(tb’7r —9,¢+7-(-) >}Sin0

_ _}.z.e—@m)(tmb) { [Am(—t’i;—tl—’z} (183, B >

) (biss. 3>

—|BS, By >) — ¢sin (Amtf ; i

—ng_O,BS >>}sin9f

Here, 6 is the angle that the forward-moving B; meson makes with the path
of the et, |B%, BY > denotes the B® component of the forward moving By meson and
the B° component of the backward moving By meson, and |B%, BY > denotes the B°
| component of the forward moving By meson and the B® component of the backward
moving By meson. Notice that so long as neither meson has decayed, t; = 5, and we
have exactly one B° meson and one B meson. As soon as one meson decays,. then
in general ty # tp and we might have both a B® and a B® meson. We can use this
expression for the state to calculate the amplitude for the two mesons to decay to the

final states f; and f> at time ¢, and ¢5:

Alnt) = %e_(%ﬁm)(tw"k(tl,tz) {cos [Amt1;t2]

(Au‘Iz - A-1A2) —78in [Amtl ; tz] <§A1A2

—241142) } sin 01
p

- Here the subscript indexes the two By mesons, A; is the amplitude of a transition from

B to fi, and A is the amplitude of a transition from B° to f», and t; is the time that

the $t8 meson decays. Now suppose that we look for decays such that one B; meson
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decays to a state that determines its flavor, and the other meson decays to some CP
eigenstate, fcp. Then A; = A; = Afep = nfcpAfcp’ and A; = 0,4; = Atag or
Ay = 0,4, = Atag- It is now straight-forward to calculate the time-dependent rate.

If A; = Aggg, the rate is:

—I(
€

o gttinm), T
R = Ce 98770 | AP Ase 2 {1+ Aep

+(1 - l)‘fcplZ) cos [Am(tfcp — ttag)]

—2Im(Asep ) sin [Am(tfcp - ttag)]}
If Ap = Agag then we must switch the sign of the sine term. We define

Apo. = g Asep
pr pApr

n gAfcp
prpApr

We can now calculate the time-dependent decay asymmetry a fep’

a — R(pr)ta'g = BO) — R(prata‘g = EO)
fep R(fcp,tag = B°) + R(fcp, tag = B°)
2Im()\fcp) sin(AmAt) — (1 — l’\fcplz) cos(AmAt)
1+ |>‘fcp|2

where At is the time between the two B decays. For convenience, we can rewrite this

as using the parameters S and C:

afep = S sin(AmAt) — C cos(AmAt) (1.9)

1—|/\fC |2 2I’m(/\fc ) .
where C' = T repl and § = T rpP If CP is conserved, then fep = 0.

As mentioned earlier, many phase changes are not physically significant. In

general, we can change the following phases without affecting the physical predictions
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of our theory:

\fep > — 6m|fcp->
|1B°> — €7|B°>

|1B°> — €7|B%>
Then:

Afcp — 14 fep
Afcp — (-1 4 fep

p b

' so: |f;\, 'A fcp\, ’Afcp| and A fep are all phase invariant, allowing them to be physically
significant (as can be seen by the fact that they all affect the value of a fcp')

For CP to be a good symmetry, CP? = 1. (In fact, in general we only need to re-
quire that C P? be equal to any number with a modulus of unity, and for convenience we
choose this number to be unity.) Let CP|B° >= ¢%|B° > and CP|B® >=¢7%|B° >.
Then CP is conserved only if the mass eigenstates formed by the mixing |B° > and
|B® > states are also CP eigenstates, that is if 2 =xelor m ==+1. If ’%';é +1 then
this is called C P violation in mixing. It is expected that 1 — ’gl ~ 1073[12].

Similarly, if CP is conserved, then

Afep = eiCAfcp

B [Arep| # |

or ”CP violation in decay.” We can see what is required for direct CP violation by

S0 lAprl = ‘Afcp then this is called "direct CP violation”,
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writing
> A,eil0i=¢1)
> Aiei(5i+¢i)

Az
Asep

th »

where §; is the " ”strong phase” (a phase which does not have its sign changed by

a CP transformation), and ¢; is the $th 7

weak phase” (a phase which does have its
“sign changed by a CP transformation.) This sum does not equal 1 only if at least two

terms with weak phases also acquire strong phases:
JA2 — AP = 23" AiA; sin(¢s — ¢;) sin(6; — 65)

Finally, if CP is conserved,

‘ If I)\ fep l = £1 but A fep has a non-zero phase, then this is called ” C P violation in the '
interefence between mixing and decay.” In rﬁodes we are most concerned with in this
thesis, namely B® — ¢K° and B® — foK?, to a good approximation this is the only
type of CP violation present. Then acp(At) = ~Im(A fcp) sin AmAt. We can relate
the phase of A fep to the irreducible phase of the CKM matrix.

Relating any measurement of acp(At) to SM predictions is difficult. Typically, a
low-energy effective Hamiltonian is used. It is constructed using an operator produc-
tion expansion (OPE) to separate the short- and long-distance contributions to the

decay. The effective Hamiltonian is:

a 10 '
Hest = 7; p;c AP) <C1Q11’ + Co@Qh + ; CiQi + CryQry + CSgQSg) +h.c.

where )\z(,D) = VwVyp, D represents a d or s quark depending on the mode consid-
ered, p = u,¢,t, Q’I”Q are the left-handed current-current operators arising from W-

boson exchange, Q3. 6 and Q7,10 are QCD and electroweak penguin operators, and
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Q7 and Qs, are the electromagnetic and chromomagnetic dipole operators [13]. The
shQrt-distance effects can be perturbatively calculated, and are formally grouped into
Wilson coefficients C;. The long-distance effects are grouped into the non-perturbative
“hadronic matrix elements. Traditionally, these have been calculated using so called
"naive factorization”, which separates four-quark operators into two two-quark oper-
ators. However, this ignores final state interactions (FSI) which in many cases are
important for predicting direct C'P asymmetries. QCD factorization allows one to

correct for this to order O(AQCD /my) by writing, for example: -
<r|QIB° >=< 7| B >< 7lj20 > - [1+ Y rmal + O(AQep/m))

where jy o are bilinear quark currents, and m; is the mass of the b quark([14].
1.5 Measuring sin 203

1.5.1 Measuring sin 2§ using Charmonium

The decay B® — J/¢ K is dominated by a single tree diagram, shown in Figure
1.3. Additionally, the dominant penguin contribution has the same weak phase as the'
tree diagram. (The decay K2 — ntm~ is dominated by the tree diagram shown in
Figure 1.4.) Since (to O()\?)) there is a single weak phase, we can calculate the phase
of A J/KY /A JIPKS without having to calculate any non-perturbative hadronic matrix

elements. Three factors affect the phﬁse of Ayy: % from B? — BY-mixing, given by

As/yr0
AJ/¢K° !

My (see equation 1.7); and finally, K°K° mixing:

Nopoo = YoVea) (VasVer ) (VeaVes
IVEs — \ VoV ) \VesVia ) \ VeV
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The factor of <V th) comes from the B® — B° mixing, and is calculated by the box
diagrams in Figure 1.2. Mixing from top quark exchange is enhanced due to the larger
t-quark mass. The factor of Gﬁ “;‘if’ ) is due to the tree diagrams in Figure 1.3. Finally,

the factor of (V V,,) is due to K% — K° mixing. Then:
ajppxy = sin(20) sin(AmAt)

To order O(\?) we are able to relate the time-dependent asymmetry of B® — J/ z/JKg,
and of other charmonium modes as well, to the CKM angle 3, independent of any
hadronic uncertainties. These modes are also very clean experimentally. B-factories
have measured sin 20 to within about 5%. (cf.Table 1.6). The latest BABAR measure-

ment of asc, for charmonium is show in Figure 1.5.

Fig. 1.2.— Boz diagrams like this are responsible for B°/B°® mizing in the SM.



Fig. 1.3.— The dominant tree contribution to B® — J/¥K? decays.

Fig. 1.4— The dominant tree contribution to K2 — ntn~ decays.

17
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Fig. 1.5.— a) Number of n; = —1 candidates (J/YK2, Y(28)K2, x K3 and n.K3.)
in the signal region with a B° tag (Npo) and with a B° tag (Ngo), and b) the raw
asymmetry (Ngo — Ngo)/(Ngo + Ngo), as a function of At. Figures ¢) and d) are the
corresponding distributions for the ny = +1 mode J/YK?. The solid (dashed) curves
represent the fit projections in At for B° (EO ) tags. The shaded regions represent the

estimated background contributions [15].
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1.5.2 Measuring sin 23 using b — s3s gluonic penguins

Diagrams like those shown in Figure 1.6 are important to a class of decays that
includes B® — ¢K° and B° —> foK°. If we assume that the diagram in Figure 1.6
is the only contributing decay, then we can write the decay amplitude as a sum of
the contribut.ion from each of the three diagrams formed by the three separate virtual

quarks in the loop:
A= Vcch’;(Pc) + Vtth:(Pt) + VusV:s(Pu)

where P9 represents the contribution from the diagram with a virtual g-quark. We

can rewrite this using the unitarity condition in equation 1.3:
A=V, Vi (P° - Pt) + Vs Vs (P — Pt)

The second term is CKM suppressed with respect to the first by a factor of the
Wolfenstein parameter A2. Then the parameter A fep for these three diagrams, which

we call A\p_, g3, is:

/\b——>s§s

VitVia\ (VaVes(P¢ — PY) + ViV (PY — PY)\ (ViVes (1.10)
VaoVia) \VaVs(P¢ — Pt) + Vs Vil (P = P?) ) \ VeaVis |

Vt’zvm) (VCMS> (mv;s)
1.11
<V2th§ Ve Ves ) \ VeaVies (1.11)

So for a particular final state f, so long as we can neglect diagrams with a weak

phase different than (%), the time-dependent asymmetry will be equal in value to

a number close to sin 23 which we call sin 2ﬂ£ e

af(At) = —ny sin(2ﬂ£ff) sin(AmAt) = —ny sin(26) sin(AmAt)
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In general, how close 6gﬂg is to § will depend on the final state f. Even if the diagram
shown in Figure 1.6 is the only contributing diagram, in general the relative strengths
of P¢ — P* and P* — P! will depend on hadronic matrix elements. Additionally,
different modes have contributing diagrams in addition to the gluonic penguin shown
in Figure 1.6. For this thesis, we measure CP violation in B® — ¢K° and B® — foK?.
Since both these modes are penguin dominated, we expect them to generically be
more susceptible to new physics from the weak and higher scales[16,17]. So, a lack
of agreement betwéen sin Zﬁzgo or sin 2ﬁ£‘%§<o and sin 20 as measured by charmonium
could indicate physics beyond the SM. Possible sources of new physics include tree-level
flavor-changing neutral currents (FCNC) or penguin diagrams containing undiscovered

bosons in the loop[17]. (cf. Figure 1.7.)

Fig. 1.6.— The b — s3s gluonic penguin contribution to B® — ¢K° (left) and B® —
foKP.

The decay B° — ¢K° is among the cleanest of these b — s3s (and, more
generally, b — sdg) gluonic penguin modes, both experimentally andvtheoretically.
Theoretically, next-to-leading order factorization calculations predict the difference
|B—Bogr| to be only a few degrees (sin 28,g—sin 28 = 0.02+0.01) [18]. Experimentally,
the narrowness of the ¢ resonance, and the fact that all the particles in the final state

are charged, makes the channel extremely clean. Finally, the branching fraction makes
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Fig. 1.7.— Possible new physics contributions to the b — s3s gluonic penguin modes:
. a tree-level neutral flavor-changing current (left), and a penguin diagram with a still-
undiscovered bosons. For the tree-level diagram, the mass of X is expected to be roughly
that of the Z boson. For the penguin diagram, the mass of X may be anywhere from

approzimately 400 GeV/c? to 2 — 3TeV /c?[17].

the mode accessible: BR(B® — ¢K°) = (8.6713) x 10-%[3)].

The theoretical study of CP violation in B® — fyK? is complicated by the
structure. of the ‘scalar mesoﬁ fo, which has been discussed for decades but is still
obscure. There were attempts to interpret it as KK molecular states[19], four-quark
statés[ZO] and normal ¢7 states[21]. However, recent studies of ¢ — v fo (fo — vv)[22,
23] and Dy — for*[24] decays favor the ¢7 state models. In this interpretation the
flavor content of the f, is given by fu = cos(¢,)s3+sin(¢,)nf, with nii = (ud+dd)/+/2.
A mixing phase of ¢y = —48° =+ 6° has been experimentally determined from ¢ — v f
decays(23].

Measuring the CP violation in B — foK, and also its branching fractions to
compare with theoretical predictions using various QCD calculation approaches based

on assumptions of the fy structure, compliment each other in the sense that a good
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understanding of the hadron and a reliable approach to calculate strong interaction
are necessary for the precise determination of the CKM phases. In particular, the
measurement of direct CP violation effectively tests the hypothesis of penguin domi-
nance.

There is a possible tree contribution to foK? via b — wus, shown in Fig. 1.8(a),
but this is both doubly Cabibbo-suppressed (with respect to the leading pénguin
diagrarﬁ) and color-suppressed. If the assumption is true that the f, state has a
sizable content of s3, then the process foK? would be dominated by the penguin
| process, b — s3s (cf. Fig. 1.8(b)).

BABAR and Belle have observed the decay Bt — foK* and consistently mea-
sured the product branching fraction B(B* — fo(— nF77)K*) = (9.2 £ 1.2F2¢ x
107%[25] and B(BT — fo(— ntn ) K*) = (9.6125518+34) x 107%[26], respectively,
resulting in approximately B(BT — foK*) ~ 20 x 107%. We can reasonably expect
that B(B® — foK°) has a value of similar magnitude. Additionally, Belle has recently
used a (not t;ime—dependent) full dalitz analysis to measure the the branching fraction
of BY — fo(— m+m)K? to be 7.6 £ 1.7+ 0.7+35 [27].

Wt
b

-~
~

BO WU

o

(a)Cs ; (b)Ps

0w o 5
[o0]
o
(g
Q

d .

Fig. 1.8.— The color-suppressed tree (a) and dominant gluonic penguin (b) are dia-

grams that could contribute to the decay B — foKQ.

A variety of b — sgq penguin dominated modes have been measured by both



23

<t
<l
<l
@l

S fO U K+
w W+
B+ - B ----
5 K+ U fo
U u . (7 U

Fig. 1.9.— Annihilation diagrams contributing to BT — foK*. No corresponding

diagrams exist for B — foKP.

BABAR and Belle. A summary of these measurements as of October 2006 is shown in

Table 1.6.
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Chapter 2

The BABARDetector

2.1 Overview

To measure CP in ¢K° and fyK? we need to BABAR detector to be able to:
vertex the distance between the two B-meson decays so that At may be calculated;
measure the speeds and momentums of the daughter pions and kaons, so that we may
use particle identification (ID) and kinematics cuts to select ¢K 0 and foK? deca&s;
and identify K? mesons, and measure the direction of their momentum to select PK?
decays.; finally, we use the full capabilities of the detector to find the flavor of one of
the B-mesons at the moment of its decay.

The BABAR detector opefates at PEP-II B-factor which is located at the Stanford
Linear Accelerator. PEP-II is an asymmetric eTe™ collider operating at a center-of-
mass energy of 10.58 GeV, which is the mass of the 7°(4S) resonance, and designed
to operate at a luminosity of 3 x 103c¢m~2s~!. In PEP-II, the electron beam of
9.0 GeV collides head-on with the positron beam of 3.1 GeV, which results in a Lorentz

boost of By = 0.56 to the 7(4S5) resonance. This Lorentz boost makes possible the
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reconstruction of the two B-meson decay vertices, which in turn allows an analysis of
the time-dependent CP asymmetry of their decay rates in general, and in particular
in the cases when one of the B-mesons decays to ¢K° or foK?.

The BABAR detector consists of five different subdetectors. The silicon ver-
tex tracker (SVT) is the innermost detector. It is surrounded by the drift chamber
(DCH), which is in turn surrounded by the detector of internally reflected Cherenkov
light (DRC), a novel type of detector used for particle identification. The DRC is
surrounded by an electromagnetic calorimeter (the EMC). All of these are surrounded
by a 1.5T superconducting magnetic solenoid. The instrumented flux return of the
solenoid (the IFR) is fitted with resistive plate chambers. A 2-tiered triggering system
integrates trigger information from the DCH, the EMC and the IFR. The data is writ-
ten inspected by a user in real time (the data quality manager, or DQM), and written
to disk. All this takes place as part of the online data aéquisition system (DAQ.)

In general, many decays will produce charged particles with a momentum of

less than 1GeV/c so that multiple scattering is a significant limitation on the track
parameter resolution. Heﬁce, an effort is made to minimize the amount of material in
the active region of the detector.

We now focus on each part of the detecter. More information may be found in

Ref. [31], which is the source of the figures in this chapter.

2.2 The Silicon Vertex Tracker (SVT)

The SVT must in general measure the momentum and angles of charged tracks.
It must also provide the distance between the decays of the two B-mesons, which

means that the mean vertex resolution along the z-axis for a fully reconstructed B
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decay must be better tham 80 pum. SVT track measurements are also important for
extrapolation to the DRC, EMC and IFR. The SVT is particularly important for
tracks with a.transverse momentum of less than 100 MeV.

There are a number of physical constraints on the design of the SVT. It must fit
inside the ~4.5 m-long support tube which extends the length of the detector. It must
withstand 2 MRad of ionizing radiation. It is not easily accessible; any replacement of
internal parts takes an estimated 4-5 months. So the SVT must be extremely reliable
and robust.

The SVT is made of three inner and two outer layers of double sided silicon
strip sensors. Strips on opposite sides of each sensor are oriented orthogonal to each
other. The ¢ measuring strips are parallel to the beam, and the 2z measuring strips are
oriented transversély to the beam axis. The sensors are organized into modules. The
modules of the inner layers are straight, while those of ‘the outer layers are arched.
This arched design is to minimize the amount of silicon required to cover the solid
angle, while increasing the crossing angle for particles near the edges of acceptance.
Different sensor sizes are used ranging from 43 x 42 mm? (z x ¢) to 68 x 53 mm?.
The half modules are given stiffness by two carbon fiber/kevlar ribs7 A picture of the
finished SVT is show in Figure 2.1. Diagrams of the front and side cross sections of

the SVT are shown in Figure 2.2.

2.3 The Drift Chamber (DCH)

The purpose of the drift chamber is to provide detection, momentum measure-
ments, tracking, and particle ID through dE/dx measurements of charged particles.

In particular, reconstruction of K2 mesons relies exclusively on the DCH. This means
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Fig. 2.1.— This shows the finished SVT. The sensor modules can be seen on its

surface. The black, cord-like structure is the carbon fiber space frame.

that the DCH must be able to measure not only the transverse momenta and position
of tracks, but also the longitudinal position with a resolution of 1 mm. DCH track
measurements are also important for extrapolation to the DRC, EMC and IFR. Par-
ticle ID of low momentum requires DCH dE/dz measurements. A resolution of about
about 7% allows 7/K separation up to 700 MeV/c. Finally, the DCH must operate
despite beam-generated background approximately 5k Hz/cell in the innermost layers.
The DCH is 3m long and has an inner radius of 0.236m, which is limited by the
size of the support tube, and an outer radius of 0.89m, which is limited by the size of
the DRC. The total thickness of the DCH at normal incidence is 1.08%X, ! , of which

the wires and gas mixture contribute 0.2%X,, and the inner wall 0.28%Xj,. The inner

10One Xy is one radiation length
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Fig. 2.2.— Diagrams of the SVT, from the side (top) and from the front.

cylindrical of the DCH is made of 1mm-thick beryllium. The DCH has 40 layers of
small, hexagonal cells providing up to 40 spatial and ionization loss measurements for
charged particles with transverse momentum greater tham 180 MeV/c. Logitudinal
position is obtained by placing the wires in 24 of the 40 layers at small anges with
respect to the z-axis. The gas used is an 80:20 mixture of helium:isobutane. Its
properties are presented in Table 2.1. This mixture has a radiation length that is five

times larger than that of commonly used argon-based gases.
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Parameter Values

Mixture He:C,H;0 80:20
Radiation Length 807 m
Primary Ions 21.2/cm
Drift Velocity 22um /ns
Lorentz Angle 32°
dE/dz Resolution 6.9%

Table 2.1: Properties of the helium-isobutane gas mizture used in the DCH, at atmo-

spheric pressure. The Lorentz angle is stated for a 1.5 T magnetic field.
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Fig. 2.3.— Longitudinal section of the DCH. The chamber center is offset from the

interaction point (IP) by 370 mm.

2.4 Detector of Internally Reflected Cherenkov Light(DRC)

The DRC provides particle identification for charged tracks that are too energetic
for the DCH to identify, that is tracks with an energy above about 700 MeV. This is
essential for any measurement of time-dependent CP violation because it is needed to
identify the flavor one of the B mesons via the cascade decay b — ¢ — s. The kaons
used for ﬂa{/or tagging have momenta that can be as high as 2 GeV/c, but generally

are below 1GeV/c. Additionally, for this analysis, kaon and pion discrimination of
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® Guard
O Field 8583A16

1-2001

Fig. 2.4.— Contours of equal drift times of ions in the cells of layers 8 and 4 of an
axiag superlayer. The isochrones are spaced by 100 ns. They are circular near the
sense wires, but become more irregular near the field wires, and extend into the gaps

between the superlayers.

tracks too energetic for the DCH can help reduce background levels.

When charged particles pass through the rectangular synthetic fused silica of
the DRC, they emit light at an angle that is determined by the familiar relation
cosf, = 1/np. Here, = v/c, v is the velocity of- the particle, c is the speed of light,
and n = 1.473 is the index of refraction of the silicon. Since 8 = 1, some of the photons
will internally reflect down the silica box to either end. One end has a mirror so that

any photons will be reflected towards the opposite end. This other end connects to a
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chamber full of water called the standoff box. A fused silica \&edge reflects the light
at large angles relative to the bar axis to reduce the required detection surface, and
to prevent photons from being lost do to reflection at the silica-water interface. An
array of photomultiplier tubes (PMTs) collect the photons about 1.17 m away from
the end of the silica. Each PMT is surrounded by a light catcher cones to help collect
photons the PMT's might otherwise miss. Ultimately, the DRC detects what amounts
to a conic section formed by the photons emitted from the particle, which carries
information about the angle of the emitted light, and ultimately the particle’s speed.
This is depicted in Figure 2.5.

‘The DRC has 144 rectangular synthetic fused silica bars. Each bar is 17 mm-
thick, 35 mm-wide, and 4.9 m-long, and is assembled from four 1.225m pieces glued
end-to-end. The bars are grouped into 12 groups of 12 bars each. Each group is
stored in a separate hermetically container called a bar box, which is made out of very
thin aluminum-hexcel panels. The standoff box is made of stainless steel, consists of a
cone, a cylinder, and 12 sectors of PMTs, and holds about 6000 liters of purified water.
Each of the 12 PMT sectors contains 896 PMTS, each with a diameter of 29mm. The
effective active surface area light collection fraction is about 90%. Figure 2.6 shows
different diagrams of the DRC. The DRC has a thickness of about 17% of a radiation
length at normal incidence. The radiator bars subtend a solid angle corresponding to

about 94% of the total azimuth and 83% of the CM polar angle cosine.

2.5 The Electromagnetic Calorimeter(EMC)

The electromagnetic calorimeter (EMC) measures electromagnetic showers with

an excellent efficiency, and energy and angular resolution over an energy range from



33

PMT + Base ~
10,752 PMT's

Purified Water

17.25 mm Thickness H
(35.00 mm Width) ' B
BarBo x /

Track
Trajectory

‘/]___.__49m 197 m
4x1225mBars

glued end-to- end

8-2000
8524A6

Fig. 2.5.— A schematic of the operation of the DRC. Not shown is a 6 mrad angle on

the bottom surface of the wedge.

20 MeV to 9 GeV. It is very important for identifying K’s. It also identifies electrons,
which helps with B-meson tagging via semi-leptonic decays. Finally, it is important
to muon detection. This is needed for reconstructing J/v mesons, which are part of
most precision sin 23 measurements.

The EMC is composed of thallium doped Csl crystals. The properties of the
CsI(T1) crystals are shown in Table 2.2. The crystals provide full céverage of the
azimuthal angle. Coverage is provided over the polar angle from 15.8° to 141.8°,
which gives a 90% solid angle coverage in the CM system. The barrel contains a total
of 5760 crystals in 48 rings, with 120 identical crystals each. The endcap contains
820 crystals in 8 rings, so this makes a total of 6580 crystals. The length of each
crystal varies from 29.6¢cm towards the back of the EMC to 32.4cm toWards the front,

to limit the effects of shower leakage from increasingly energetic particles. The EMC
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Parameter Values

Radiation Length 1.85¢cm

Moliére Radius 3.8cm

Density 4.53g/cm?

Light Yield 50,000/ MeV

Light Yield Temp. Coeff. 0.28%/°C

Peak Emission Aoz 565nm

Refractive Index(M\ )  1.80

Signal Decay Time 680n.s(64%)
3.3413(36%)

Table 2.2: Properties of CsI(Tl) used as the material for the EMC crystals

is supported only by the outer radius, with a thin gas shield at the front. Its barrel
and the outer five rings of its endcap have less than 0.3 — 0.6X, of material in front
of the crystal faces. The SVT support and electronics, and the Bl dipole magnet
are between the inner 3 rings and the beam, so that the inner 3 ringé have 3.0Xg of
material blocking them.

The crystals themselves are made from CsI salt doped with 0.1% thallium. They
are shaped into tapered trapezoids with a tolerance of £150um, and then polished.
The typical front face is 4.7 x 4.7cm?, and the typical back face area is 6.1 x 6.0cm?.
Each crystal scintillates. With the aid of two layers of diffuse white reflector about
165um thick on each crystal, it also guides the scintillated light. Each crystal is also
wrapped in 25um thick aluminum foil which is electronically connected to the metal
housing of a photodiode preamplifier to provide a faraday shield. Finally, an outside
covering of 13um thick mylar assures electrical isolation. Two 2 x 1lem? silicon PIN

diodes glued to the back of each crystal detect the light
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2.6 The Instrumented Flux Return(IFR)

The instrumented flux return (IFR) is designed to identify muons with high
efficiency and good purity, and neutral hadrons (K¥'s and neutrons mostly) over a
wide range of momenta and angles. Muons are important for tagging via semileptonic
decays, and for reconstructing J/v muons. All of this requires large solid angle cov-
erage, good effiency and high background rejection for muons down to below 1 GeV/e.
To achieve this we use single gap resistive plate chambers (RPCQ). The RPCS detect
streamers from ionizing particles via capacitive readout strips. They are have a low
cost of construction, and can cover odd shapes with minimal dead space. They pro-
* duce large signals with a fast response time, about 1 — 2ns. A position resolution of a
few mm is achievable. The planar RPCs consist of two 2mm bakelite sheets separated
by a gap of 2mm. The gap is enclosed by a 7mm wide frame. The gap width is
kept uniform by 0.8cm? polycarbonate spacers glued to the bakelite, and spaced at
distances of 10cm. Finally, the bakelite‘ surfaces that face the gap are treated with
linseed oil. The RPCs are operated in limited-streamer mode, and the signals are read
out capacitively on both sides of the gap by external electrodes made of aluminum
strips on a mylar substrate. The cylindrical RPCs have resistive electrodes made of a
special plastic composed of a conducting polymer and ABS plastic. They have a gap
thickness and spacers identical to the planar RPCs. No linseed oil or other surface
treatments are applied to them. |

The RPCs are installed in gaps of the ﬁnely segmented steel of the barrel and
end doors of the flux return. The steel segmentation was chosen on the bases of MC

studies. The flux return consists of 18 plates, which increase in thickness from 2em
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at its interior, to 10cm at its éxterior. The nominal gap is 3.5¢m in the inner layers,
and 3.2cm elsewhere. In all, there are 19 RPC layers in the barrel and 18 in the
endcaps. Two layers of cylindrical RPCs are installed between the EMC and magnet
cryostat to detect particles exiting the EMC. The total active area of the IFR is about
2001m?, covered by 806 RPC modules. More than 25 different shapes and sizes of
RPCs were built, and their sizes and shapes are matched to the steel dimensions to
create very little dead space. There are 57 in each of the six barrel sectors, 108 in
each of the four half-end doors, and 32 in the two cylindrical layers. They operate
with a non-flammable gas mixture, typically 56.7% argon, 38.8% freon 134a (1,1,1,2

tetraflouroethane), 4.5% isobutane.

2.7 The Trigger and Data Acquisition(DAQ) System

The trigger system must keep the total event rate under about 120 Hz; the
background is about 20 kHz each for one or more tracks in the DCH with transverse
momentum greater than 120 MeV/c or at least one EMC cluster with a deposited
energy gredter than 100 MeV. The trigger system must be also be responsible for
very little dead time, ideally less than 1%. It consists of a two-level system, L1 in
hardware, and L3 in software. (The moniker L2 was reserved in case a third layer had
to be added to the trigger system.)

The L1 has a typical output rate of 1kHz. It produces triggers within a fixed
latency window of 11-12 us after collision, which it delivers to the fast control and
timing system (FCTS.) These triggers are based in information from the DCH, EMC,
and IFR, and are produced by the DCH trigger (DCT), the EMC trigger ,(EMT), and

the IFR trigger (IF'T), respectively. The DCT and EMT can produce triggers more or
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less independently, which gives a high level of redundency that is useful for testing and
diagnostic purposes. The IFT triggers on p™u~, which can be used to study cosmic
rays for diagnostic purposes. In any case, the data used to form the trigger decision
is saved. The DCT and EMT feed the triggers, and the type of trigger event, into
the global level trigger (GLT) every 134ns. The GLT sends this to the FCTS, which
decides whether to trigger based on the trigger event.

Any triggered events are ultimately given to the L3 trigger, which reduces the
rates for the main physics sources, identifies and flags special categories of events
needed for luminosity determination, diagnostic, or calibration purposés. To do this,
the L3 trigger partially reconstructs the events using a linux online computef farm. It
runs within the Online Event Pfocessing (OEP) framework, which delivers the events
to L3, and then logs what L3 tells it to. Since the events are partially reconstructed,
théy can be used for online quality monitoring. The L3 output rate is about 100 Hz.

The data acquisition (DAQ) system includes everything in the data collection
chain from the common front end electronics (FEE) to the L3 trigger to the logging of
event data. It must support an L1 trigger accept rate of up to 2 kHz, with an average
event size of approximately 32 kbytes, and a max output (L3 trigger rate) of 120 Hz.
On average it should not contribute more than 3% deadtime. The online dataflow
system (ODF) is responsible for communication with and control of the detector sys-
tems’ front end electronics, and for the acquisition and building of event data from
them. The OEP system is responsible for processing of complete events, including the

L3 software triggering, for data quality monitoring, and for the final stages of cali-
brations. The logging manager (LM) is responsible for receiving selected events from

OEP, and writing them to disk for input to the online prompt reconstruction (OPR)
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processing. The online detector control (ODC) syst‘em must control and monitor the
environmental conditions for the detector systems. The online run control (ORC) sys-
tem ties together the other systems, and must sequence their operations. It provides
a GUI to aid its operators.

The entire DAQ system is coded primarily in C++, with some JAVA for the
GUIs. The FEE are controlled by and communicated with via 157 custom VME
Readout Modules (ROMs.) These ROMs are grouped by detector subsystem, and
housed iﬁ 23 data acquisition VME crates that are controlled by ODF software. One
ROM in each crate aggregates data, and theﬁ forwards it for event building in a linux
workstation PC farm. The crates and farm machines communicate via 100 Mbits/s
ethernet linked by a network switch- the event builder switch. ROMs are supported by
a boot server which provides core and system-specific code and configuration informa-
tion. Farm machines host OEP and L3 trigger software. The infbrmation is written to
a disk buffer via LM software. Several additional file servers hold the online databases
and productions software releases. A further set of application servers host the cen-
tral functions of the various online subsystems. Operator displays are supported by a
group of ten console servers. Fifteen VME crates cdntain data acquisitioh hardware
for detector control subsystems. All VME crates, the online farm, and all application
and console servers are connected via a switched 100Mbits/s ethernet network that
is dis,tvinct from that used for event building, with a 1Gbits/s fiber ethernet used for
file servers and interswitch links. The DAQ system is controlled through a custom
Motif GUI for run control, and an extensive hierarchy of displays for detector control,
including control panels, strip charts and an alarm handler. The electronic logbook is

available through a web browser interface.
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Chapter 3

Experimental Analysis Overview

3.1 Extracting the CP parameters S and C

The analysis presented in this note uses the so-called quasi-2-body (Q2B) ap-
proximation, which represents a branch cut in the Dalitz Plot in order to isolate the
resonant ¢K° or foK? decay. In this approximation, qu 0 or foKQ is a CP eigenstates.
Assuming CP violation in B°B° mixing is absent (|¢/p| = 1), and assuming Al'g, =0
as well as C’PT invariance, the time-dependent probability density function (PDF) for

events tagged as B° and B, respectively, can be written in a model-independent way

as
1At /750
fBotag(At) = —— (1 + Ssin(AmgAt) — C cos(AmdAt)) :
47'30
(3.1)
| e=l1At/T50
fEog(At) = ——— (1 — Ssin(AmgAt) + Ccos(AmdAt)) ,
47'30

where the unknown parameters S and C are defined in equation 1.9, and violate CP

symmetry if their values are non-zero. The parameter S probes mixing-induced CP
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violation (CPV) and C determines direct CPV. (¢f. Section 1.4.)

3.2 Signature of Charmless 3-body Decays

B-mesons decay predominately through b — ¢ transitions. Charmless 3-body
decays tend to involve either a b — wu transition, or are penguin-only decay modes
(such as B® — ¢K?), and have a branching fraction of the order of 10~. The cross
section for continuum production is roughly the same as that for bb production at the
T(4S) resonance (see Table 3.1), so that we must supress continuum background by
a factor of roughly 10%. We do this by making cuts on the kinematic variables, dalitz
~ variables, and event shape information. We use advanced, multi-variable techniques
to exploit as much information from the variables as possible. Ultimately, a tight cut
on the mass of the ¢ candidate makes the ¢K? mode relatively clean. However, the
greater width of the fo, and the increased background due to K 9 reconstruction, make

continuum much more of a problem for the foK2 and ¢K?° modes.

ete” — Cross-section(nb)
bb 1.05
cc 1.30
83 0.35
Ul 1.39
dd 0.35
THr— 0.94
utp 1.16
ete” ~ 40

Table 3.1: Calculated production cross-sections at /s = M (Y (4S)). The ete™ corss-

section is the effective cross-section, expected within the experimental acceptance[12].

A B meson candidate is characterized kinematically by the beam energy substi-
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tuted mass
s = (53 + By B/ B (32
and the energy difference
AE = B — -;-\/5 , (3.3)

where /s = 10.58 GeV is the CM energy’ , and the B momentum and the four-‘
momentum of the initial state, (E;, p;) are defined in the laboratory frame. mgg
peaks at the B mass for signal, with a width of about 2.5MeV, and is limited mainly
by knowledge of the beam energy and direction. | Continuum mgg is parameterized
by the ARGUS shape[32], ‘which simply reflects the relationship of mgg to phase
space. The typical AE resolution is about 15MeV. If a non-signal B-decay channel
is reconstructed as signal, any missing tracks will cause the AFE resolution from that
channel to peak at a value greater than or less than zero. For four and five body
modes, reconstruction misses tracks, and their AF distribution peaks below zero; for
two body modes, reconstruction adds tracks, and their AE peaks above zero. We
parameterize continuum AFE shapes with low order polynomials.

For the K? analyses, we are able to measure the direction, but not the magnitude,
of the K? candida_te’s‘momentum. We assume a nominal B-meson mass, and can no
longer use mgg. The distribution of AF is then quite different from that of a typical
three-body mode, and becomes analogous to mgs. For ¢K?, the typical fesolution
AFE resolution is about 2.5 MeV.

In the analyses described in this note, a B candidate is formed by producing an

1The value of s is measured on a per-event basis using the total magnetic bending strength (includ-
ing effects of off-axis quadrupole fields, steering magnets, and wigglers) and the average deviations

of the accelerating frequencies from their central values(31].
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h*th~K? candidate where h = , or K, or by producing a K*K~K? candidate. Any
#K? or fng candidate must then pass the (loose) requirements that mgs > 5.1 GeV
and AFE < 0.450 GeV, while a ¢K? candidate must satisfy [AE| < 0.15GeV. This is
referred to as the ”preselection” stage of reconstruction.

The quasi-2-body approximation consists of reducing the decay kinematics of
the kinematically allowed region in the Dalitz plot to bands or cross-bands, which
(usually) are dominated by a single resonance, with more or less signiﬁcant cross feed
from other resonances through interference. We cut on the Dalitz plof by cutting
on the mass of the ¢ or fy candidate, and by cutting on the absolute value of their
‘helicity, which is defined as the angle between the positive kaon or pion in the ¢ or fo

center-of-mass frame, and the ¢ or f, flight direction in the laboratory frame.

3.3 Misreconstruction of Signal

Signal candidates may be misreconstructed. We call these events self-cross-feed
(SCF). Typically this occurs when a soft track is mistaken for a daughter of the fy
or ¢ resonance. The K? may also be misidentified. If the anything besides the K°
is misreconstructed, in general the distribution of the discriminating variables will be
different. In particular, the mgs and AF resolution is decreased. For this reason, the
final fit must paraméterize SCF and truth matched signal events separately. However,
since reconstruction involves only charged ;cracks, SCF is not a large problem for ¢K
or foK?2. The rate of K? misreconstruction is somewhat higher, but does not result
in a significantly different AE resolution, and does not need to be parameterized

separately in the final fit.
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3.3.1 Decay Topology

We can exploit the shape of the decay tracks in the center-of-mass franie to
discriminate between signal and continuum background. Since the center-of-mass
energy is close to the éombined mass of the two B-mesons, they are produced almost
at rest, and each decays fairly isotropically. Continuum events, on the other hand, are
characterized by jets produced by the two quarks. If a particular event is a B decay,
all the tracks not used to reconstuct the signal B-meson should be roughly isotropic.
To quantify how isotropic or jet-like those tracks are, we use the monomials L,,, a
set of momentum-weighted sums over the tracks in the rest-of-the-event (ROE) with
respect to the B thrust axis T [33]:

Lyo= Y pix|cos(fr,)|" , (3.4)
i=ROE
where we use in particular Lo and Ly [34]. We require that any neutral object in the
. ROE have a minimum energy of 100 MeV.

Multivariate Analyzer techniques can be used to com‘bine Lo and Lo with other
event shape or kinematic variables to enhance supression of continuum background.
To simplify systematic studies we do not include kinematics specific to the ¢ or fo
(for example, dalitz plot variables) in the MVA, including them in the likelihood fit
instead.

We have tried several combination of non-global variables [35] and found that the
combination of the following four leads to close-to optimal results, while maintaining

simplicity. Note that all variables used below are defined in the center-of-mass.

e [yand L.



49
e cosOp,,, the cosine of the angle between the CM B direction and the z axis.
With full detector acceptance, it follows a sin®¢ (uniform) distribution for signal

(continuum background) events. We use the modulus |cosfp ;| in' the MVA.

e cosfr, ., the cosine of the angle between the candidate’s thrust axis and the z
axis. With full detector acceptance, It has a uniform 1 + cos?8 distribution for

signal (continuum background). We use the modulus |cosfz; .| in the MVA.

Two MVA techniciues, a linear Fisher discriminant (FI) [36], and a non-linear Neural
Network (NN) [37], have been studied. The latter is a MultiLayerPerceptron Neural

Network with the following architecture:
e number of input variables: Ny, = 4;
e number of output classes: 2 (signal and background;
e number of layers: 4 (input, output & 2 hidden layers);
e number of neurons per layer: Nyar, Nvar — 1, Nyar — 2, 2;
e number of training cycles: ca. 5000;

e size of the training samples: 10000 signal MC events and 10000 off—résonance

data events.

Optimization and training of the MVAs uses off-resonance data contained in the signal
region to reduce residual correlations of the NN with the kinematic variables used in

the ML fit, and is done separately for each analysis.
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3.3.2 B background

We introduce a corrective probability density function (PDF) in the likelihood
for classes of major contaminating modes, that is more than one event expected in the
data sample after the candidate selection. An extensive list of exclusive charmless BB
modes has been sﬁudied to evaluate the systematics on the event yields and the CP
parameters due to cross-feed from these modes. The modes can be categorized as two-,

three- and four-body final states, for which the decay kinematics differ significantly.

e Two-body modes: to reconstruct, e.g., a B® — fuK° or ¢K? candidate from
pairs of 7/ K?, one adds aﬁ additional object (charged or K?) taken from the rest
of the event: as a consequence, these events populate the positive AE region.
Since background from two-body events is weak, we do not apply an additional
cut on the invariant mass of track pairs. The rates of the two-body decays are

well-known experimentally.

e Three-body modes: by exchanging K2 or pions between the signal B and the
ROE, or by picking up misidentiﬁed kaons, one can reconstruct a B® — fuK?
or pK° candidate from another three-body mode. This approximately leaves
AFE unaltered, i.e., AE (three — body) ~ 0 — albeit with worse resolution. The
kinematics of these processes resemble that of the signal, so that the three-body
cross-feed is difficult to suppress without compromising the signal efficiency.
In particular, three-body background exhibits similar kinematic properties as
misreconstructed signal events. The branching fractions of most of the three-

body modes have been measured.
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e Four-body modes: by using only three objects of a four-body decay, one can
reconstruct a B® — foK? or ¢K° candidate that accumulates in the negative
AF region. Many of the four-body decays have not been measured yet although

good progress has been made recently.

¢ Higher multiplicity modes: the rates of modes with five or more particles
in the final state are unknown in general and thus cannot be accounted for in
a systematic way in the analysis. Kinematically, these modes resemble charmed
b — c¢ background due to the large negative AFE values. Since we apply a
relatively tight AFE requirement for signal candidates, cross-feed from > 5—body‘
charmless background is assumed to be taken care of by the generic B and the

continuum contributions to the likelihood.

We use the world average branching fractions computed by the HFAG [30]‘ for the
experimentally known decay modes. In cases where only upper limits are given, we
translate the limits into branching fractions using the available information from the
related publications. Educated guesses are used to deduce the branching fractions
for the unknown modes. This is done using wherever possible similar modes thaﬁ are
known, together with rules based on isospin symmetry and/or form factor arguments,
where naive factorization 6f the matrix elements is assumed in the latter cases. If such
rules are not available, we rely on theoretical results from QCD Factorization [13], or
ad hoc assumptions that consequently entail large systematic uncertainties.

In B decays into two vector mesons the vector-vector state can have L = 0, 1,2
orbital angular momenta corresponding to longitudinal and transverse polarizations.

Only longitudinally polarized particles create sufficiently fast decay pions and kaons
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to produce significant background after the candidate selection. ’We assume in the
following in cases when the polarization is unknown that the corresponding modes be
longitudinally saturated, which is in accordance with recent experimental results [39].
An uncertainty of 100% is assigned to this assumption.

In the fit, individual modes with expected contamination of one or more events
after selection are classified within two classes for charged charmless B decays, seven
classes for neutral charmless B decays, and each one class for charged and neutral
b — ¢ decays, respectively. The classes regroup modes with similar PDFs and each
class represents a corrective term in the likelihood. Their branching fractions, selection
efficiencies and expected>number of events, computed for an integrated on-resonance
luminosity of 112 fb~?, are discussed below and summarized in Tables 5.3-5.4.

Note that, if not stated otherwise, all branching fractions are given as products

of branching fractions including the rates of sub-decays.

3.3.3 Tagging Efficiencies

For B-backgrouhd modes faking our signal by picking a track from the tag side,
or leaving a track to the tag side, the tagging properties can be modified compared
to the signal case. (For more information on B-flavour tagging, see Section 3.6.) In
particular, the tagging efficiencies per each tagging category can be affected. For
example, the Lepton category owes less tracks on the tag side than other hadronic
categories, leaving less room for combinaforial effects with the CP side. This leads
to a lower tagging efficiency in this category for the concerned modes, which is to
say that there is less B-related background in this category. Specific B-background

tagging efficiencies are obtained from MC simulation. For charm B background, we
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use the default BReco tagging efficiencies (cf. Ref. [40] and Section 4.6). The mistag

probabilities are assumed to be mode-independent, so that we can use the numbers

obtained from fits to BReco events [40].

3.3.4 CP Parameters

We use the same At model parameters for the B background as for signal.
All model parameters are varied coherently among all modes for systematics. We
neglect the difference in the vertex resolution between a nominal signal candidate
and a B-background event. If the CP parameters are known, then they are set to
their known values. Otherwise, they are set to zero. In any case they are varied as
a systematic.(Since the notion of charge is absent in these analyses, the sensitivity
to charge-related asymmetries, e.g., tag-charge correlations, is greatly reduced.) The

tagging fractions are obtained from MC simulation.

3.4 Track Lists

Reconstructed tracks, or groups of tracks, that pass certain critera are placed in

"lists”. The following lists are used for reconstruction:

. ChargedTracks: Any candidate with a non-zero charge; a pion mass is as-

sumed.

e KsDefault: Any pair of candidates from ChargedTracks with a mass between
0.47627 GeV/c? and 0.52267 GeV/c2.

e GoodTracksVeryLoose Any candidate from the ChargedTracks list that

also has a maximum momentum of 10 GeV, a maximum distance of closest ap-



54
proach to (0,0) in the zy plane that is less than 1.5¢m, and a distance of closest

approach to z = 0 that is less than 10cm.

GoodTracksLoose Any candidate that is in the GoodTracksVeryLoose list
that has has a minimum transverse momentum of 100 MeV and at least 12 hits

in the DCH.

KlongEMCLoose Selects candidates in the EMC that may be a K?. A simple
minimum energy requirement (greater than 0.1 GgV) is placed on the energy

deposited in the calorimeter.

KlongEMCTight More discriminating that KlongEMCLoose. Cuts more
tightly on the minimum required deposited energy, as well as a maximum energy
(between 0.2 GeV and 2.0 GeV. The track must not be too much in the forward
direction (—1 < cos(f) < 0.935). The track must not be associated with any

tracks in the DCH or SVT. Finally, it must not look like a merged 7°.

KlongIFRLoose Selects candidates in the IFR that may be a K. Requires
that the candidate have generated hits in the IFR (rather than just in the inner

RPCs.)

KlongIFRTight More discriminating than KlongIFRLoose. Require that the
candidate not be pointed too much in either the forward or backward direction
(—0.7 < cos(f) < 0.936). The candidate cannot look like a kaon. Finally, the

first hit on the endcap must not be beyond the 13th layer.
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3.5 Vertexing and At Determination

Determining Az and, from that quantity, At, is critical to these analyées. The
SVT is responsible for the physical measurement of Az. We use the same vertexing
algorithms as the sin 28 from charmonium analyses does[41].

In Calculating At from Az, the sin 208 analysis in [41] iﬁcludes a correction for the
momentum of the two B-mesons in the 7°(4S) rest frame. This is called the average 7,
approximation, and works well for very clean channels. However, we have much more
continuum background. A continuum event, of course, has no B-mesons, and using
the average 7, approximation for continuum events creates correlations between At
and o(At) that are very difficult to model. To avoid this problem, we use the ”boost”
approximation, which does not correct for the momentum of the two B-mesons in the
7 (4S) rest frame. Instead, At = Az/(y8¢c), where yBcm = 250um. The resolution of
the At distribution is only 4% worse when using the boost approximation than when

using the average 7, approximation.

3.6 B-flavor Tagging

Determining, or tagging, the flavor of one of the B-mesons is essential to measur-
ing time-dependant asymmetry. We reconstruct one B-meson candidate as decaying
to the signal mode. A variety of methods are used to reconstruct the flavor of the
other, "tag” B-meson. The Moriond tagging algorithm used in the present analyses
is described in detail can be found in Ref. [42]. The brief review and the results given
below are taken from that document, and from Ref. [43].

Semileptonic B-decays can be used to determine the flavor of the tagged B-

meson. The most important variable for determing whether a particular track which
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has been identified as a likely electron is also the daughter of a semileptonic B-decay
that can be used to tag the flavor of the B is the center-of-mass momentum of that
track.

Kaons can also be used to determine the flavor of the tagged B-meson. The
dominant source of kaons are b — ¢ — s decays, which produce "right sign” kaons,
meaning that a K indicates a B° tag. A number of other processes also produce

right sign, wrong sign; and neutral kaons. The multiplicities for right and wrong sign

kaons from B decays have been measured by ARGUS|[44]

n(B® — K*+X) = 0.58 + 0.01 = 0.08 (3.5)

n(B° —» K~X) = 0.13 £ 0.01 £ 0.05 (3.6)

Even a single kaon candidate can be used to tag the B flavor. For events with multiple
candidates, tags based on the three best kaon candidates are used; the correlation of
these three variables provide better tagging performance than just using the charge of
the best kaon candidate.

Slow pions from D** decays also tag the B flavor. In this case, a 7~ indicates a
BO tag. The D** decays to a pion, and a D°, which are emitted nearly at rest. Then
the slow pion and the D are boosted in the same direction by the momentum of the
D**, which means we can expect that the slow pion direction in the B rest grame
will be along the direction of both the D° decay products and the remainder of the B
decay products.

Simply taking the charge of the track with the highest momentum in the 7°(45)
center-of-mass frarﬁe can also sometimes identify the flavor of the B. The purpose of

this is to identify fast particles (for example fast pions from B® — D*r) and to recover
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high momentum leptons that may have been missed by other tagging methods using
other typeé of information. Any such particle is prompt and therefore a cut of 1 mm
on the impact parameter in the transverse plane is made.

Technically, the event is evaluated separately using the physics information de-
scribed above so that it has seven different tags assigned to it: Electron, Muon,
Kinematic Lepton (uses kinematics of tracks to try to idéntify them as leptons),
Kaon, Slow Pion, K-Pi (aftempts to exploit correlations between kaons and slow pi-
ons), and Max p*.

These seven different tags are then fed into a neural net, which combines them,
and outputs a single tag between -1 and 1, with 1 representing a B® and -1 representing
a B°. Each event is assigned oﬁe of nine mutually exclusive tagging categories, based
on the physics content of the fit, e.g. how'successful particular aspects of the tagging
algorithm appear to have been at extracting the flavor of the tag. These categories are:
Electron, Muon, Electron-Kaon, Muon-Kaon, Kaon-Slow Pion, Kaon I, Slow Pion,
Kaon II, Other. These categories are then combined in into five final hierarchical

categories:

e Lepton = Electron + Muon + Electron-Kaon + Muon-Kaon.

KPIorK = Kaon-Slow Pion + Kaon I.

KorPI = Kaon II + Slow Pion.

Inclusive = Other.

Untagged = Neural net output less than 0.2.



Category f (D) AD I
Lepton 0.094+£0.001 0.919+0.012 0.029+0.022 —0.006 £0.019
Kaon I 0.164 £0.002 0.806 £0.012 0.043+0.021 —0.038 £0.015
Kaon II 0.195+0.002 0.600+0.014 0.075+0.022 0.003 £ 0.015
Inclusive 0.202+0.002 0.366+0.015 0.082+0.023  0.006 = 0.015
Untagged  0.345 £ 0.004 0 0 0
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Table 3.2: Tagging efficiencies f¢, average dilution (D)., dilution difference AD,, and
tagging efficiency asymmetry u. for each tagging category c, as determined in the full

BReco sample [43].

Table 3.2 shows the breakdown of events into the five tagging categories c=1,...,5
(first column), the average dilutions (D). (second column), dilution differences AD,
(third column), and the tagging efficiency asymmetries p. (last column) as determined
‘from the full BReco sa;mple. No difference has been found between pre- and 2003 data
in Ref. [43], so we use the same parameters for the entire data set. Since we do not refit
the BReco sample to obtain the tagging (and At resolution) parameters simultaneously
~ with the signal observables, we treat the uncertainties on the parameters as part
of the systematic errors (cf. Sections 5.8.1 and 4.8.1). Since the tagging efficiency
asymmetries p are not significant, we ignore them in the final fits. However, tagging
asymmetries in charged B-background or self-tagging neutral B-background events
are introduced for systematic studies, since non-zero values can occur in presence of
direct CP violation. We alsé take into account tagging asymmetries for continuum
background events, which are determined simultaneously with the signal parameters

from on-resonance data.
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3.7 Data Sample and Processing

The data is divided into four runs. Runs 1-3 is from 1999-2003. It may be.pro-
cessed using twd slightly different software versions, the ”release 12” (R12) software,
or the "release 14”(R14) software. Runs 1-3 processed with R14 software includes
slightly different amounts of data. Run 4 is from 2003-2004. Run 4 is itself divided
into three data sets dubbed green circle (GC), blue square (BS) and black diamond
(BD). The BS data set contains the GC data set, and the BD data set contains thé
BS data set.

Runs 1-3 when processed with the R12 software contains the following amount

of data:
e Run-1 (R12): on-resonance - 20.5 fb~?, off-resonance - 2.6 fb™1;
o Run-2 (R12): on-resonance - 60.3 fb™?, off-resonance _ 6.8 fb~!;
e Run-3 (R12): on-resonance - 29.5 fb'l, off-resonance - 2.4 fb—l;
e Total number of BB events: (122.56 % 0.68) million

Runs 1-4 when processed with the R14 software contains the following amount

of data:
e Run-1 (R14): on-resonance - 19.5 fb~!, off-resonance - 2.6 fb™;
e Run-2 (R14): on-resonance - 60.1 fb~?, off-resonance - 6.8 fb;
e Run-3 (R14): on-resonance - 30.1 fb™!, off-resonance - 2.4 fb™;

e Run-4(GC) (R14): on-resonance - 54.9 fb™%;
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Run-4(BS) (R14): on-resonance - 80.9 fb™!;

Run-4(BD) (R14): on-resonance - 94.6 fb™;

Total number of GC BB events: 181 million

Total number of BS BB events: 209 million

Total number of BD BB events: 227 million

The foK? analysis described here consists of two different final fits. An original
foK? fit is done for the CP asymmetry in and the yield of B® — f,(980)(— nm)K?.
The yield is used to find a branching fraction. We will refer to this as the branching
fraction (BR) fit, even though itvalso measures CP quantities. It is finally done to runs
1-3 processed with R12. The branching fraction is found to be systematics limited
due to model assumptions (cf. Section 5.8.5.)

A second foK? fit is done that is more or less identical to the branching fraction
fit, except that it is to a larger data set. We will call it the CP fit, even though it
also fits for a yield. Hdwever, the necessary systematics have not been done to quote
a true branching fraction from it. It is finally done to a data set of runs 1-3 processed
with R12, and the BS run 4 processed with R14.

The final ¢K° fit is ﬁnally done to the BD daté set, all processed with R14. We -
refer to it as the KO fit.

For Monte Carlo (MC) studies we use Geant4 SP5 samples produced with the
R12 software and SP6 samples produced with the R14 software. The signal MC
sample size is 68k. For background studies, we use a sample of 171.73 million BB~

and 134.87 million B°B® SP5 events. We also use a wide variety of charmless modes
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that have been generated for a many specific B backgrounds. These samples are are

typically ~50-100K events.

3.8 Maximum Likelihood Fit

For all analyses, the selected on-resonance data sample is assumed to consist of
signal, continuum-background and B-background components, separated by the flavor
and category of the tag side. The variables that discriminate signal from background
may include At, mgs, AE, NN'(the transformed NN shape, see Sections 4.4 and 5.3.2),
and the Dalitz Plot (m(h*h~) and cos@(h*h™), taken to be uncorrelated), depending
on the fit. In particular, the At measurement allows us to determine mixing—inducéd
CPV (3.1), and élso provides additional continuum-background rejection. The signal
likelihood consists of the sum of a correctly reconstructed (TM) component and a
small misreconstructed (SCF) component for the foK? fits. (An SCF component
is not needed for the ¢K° fit because the amoqnt of SCF is small, or is due to a
misreconstructed K?.) The fit strategy is to determine as many continuum shape and
asymmetry parameters as possible simultaneously with the signal parameters by the
fit, which reduces systematic effects from the description of the dominant background
piece.

The probability density Pf for a single event ¢ in tagging category c is the sum
of the probability densities of all components, namely (we have separated out the

time-integrated asymmetry parameters),

Pi = Ngg scig [(1 - f §CF)P:ig—TM,i + f, S?CFPscig-—SCF,i}

1
+ N, ;t? § (1 + Qtag,iAzq, tag) gq,i
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B+
class

1
+ Z NB+jf§+j‘2‘ (1+ Qtag,i<D>cAB+,tag,j) ’PfB’f,ij
j=1

B0
class 1

+ Z NBOjfgoj'z' (1 + %ag,i(D)cABO,tag,j) PJCBO,ij ) (3'7)
j=1

where,

sig 1S the total number of signal events the data sample;

c

5ig 18 the fraction of signal events that are tagged in category ¢;

f&cr is the fraction of misreconstructed signal events (SCF) in tagging category

G

Pgig-tm,; and Pgjy_scr,; are the products of PDFs of the discriminating variables
used in tagging category ¢, for truth-matched (TM) and SCF events, respec-

tively;
Nz is the number of continuum events that are tagged in category c;

Gtag,i is the tag flavor of the event; we use g5 = 1 for BO-tag and Grogi = —1
for B%-tag (note that the working convention in RhoPiTools is opposite to this

definition);

AS,

o7, tag Darameterizes possible category-specific tag asymmetries in continuum

events;

Pqzi is the continuum PDF for tagging category c;

NE' (NE) is the number of charged (neutral) B-related background classes

considered (cf. Section 3.3.2);
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e Np+; (Npoj;) is the number of expected events in the charged (neutral) B-related

background class _7 ;

® fg+; (fgo;) is the fraction of charged (neutral) B-related background events of

class j that are tagged in category c;
IS (D). are tagging dilutions due to mistagging

® Ap+ tag; (Ao tag;) describes the tag asymmetry in the charged (neutral) B-
background class j; this parameterizes a possible charge asymmetry in the B-

background events;
® Pg. ,; is the BT-background PDF for tagging category ¢ and class j;

® Pgo,; is the B°-background PDF for tagging category ¢ and class j; the time-
dependent PDF is non-trivial as neutral B background can exhibit direct and

mixing-induced CPV;

The PDFs P% are the product of the PDFs of the (as many as) six discriminating

variables zx, k= 1,...,6:

Pxit) = ].;IP)C(,i(j)(wk)- | (3.8)

Finally, the extended likelihood over all tagging categories is given by

5

— N°¢ ‘
He"N' pr, (3:9)

c=1

L

where N is the number of events expected in category c¢. Including this term allows
for the direct fitting of event yields rather than fractions. We fix the number of

B-background events in the fit, and vary that number as a systematic.
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The individual PDFs in Eq. (3.7) are discussed in the chapters on the individual

analyses.

3.8.1 Time Dependence

The At-resolution function for signal and B-background events is a sum of three
: Gaussia_n distributions and scaled by the At per;event-error, with parameters deter-
mined by a fit to fully reconstructed B° decays (the BReco data set)[45]. The BReco
data set consists of several high purity (approximately 80 — 90%) fully reconstructed
D®™-containing modes. Since the resolution of the tagged B-meson is so much worse
than that of the signal B-meson, it dominates the Az, and At, distributions of both
the BReco and analyses data sets, so that the distributions should be identical to
within the sensitivity of the final fits. For the B-background modes, the CP-violating
parameters are fixed to 0 or to their known .values. The continuum At distribution is
also parameterized as the sum of three Gaussian distributions with two dilst‘inct means
and three distinct widths which are scaled by the At per-event-error, but its parame-
ters are determined in each final fit to data. The four continuum tag asymmetries are

also determined in each final fit to data.

3.8.2 Correlations

The likelihood model assumes that the discriminating variables do correlate with
each other. Violation of this ‘assumption leads to biases in the fit. In general one

expects the following tendencies:

e if the discriminating variables are correlated for the signal events, the observed

(i.e., fitted) signal yield will be larger than the true number of signal events in
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the sample.

e if the discriminating variables are correlated for the background events, the
observed signal yield will be lower than the true number of signal events in the

sample.

In both cases, the goodness-of-fit test via a full likelihood projection comparison be-
tween data and fit model will reveal the problems [35]. Significant correlations are
only observed in all fits for TM events between mgs and AE. Their linear correlation
coefficient amounts to —8.6%, which is a known feature and understood to be dom-
inated by the common uncertainty on the beam energy. It can be approximated by
[46,47]

o(mgs)

p(mes, AE) =~ “o(AE) = —8.4times1072 | (3.10)

Correcting AFE for the error on the beam energy gauged, by mgg[48]
AE — AE+ 5E§eam ~ AFE + (’mEs — <mEs>) , | (3.11)

with (mps) ~ 5.2795, reduces significantly the correlation[38]. Note that we do not
apply the correction (8.11) for the present analysis since dedicated MC fits did not
reveal any significant bias when neglecting the correlations. Figure 3.1 shows some
typical correlations found between the discriminating variables.

Additionally, for foK?, significant correlations are observed between o(At) and
the NN’ for TM signal events, which originate in the dependence .of the vertexing on

the kinematics of the ROE. It can be (handwavingly) understood as follows:

e Lo is simply the sum of the ROE momenta (tracks and neutrals): the more

tracks with significant mom‘ent‘um, the better the vertexing is;
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e the same argument holds for Lo, but the effect is diluted by the shape of the

event;

e the direction of the B momentum is only weakly correlated with the shape or

the geometry of the event, so that no effect on o(At) is observed;

e acceptance effects make the vertexing worse when the B thrust axis approaches

the beam pipe.

We assumed that the bias introduced by the o(At)-vs-NN' correlations when us-
ing both variables in the likelihood fit is neutralized by the per-event treatment
(~ At/o(At)) in the At resolution function. Tests with embedded Monte Carlo sam-
ples have not revéaled significant biases. We note that a potential bias due to this
effect is present in all time-dependent analyses using MVA variables in the likelihood

fit.
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Fig. 3.1.— Correlation profiles of mgs versus AE (left column), NN’ versus AE
(center column), and mgs versus NN’ (right column), for K2 events (upper line) and

off-resonance events (lower line).
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3.9 Blind Analysis

The values of S and C of the ¢K?° fit, and of S, C and the signal and continuum
yieldé of the foK? fit were hidden until the analysis cuts and fitting procedures were

finalized. This prevents biasing the final results[49].
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Chapter 4

oK Analysis

4.1 Overview

The narrowness of the ¢ resonances helps reduce background in the study of
both B® — ¢K? and B® — $KO. This, compounded with the presences of only
charged particles in the final state, makes B® — ¢K? experimentally extremely clean.
The neutral K?° in the mode B — ¢K? complicates its study. We are able to recon-
struct the direction of the K% momentum, but not its magnitude, or its energy. For
reconstruction, we must assume a nominal B mass, effectively eliminating mgs as a
useful variable. After performing two different sets of cuts designed to select ¢K? or
#K? candidates, we perform a sihgle maximum likelihood fit for the CP parameters
S and C on a data set of approximately 227 million BB pairs, where we assume that

Serg = —SsK- Since Nexy = —Mpry = —1, we expect that S¢Kg = sin 20.
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Event Selection: ¢K?

The candidate selection is straightforward and uses general quasi-two-body (Q2B)

Preselection: a B candidate is formed by producing an h*h~K? candidate
where h = 7, or K. The kinematic cuts that we use for the preselection are

mgs > 5.1 GeV and AF < 450 MeV.

Lists: tracks are taken from the GoodTracksVeryLoose list and K¢ candi-
dates are taken from the KsDefault list (using tracks from the ChargedTracks

list).
Charged track requirements:

— Number of hits in the DCH > 12.
— pr(track) > 0.1 GeV/c?.

The above track quality cuts make the list used in the analysis equivalent to

GoodTracksLoose.

PID: The K™K~ candidates must identify as kaons, but not pions. No PID

requireménts are applied to the 777~ pair coming from the K?.

K requirements: the K — 7~ decay (the K — n%7° branch is ignored
in the present analysis) is reconstructed from two oppositely charged tracks,
without applying particle identification, fit to a common vertex. A candidate is

required to have

— a w7~ invariant mass within [m(rt77) — m(K?)| < 10 MeV/c?
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— a lifetime significance, calculated in three dimensions, £(K?)/ opx9) > 5.

— an opening angle a between the K? flight direction and the vector between
S

the ¢ and the K vertices of cosa > 0.999 (o < 2.6°).

e Dalitz plot (DP): The quasi-2-body approach consists of choosing a particular
band in the Dalitz plot, which is determined by the presence of a ¢ resonance.

The requirement applied is:

- 1.01 <m(¢p — 7T77) < 1.03 GeV/c?

— The decay angle between the positive kaon and the momentum of the ¢ in
the B frame is referred to as cos §(K*K~) = cosfy. No cut on this angle

is applied. It is used as a variable in the likelihood fit.

The Dalitz plot requirements remove about 99% of the continuum background

and 9% of the signal events.
o Kinematic cuts:

— MmEs, the energy-substituted mass. We require 5.20 < mgg < 5.288 GeV/c?.
(See left hand plot in Fig. 4.1 for the signal and continuum distributions of
mEs.)

- AE, the difference between the reconstructed B energy in the CM, and.

the nominal CM beam energy is required to be within the interval —0.1 <

AFE < 0.1 GeV.

e At: We require |At| < 20 ps and oa; < 2.5 ps, where oa; is the At per-event

€rror .
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Fig. 4.1.— Distributions of mgg (left plot) and AE (right plot) for correctly recon-
structed pK2 signal (solid with dots), SCF signal (shaded area), and continuum events

from off-resonance data (dashed). The arrows indicate the requirements applied.

e MVA: a description of the dedicated continuum-fighting Multivariate Analyzer
(MVA) is given in Section 4.4. We use a four-variable Neural Network for which

the output is required to be larger than —0.8 (Fig. 4.2).

If there is more than one candidate in an event which passes these criteria, the
candidate with the best K mass is chosen. Of truth matched(TM) events!, 0.2% have
more than 1 candidate pass all selection; for events self-crossfeed (SCF) evenfsz, this
number is 8.9%. The fraction of SCF events is ~2% and comes from‘misidentiﬁed kaons
(not from the pions from the K?). This is small enough that the final fit does not need
a separate SCF component for ¢K2. The selection efficiencies are summarized in Table
4.1. A total of 2082 events remain after all cuts. In the following, the grand side-band

(GSB) used for offpeak events refers to the above cuts but with |AE| < 0.4 GeV/c?.

1A truth matched event is one in which all of the tracks (the two from the ¢ and the two from

the K?) are correctly assigned in the event.
2An SCF event is one in which at least one of the tracks has been incorrectly assigned.
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Fig. 4.2.— Distributions of NN and NN’ for correctly reconstructed ¢ K2 signal (solid

with dots)v, SCF signal (shaded area), and continuum events from off-resonance data

(dashed). The arrows indicate the requirements applied. The NN’ is simply a transform

so that the range is in [0,1].

Cuts Relative Efficiencies
61;54}? 2 6gliit—a‘res egfaf%res

Preselection 0.6198 + 0.0029 —

Track Quality 0.9987 £+ 0.0001 0.9987 £ 0.0001 0.9987 + 0.0001
-01<AE<0.1 0.9184 £+ 0.0013 0.3132 £ 0.0007 0.3167 £ 0.0005
Mes >5.2 0.9942 +0.0003 0.7515 £ 0.0011 0.7339 £ 0.0008
1.03> mg+x- >1.01 0.8621 £ 0.0009 0.0191 £0.0003 0.0188 £ 0.0001
|At] <20 ps -0.9928 4+ 0.0004 0.9525 +0.0040 0.9541 £ 0.0026 .
o(At) <2.5 ps 0.9520 £ 0.0009 0.8926 £ 0.0070 0.8846 4 0.0048
K, Quality 0.9383 £ 0.0013 0.2716 £0.0150 0.2734 4+ 0.0124
Kaon PID 0.9364 £ 0.0013 0.2498 +0.0294 0.2453 + 0.0193
NN>-0.8 0.9820 £ 0.0008 0.6797 £=0.0612 0.6545 = 0.0424
Total Efficiency 0.4009 £ 0.0040 —_

Table 4.1: Summary of ¢K? efficiencies.
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4.3 Event Selection: ¢K?
Aside from the K? selection, the ¢K? and ¢K° candidate selection are very

similar.

e Preselection: a B candidate is formed by producing an hth~K? candidate
where h = 7, or K. After contraining the candidates mass to the B mass, we

cut on the AE < 150 MeV.

e Lists: tracks are taken from the GoodTracksVeryLoose list and K? candi-

dates are taken from the EMCKIDefault and IFRKIDefault list.
e Charged track requirements:

~ Number of hits in the DCH > 12.

— pr(track) > 0.1 GeV/c?.

The above track quality cuts make the list used in the analysis equivalent to

GoodTracksLoose.
e PID: The KTK~ candidates must identify as kaons, but not pions.

° Kg requirements: We require that the K? is on either the EMCKITight or
IFRKITight list. In addition, we have constructed dedicated K neural nets
for EMC candidates. For validation, we refer to [50], which uses J/¥K? events.

We use the following variables:

— E¢y: Energy deposited in the Calorimeter
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— Lat: Lateral shape parameter of the EMC shower

— S1S9: Energy of the most energetic crystal divided by the energy sum of

the 3x3 crystal block with the most energetic crystal in it’s center.

— S9525: The energy sum of the 3x3 crystal block with the most energetic
crystal in its center, divided by the energy sum of the 5x5 crystal block

with the most energetic crystal in its center.
— |242|: absolute value of the Zernike moment 4,2 in the EMC shower
— |220|: absolute value of the Zernike moment 2,0 in the EMC shower

— |ps|: Cosine of the theta of the momentum of the K? as detected in the

EMC

— cos(0(EMC,IFR)y,e¢t): The smallest angles of all the angles between the
measured momentum of a given EMC K? candidate, and every IFR K?

candidate on the IfrLoose list and in the same event.

- N Number of crystals in the EMC cluster

crystals’
e Dalitz plot (DP): The same DP cuts applied for ¢K? are applied for ¢K?,
namely:
— 1.01 < m(¢ — 777~) < 1.03 GeV/c? (cf. left hand plot in Fig. 5.2).
— No cut on the decay angle is applied. It is used in the likelihood fit.
e Kinematic cuts: Since there is no energy information available for the K?,

we conduct a kinematic fit to the #K? candidate contraining the decay to the

nominal B mass, thus losing mgs as a discriminating variable.
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Fig. 4.3.— AE for correctly reconstructed ¢K?° signal (solid with dots), misrecon-
structed signal (shaded area), and continuum events from off-resonance data (dashed).

The arrows indicate the requirements applied.

— AE, the difference between the reconstructed B energy in the CM, and
the nominal CM beam energy is required to be within the interval —0.01 <
AE < 0.05GeV. The AFE distribution for single MC and continuum is

shown in Figure 4.3.

o At: Vertexing is done using just the charged tracks from the ¢ candidate. We

require |At| < 20 ps and oa; < 2.5 ps, where o is the At per-event error.

e MVA: We use a five-variable Neural Network for which the output is required to -
be larger than —0.4 (Fig. 4.4). In addition to the four of the variables used for the
®K2 MVA, we input the missing momentum, which is simply the momentums of
all tracks and neutrals but the K? subtracted from the momentum of the beam.

See Section 4.4 for more details.
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Fig. 4.4.— Distributions of NN and NN’ for correctly reconstructed ¢K° signal (solid
with dots), misreconstructed signal (shaded area), and continuum events from off-

resonance data (dashed). The arrows indicate the requirements applied.

Of the signal events passing the above criteria, 6.4% have more than one candi-

date. We select the best candidate as follows:

e An EMC candidate is automatically preferred over an IFR candidate, e.g. if

there is even one EMC candidate then we choose it.

e Among EMC candidates, we choose the one with the most energy deposited in

the calorimeter.
o Among IFR candidates, we choose the one with the most layers in the IFR.

Looking at MC events, we see that ~ 22.5% are not trut‘h matched. In almost all
of these events, it is the K° identification that is incorrect. However, since we don’t
use (or even have) the energy of the K? “track”, instead using only it’s direction,
all of the distributions for these SCF events (e.g. AFE) look similar to the truth

matched distributions. Because of this, we do not sepafate the signal into TM and
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SCF components when we do the likelihood fit.
The selection efficiencies are summarized in Table 4.2. A total of 10343 events‘

from remain after all cuts.

Cuts Relative Efficiencies
6MC0 6den:a 6da,ta,
[3:4'2 on—res off —res
Preselection 0.6449 + 0.0032 —_—
Track Quality 0.9133 £0.0015 0.9358 £ 0.0003 0.9364 + 0.0001
—0.01 < AE <0.06 0.9319£0.0013 0.3690 £0.0012 0.3690 £ 0.0004
1.03> mg+x- >1.01 0.8901 £ 0.0005 0.2801 £ 0.0017 0.2888 % 0.0006
|At] <20 ps 0.9795 £ 0.0007 0.9354 £ 0.0007 0.9304 £ 0.0002
o(At) <2.5 ps 0.9442 + 0.0013 0.9310 = 0.0007 0.9295 + 0.0002
K? Quality 0.6871 £ 0.0041 0.2875 4+ 0.0008 0.0723 £ 0.0003
Kaon PID 0.8834 +0.0025 0.2063 +0.0060  0.2027 £ 0.020
NN>-04 0.9140 £ 0.0022 0.2860 = 0.0162 0.2768 £ 0.0057
Total Efficiency 0.2445 + 0.0067 —_—

Table 4.2: Summary of ¢K° efficiencies.
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4.4 Multivariate Continuum Suppression

Optimization and training of the MVAs has been performed using off-resonance
data contained in the signal region to reduce residual correlations of the NN with fhe
kinematic variables used in the ML fit (see also the detailed description in Appenvdix D
of Ref. [35]). Optimization was performed separately for ¢ K2 and ¢K?.

Two MVA techniques, a linear Fisher discriminant (FI) [36], and a non-linear
Neural Network (NN) [37], have been studied. The latter is a MultiLayerPerceptron

Neural Network Wi‘ph the following architecture:
o number of input variables: N, = 4 (5 for ¢K?);
e number of output classes: 2 (signal and background);
e number of layers: 4 (input, output & 2 hidden layers);
e number of neurons per layer: Nyar, Nyar — 1, Nyar — 2, 2;
e number of training cycles: ca. 5000;

e size of the training samples: 10000 signal MC events and 10000 off-resonance

data events.

In addition to these four variables, the ¢K? NN uses a fifth variable, the magnitude
of the missing momentum, defined as the momentums of all tracks énd neutrals but
the K? subtracted from the momentum of the beam.:

For the ¢K? selection, we observe similar performance for both MVAs, which

indicates that the correlations between the discriminating variables are mainly linear.
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However for the #K? selection there is a clear improvement for the NN over the Fisher.
We use the NN technique for both the #K? and ¢K? analysis.
To simplify an empirical fit. of the NN output shape for continuum events, one

can transform the MVA:
NN — NN’ = 1 - arccos (NN + offset) / arccos (NNg,; + offset) , (4.1)

where we use and offset of 0.001.
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4.5 B-Related Background

4.5.1 B-Background in ¢K?

Due to the small width of the ¢, the majority of potential B-related back-
ground events are cut away by the m(K*K™) cut. We have studied generic BB MC
and several exclusive modes and concluded that there is no significant B-background
contamination from 2-body or 4-body charmless modes. Two 4-body modes that
have the potential to contaminate the sample, B® — ¢K* — K+tK-K,m° and
Bt - ¢K™ — KTK~K,r*, are each removed by the tight AF cut. The branching
ratios for these two modes were taken from the BABAR dnalysis described in Ref. [51]
and the decays were conservatively assumed to be 100% longitudinal. Less than 1
event from these modes is expected to pass all cuts.

Decays to the same final state as the signal (K*K~K?) can be extremely im-
portant since they will be indistinguishable from ¢K? in the discriminating variables
and they will also interfere with the signal. Of particular importance are the S-wave
components from non-resonant K+ K~K?, B — fyK?, or higher f, resonances since
these have opposite CP and will dilufce the S and C measurements.

The BABAR measurement for the inclusive K+ K~ K branching fraction, exclud-
ing K, is 10.3 + 1.8 x 1076 [52]. The selection efficiency of non-resonant S-wave is
¢ = 0.0004 and we expect less than one non-resonant event to pass our selection.

A more serious concern is the foK° mode. In this thesis, we measure B° —
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fo(— 7T77)K? decays to have a branching fraction of
B(B® — foK®) x B(fo —» ntn™) = (6.0£09£1.3)x107°
and a mass and width of

ms, = (980.6+4.1+0.5+4.0)MeV/c?,

Ty, = (43752 +3+9)MeV/c?.

We estimate the selection efficiency by using B® — fo(— K+K~)K? MC to
obtain the efficiency of the selection, estimated to be ~ 0.06. From isospin arguments,

the branching fraction for fo — K+ K~ is expected to be

(KR)=3.(m) = (K*K7)=1-(KIKD) =

G

atr7) == (7%7%) . (4.2)

| ©

Based on this estimate, we expect ~ 8.5 BY — fo(— KT*K~)K? events in our final
data sample. Since the Q2B approximation assumes nothing interferes with the ¢, we
include the effect of interference on S and C' as a systematic.

In addition to B® — foK?, there may be higher B® — f,K? decays which
contaminate the ¢. These decays have not yet been unmeasured and we will not
include them explicitly in our B—background model.

A summary of the efficiencies and number of events expected in the final sample

is given in Table 4.3.

4.5.2 B-Background in ¢K?

Along with more continuum background, the ¢K? sample also has much more
B-related background than ¢K?. In addition to the foK° background, calculated the

same way as above, there is background from ¢K* modes where the K* decays to K .
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We take these branching ratios [51] and assume that the decays have a longitudinally
polarized fraction equal to 0.52 = 0.05 4 0.02 from BABAR measurement[53]. There is
also combinatoric B-background which we estimate from generic charged- and neutral-
BB Monte Carlo. In the B® — f,K? analysis we observe that the number of generic
background events was overestimated by.about a half (cf.Section 5.4), so we assign a
50% uncertainty to the expected number of generic events.
Each different source of B-Background are separated into classes (see Table 4.3)

and fixed in the likelihéod fit described in Section 4.6.

4.6 Building the Likelihood

The likelihood is similar to that described in Section 3.8. We perform a single

likelihood fit, where we assume that Sk = —Sko.
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Class Id Mode

BR [107%] Efficiency (%) Nexp

0 5179 BO

=W N O

5180 B°

3565 BO

5181 BO
Charged Charmed
Neutral Charmed

#K? B-Backgrounds
— f0(980)(— Kt*K~)KO(— ntr~) 1.2+ 0.34
#K? B-Backgrounds

— f0(980)(— K+K~)K? 1.7+ 05
— K™ — Ky n® 09+ 0.1
— ¢K (1430)° — Kp7° 0.5+0.5

25+£0.02 68% 14

15 57+ 1.2
13.5 12.6 £ 2.2
49 41+ 44
275+ 118

84 £ 39

Table 4.3: Classification of background from charged B and neutral B decays. The

efficiencies are obtained from MC simulation. The‘expected number of events in the

selected data sample correspond to an integrated on-resonance luminosity of 207 fo=*

(black diamond).
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4.7 Results

4.7.1 Nominal CP and Yield Fit

The results of the full CP fit after convergence fof the ¢K2 aﬁd PK? selected
on-resonance data samples are given in Tables 4.4 and 4.5. Also included in the table
are the global correlation coefficients. Table 4.6 summarizes the results of the ¢ K and
PK? separate fits and the result from the combined fit, which constrains that S and
C from bbth modes be the same. We do not include the fitted values for all variables
in the combined fit since they do not change significantly from the parameters in the
separate fits. The correlations coefficients from the combined fits for a selection of

parameters are given in Table 4.7.

4.7.2 Fit Quality

Figure 4.6 shows the distribution of likelihood values from toys thrown with the
values from the fit to data. For both the ¢K? and ¢K? fits there is good agreement.

The fit quality can be further illustrated by means of the likelihood projec-
tions([33,35]

re = (1 = fSor)Pirs—tm,i + fScr Pixs—scr,i (4.3)
(1 = fSor)Pixs—tm;i T+ fSor Piks—scr: + (1 + Grag,iAgg, tag) Paai

1

for all selected events i = 1,...,Y . N, in tagging category c. The data distribution for
a given mode is compared to the sum of the various signal and background contribu-
tions of the likelihood fit, obtained from high statistics toy integration and normalized

to the fit results given in Table 4.4 for 9K and 4.5 for ¢K7. The corresponding
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Parameter Fit Value Global Corr.

Signal Parameters:

N, 0 90.9 £ 11.0 0.114
¢KZ
.S 0.287 £ 0.349 0.212
C 0.067 £ 0.296 0.218
(mgs) (GeV/c?) 5.27967 + 0.00033 0.050
(AE) (GeV) (0.780 £ 2.350) x10™3 | 0.042
Continuum Parameters:
Nyg (Lepton) 20.0 £ 4.5 0.020
Nyg (Kaon I) 243.3 + 15.7 0.030
Ngg (Kaon II) 387.3 + 19.8 0.029
Ny (Inclusive) 409.9 % 20.3 0.023
N,z (Untagged) 924.4 + 30.5 0.033

Table 4.4: Results and global correlation coefficients for selected floating parameters

in the ¢K2 on-resonance fit after convergence.

Parameter Fit Value " Global Corr.

Signal Parameters:

Nygo ‘ 96.5 + 20.2 0.362
$K?
S 0.922 £ 0.531 0.569
C : 0.414 + 0.519 0.564
(AE) (GeV) (-0.315 + 0.857) x10~3 0.171
Continuum Parameters:
Ngg (Lepton) 97.5 + 11.2 0.077
Ngg (Kaon I) 1057.4 =+ 33.4 0.065
Ngg (Kaon II) 1833.4 = 43.8 0.070
Nyg (Inclusive) 1793.1 + 434 0.080
Ngg (Untagged) '~ 5091.9 £ 72.6 0.084

Table 4.5: Results and global correlation coefficients for selected floating parameters

" for the ¢K? on-resonance fit after convergence.



86

#K? Only #K? Only Combined ¢K? ¢K?°
Nyxg  90.9+110 — 90.9+11.0
N¢Kg — 96.5 £ 20.2 98.7+20.1
S 0.287 £0.349  0.922 £ 0.531 0.475 £ 0.277
C 0.067 £0.296 0.414 +0.519 0.158 £ 0.253

Table 4.6: Fit results from the ¢K° only, dK° only, and combined fits.

projections are displayed in Figs. 4.7 and 4.8. Agreement is observed between data
and the toy MC expectation for both signal modes.

Likelihood projections of the various discriminating variables in the fit are shown
in Figures 4.9 and 4.10. The likelihood ratio cut that was chosen to make these plots
was arbitrary and is meant to just show the compatibility of the model to data.

Figure 4.9 shows M,s, AE, cos 8y, and NN projections for the ¢ K2 shapes while
4.10 shows the corresponding plots for the ¢K? shapes. There appears to be good
agreement between the model and the data in all casés.

Using th;e total efficiency from Table 4.1, the ¢K7? fitted yield corresponds to a

branching ratio of:
BR(B®° — ¢K°)4xg = 6.1 0.7 x 107°, (4.4)
and from the ¢pK? ﬁ‘;ted yield:
BR(B® = ¢K°)4x9 =7.1£ 1.5 x 107°, (4.5)
where the errors are statistical only, compared to the published BABAR[56] value of
BR‘(B0 — 0K®) papray = 8.4 £ 1.4 x 1078, (46)

whose error includes statistical and sytematic uncertainties.



Nyxo 1 0.001 -0.022 0.013
¢Ks

Nyxo - 1 —0.044  0.032

S - - 1 —0.232

Table 4.7: Correlation coefficients found between seleéted parameters in the final com-

bined K3 /K on-resonance fit.
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Fig. 4.5.— Time distributions for events selected to enhance the ¢K° signal tagged as
BY.. (upper), By, (center) and the time-dependent asymmetry between Bl,, and By,
(lower). The solid curve is a likelihood projection of the fit result. The dashed line

is the continuum-background contribution and the dotted line is the sum of continuum

and B-background contributions. The points are onpeak data.
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MC distributions are normalized to the fit results given in Table 4.4. The red shows the
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expectation, with different zooms into the signal region. The high statistics toy MC
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signal.
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4.8 Systematic Uncertainties

The systematic uncertainties are summarized in Table 4.8. The methods we used

to obtain these are summarized below.

4.8.1 Likelihood Fit

e 7 and Am The values of the B lifetime and the mass difference were fixed in
the fit to the values from the 2002 PDG. They are varied within 1 ¢ to obtain

the systematic error in S and C.

e Fitting procedure: The RhoPiTools toolkit has been extensively debugged
‘in the various B — pm analyses[35,57~60]. For the present analysis, we have
performed fit validations with the use of toy Monte Carlo samples samples. The
ﬁt model has been tested by means of fits to mixtures of high statistics ¢pK?
SP5 Monte Carlo samples. and off-resonance events; and by performing fits to
embedded Monte Carlo samples that contain the signal and background com-
ponents determined with the nominal fit to on-resonance data. The differences
between fit and generated values, added quadratically to the statistical errors of

these validation studies, are assigned as systematic errors.

e mgs and AFE PDFs: for the continuum, the £ parameter of the Argus func-
tion and the slope and second order coefficients of the AE polynomial are free
varying parameters in the fit, so that their statistical uncertainties are prop-
erly propagated among the fit parameters. No aciditional systematic errors are

assigned to the mgs and AE continuum parameterizations.
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For signal however, even if the mean values (mgs) and (AE) of the PDFs are
floating parameters in the fit, the impact of the fixed widths and possible shape
uncertainties in the Monte Carlo parameters has to be studied. This is achieved
by smearing the signal PDFs according to the differences found between data
and SP5 in fully reconstructed B® — D~7* decays. For ¢K?, they are selected
by cutting the narrow mass band 1.85 < m_q < 1.88 GeV/c? out of the 7tm~ K2
Dalitz plot, and by requiring NN > 0.4. We find 1252 D7t events with a
purity of 96%. With the exception of the core mean (which, we recall, is a free
parameter in the fit), we observe agreement between data and SP5 within the

statistical uncertainties.

For ¢K3, scale factors derived from the observed width (resolution) ratio of
data to SP5 are applied to the PDFs of AE and mgg, and the fit is repeated to
obtain the associated systematics. We find scale factors of 0.87+0.02 (core) and
0.95 £ 0.15 (tail) (double Gaussian fit with relative fraction fixed to SP5 value)

for AE, and 1.01 £ 0.04 for mgg (single Gaussian fit).

For ¢K?, ref [50] validates their AE shape using J/¢K? data. They find an

error on o(S) = 0.023 and ¢(C) = 0.016. We use these errors.

e MVA PDF: For the continuum, the NN’ PDF is extracted from the nominal
data fit by adjusting a polynomial with four free parameters to it. For the
signal, fully reconstructed B® — D~7* decays are used to determine a correction
function for the MC distribution. For ¢K?, ref [50] validates ther NN shape using

J/WK? data. They find o(S) = 0.018 and o(C) = 0.018. We use these errors.

e Signal At and Tagging
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The At resolution parameters were fixed to the values found from the BReco
sample. The tagging fractions for the different categories aé well as the mistag
rates were also taken from BReco. All of these‘parameters were varied by £ 1 o

for systematics.

4.8.2 B-Backgrounds

All B-background yields are varied + 1 sigma (errors given in Table 4.3) and
the change in fitted parameters are taken as the systematic error. In addition, the CP
parameters for each mode are varied with in their physical ranges (or, in the case of

fo(980)K®, within their measured errors).

4.8.3 Q2B Approximation

In order to estimate the systematic due to ignoring interference effects between
the ¢ and fy, we used a dedicated toy MC generator to produce events with arbitrary
amplitudes and unlimited statistics but which neglects effects from detector acceptance
and resolution. For more information on this approach, see Section 5.8.5. |

We generate many samples of K2 and B® — foK? in the ratio of 2.4:1 (from
their measured braching ratios) with the appropiate weak phases (assumed to be
sin203) and a random strong phase between them. We take as the systematic error
as the spread in the resulting S and C distributions. We use the ¢ mass and decay
angle in the ML fit so that the restriction to the Q2B Dalitz region is in effect tighter
than the Q2B Dalitz cuts given in Section 4.2. Since the ML fit is not integrated into
this generator study, we mimick this effect by applying the reinforced requirement

| cos@(ntn~)| > 0.7.
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4.8.4 Doubly-Cabibbo-Suppressed B Decays

The systematic upcertainties due to ixj.terference between the doubly-Cabibbo-
suppressed (DCS) b — iicd amplitﬁde with the Cabibbo-favored b — ctid amplitude
for tag-side B decays are discussed in great detail in Ref. [61]. The associated errors
on S and C have been obtained from simulé;cion by varying freely all relevant strong
phases. We use the numbers corresponding to the B® — 7t7™ toy MC analysis [61]

(they are similar to the corresponding numbers in B® — p*7¥F).
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Source S C

Amyg, T 0.003 0.003
At signal model 0.005 0.007
B-background yields 0.010 0.005
B-background CP parameters 0.015 0.043
mgs and AF resolution 0.026 0.017
Embedded toy biases 0.071 0.040
Tag-side DCS decays 0.013 0.037
Signal tagging fractions 0.002 0.002
Mistag biases 0.006 0.005
Mistag probabilities 0.006 0.005
Q2B approximation 0.054 0.056
PDFs: NN’ shape 0.018  0.018
Total 0.098 - 0.093

Table 4.8: Summary of systematic uncertainties on S, C, for the combined ¢K2 /pK?
analysis as described in the text. The total systematic errors are obtained by adding

up in quadrature all indwidual sources.
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4.9 Conclusions

We have presented the measurement of CP-violating asymmetries in B® — ¢K?
and B? — ¢Kl decays, using a qﬁasi—Z-body approximation. The results are obtained
from a data sample of 227 x 10° 7(4S) — BB decays collected during the Runs 1-
4 (Black Diamond). From a time-dependent maximum likelihood fit we find 98.9 +
11.0 K2 and 98.7 + 20.1 ¢K? signal events. We measure the mixing-induced CP
violation parameter S = 0.48 £ 0.28 &= 0.10 and the direct CP violation parameter
C = 0.16 £ 0.25 £ 0.09. The nﬁeasured value for S is in agreement with the world

average sin2f3 = 0.68 & 0.03 [30] of the charmonium modes.
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Chapter 5

foKy Experimental Analysis

5.1 Overview

The f, resonance is much wider than the ¢, which increases the amount of
continuum and B-background when studying the mode B® — foK 0 relative to B® —
#KQ. Additionally, the B® — nt7~K? dalitz plane is complicated by many different
resonances. (See Section 52) Finally, the width and, to a lesser degree, the mass
of the fo is not well know (see Table 1.1.) Other than the need to consider a larger
number of B-background modes, the fo K9 analysis is very similar to the ¢K? analysis,
with the major difference being that the mass of the f, candidate is included as a
discriminating variable in the final maximum likelihood fit, unlike the mass of the
¢ candidate. We use a relativistic Breit-Wigner to parameterize the fy lineshape,
although studies show our data set is not large enough to aliow us to be sensitive to
the exact parameterization used. The mass and width are floating parameters in the
final fit.

We quote‘ a branching ratio of B® — fy(— ata~)K? for a fit to a smaller
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data sample of (122.56 £ 0.68) million BB pairs, and find the measurement to be
systematics-dominated for reasons related to the Q2B approach (see Section 5.8.5.)
We measure the CP parameters S and C for a larger data set of approximately 209

million BB° pairs. Since Nk = 1, we expect that S¢Kg = —sin 2.

5.2 Modeling the B® — w+n~ K Decay Amplitude

The full B® — 777~ K?° decay amplitude consists of a coherent sum of amplitudes
belonging to various intermediate states, of which some are long-lived, but most are
strongly decayiﬁg resonances. A summary of the resonant charmless Q2B modes
contributing to the 77~ K? Dalitz plot is given in Table 5.1.

The quasi-2-body approximation consists of reducing the decay kinematics of the
kinematically allowed region in the Dalitz plot to bands or cross-bands, which (usu-
ally) are dominated by a single resonance, with more or less significant cross feed from
other resonances through interference. The Dalitz plot of the decay B® — nt7n~ K
is plotted in Fig. 5.1. The shaded area gives the kinematically allowed region. Shown
are truth-matched and misreconstructed B® — fyK2 MC events, where misrecon-
struction mostly occurs due to combinatorial background. They accumulate at the
Dalitz corners, where one of the fy decay pions has little momentum. Also shown is
the narrow fo-ﬁass band we restrict the Dalitz plot to in the Q2B approximation (cf.
Section 5.3). The selection efficiencies used in the present analysis (cf. Section 5.3) are
obtained with the use of MC. All other contributions (B-related backgrounds, contin-
uum background) to the likelihood model are added incoherently, i.e., only considering

the squares of their transition amplitudes.



Resonance parameters:

Q2B mode  ypoo (MeV/c?) Width (MeV/c?) Spin Ref.
P(T70)K? ~ 773 ~ 147 1 [62]
A(1450)K0 ~ ~ 1410 300 ~ 500 1 [62]
°(1700) K0 ~ 1748 ~ 235 1 [62]
o(500)K? ~ 478 324 0 [63]
£5(980)K? o75 + 3 44+3 0 [64]
f(137T0)KY 1434 +18 173 + 32 0 [64]
£270KY ~ ~ 1275 ~ 185 2 [3]
£5(1525) K0 ~ 1525 ~ 76 2 3
K*(892)r ~ 802 ~ 51 1 [
K*(1410)7 ~ 1414 ~ 232 1 [3]
K3(1430) ~ 1412 ~ 204 0 [3]
K3(1430)7 ~ 1426 ~ 100 2 3
K*(1680)7 ~ 1717 ~ 322 1 3
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Table 5.1: Quasi-2-body modes contributing to the 7r+7f‘K2 Dalitz plot. Masses and
‘wz'dths quoted correspond to the Breit-Wigner pammeterizationé as defined in this note
with the exception of the p(770), for which the Gounaris-Sakurai parameterization is
used [62]. Since statistics is low and the branching fractions for most of the Q2B modes
are only fairly known or unknown, a precise knowledge of the resonance parameters
is not required (we omit the errors for most of the parameters). The values for the
,0‘0 resonances are obtained from eTe~ annihilation data [62]. The fo parameters stem
from the Dalitz plot analysis of DY — ntw—nt decays [64], and the parameters of the

other resonances are taken from Ref. [3].
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Fig. 5.1.— Dalitz plots of the decay B® — w7~ K2 for sz’gnal; (left) and continuum
background (off-resonance events). The shaded area gives the kinematically allowed
region. For the signal Dalitz plots, both truth-matched and misreconstructed B® —
foK?2 MC events are shown. The latter accumulate at the Dalitz corners, where one
of the fo decay pions has littlé momentum. Also shown is the narrow fo-mass band we

restrict the Dalitz plot to in the Q2B approzimation.
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5.3 Event Selection

The main line of the B® — foK? event selection is similar to the one described

in [35]. The candidate selection is straightforward and uses general Q2B rules.

e Lists: tracks are taken from the GoodTracksVeryLoose list and K candi-
dates are taken from the KsDefault list (using tracks from the ChargedTracks

list).
e Charged track requirements:

— Number of hits in the DCH > 12.

— pr(track) > 0.1 GeV/c2.

"The above track quality cuts make the list used in the analysis equivalent to

GoodTracksLoose.

e PID: both tracks forming the fy candidate must fail the tight electron, proton
and kaon flags of the standard Micro selectors. In addition, at least one track
must fail the tight muon criterion. These requirements remove about 45% of the

continuum background and 5% of the signal events.

e K requirements: the K3 — ntn~ decay (the K? — n%7° branch is ignored
in the present analysis) is reconstructed from two oppositely charged tracks,
without applying particle identification, fit to a common vertex. A candidate is

required to have
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Fig. 5.2.— Left: Reconstructed invariant mass‘ of the fo — wTn~ candidates for cor-
rectly reconstructed B — foK° signal (dots with error bars), misreconstructed signal
(shaded area), the background modes B® — fo(1370)K? (soli’d line), P°K? (dashed),
and continuum events from off-resonance data (dotted). The arrows indicate the re-

quirements applied. Right: decay angle distribution for the fo — w7~ candidates.
— a T~ invariant mass within [m(rt7™) — m(K?)| < 10 MeV/c?2
— a decay length significance £(K3)/oyxg) > 5.

— an opening angle o between the K? flight direction and the vector between

the fo and the KQ vertices of cosa > 0.99 (a < 8°).

e Dalitz plot (DP): The quasi-2-body approach consists of choosing a particular
band in the Dalitz plot, which is determined by the presence of a f; resonance.
- Due to the close neighbourhood of the p° on the low mass side, and the f(1370)

on the high mass side, we apply tight mass requirements for the f, candidate:

— 0.86 < m(fo — mt7~) < 1.10GeV/c? (cf. left hand plot in Fig. 5.2).

— and |cosé(fo)| < 0.9 for the fy decay angle, defined as the angle between
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Fig. 5.3.— Distributions of mgs (left plot) and AE (right plot) for correctly recon-
structed B — foK? signal (dots with error bars), misreconstructed signal (shaded
area), the background modes B® — fo(1370)K? (solid line), p°K? (dashed), and con-
tinuum events from off-resonance data (dotted). The arrows indicate the requirements

applied.

the positive pion in the fy center-of-mass and the fy flight direction in the

laboratory frame (cf. right hand plot in Fig. 5.2).

The Dalitz plot requirements remove about 93% of the continuum background

and 18% of the signal events.

e Two-body veto: no invariant mass veto is applied to remove two-body topolo-
gies.
o Kinematic cuts:
— mgs, the energy-substituted mass (3.2). We require 5.230 < mgs <

5.288 GeV/c?. See left hand plot in Fig. 5.3 for the signal and continuum

distributions of mgg.
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— AE, the difference between the reconstructed B energy in the CM, and
the néminal CM beam energy (3.3) is required to be within the interval
—-0.1 < AF < 0.1GeV. This relatively tight requirement removes about
75% of the continuum background and 12% of the signal events. It is
applied to improve the rejection of misreconstructed events (self-cross-feed

— SCF') hence increasing the efficiency of truth-matched (TM) events. Also,

a tighter cut on AE simplifies the B-background treatment since less modes

have to be considered in the likelihood model.

e At: We require |At| < 20 ps and oa; < 2.5 ps, where oa; is the At per-event

error (see Ref. [35] for details on the vertexing algorithm used).

e MVA: a description of the dedicated continuum-fighting Multivariate Analyzer
(MVA) is given in Section 5.3.2. We use a four-variable Neural Network for

which the output is required to be larger than —0.8.

The selection efficiencies relative to the previous cut in the column, and the total
selection efficiencies, for B® — foK? signal, off-resonance and on-resonance data are
given in Table 5.2. The total MC efficiency includes K2 decays to final states other
than nt7=. We give the corresponding B® — foKJ(— ntn~) efficiency in the last
line. For the CP fit, we select a total of 12586 events, with a signal efficiency of
approximately 39%. For the BR fit, we select a total of 7556 on-resonance events,

with a signal efficiency of (37.2 + 3.1)%.
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Relative Efficiencies

Cuts B — foK? [SP5]  off-resonance  on-res. (2003)
Preselection 0.4579 £ 0.0029 - -

Track Quality 0.9996 4= 0.0001  0.9986 £ 0.0000 0.9987 £ 0.0000
|AE| < 0.1GeV 0.8808 £ 0.0018  0.2481 £ 0.0006 0.2491 + 0.0004
5.230 < mgg < 5.288 GeV/c? ‘ 0.9822 - 0.0006  0.4735 + 0.0018 * 0.4643 & 0.0011
0.86 < m(fo — 7wt7~) < 1.10 GeV/c? 0.8626 £ 0.0021  0.0803 £0.0009 0.0797 £ 0.0005
| cos 8(fo)] < 0.9 0.9464 +0.0012 0.9038 £0.0034 0.9055 =+ 0.0021
|At] < 20 ps 0.9936 £ 0.0004 0.9676 £ 0.0019 0.9701 £+ 0.0011
o(At) < 2.5ps 0.9646 = 0.0010  0.8957 - 0.0038 0.9025 & 0.0023
K% — n*7~ mass and opening angle 0.9540 £0.0012 0.3508 =0.0094 0.3428 + 0.0058
E(Kg)/ag(;{g) >5 0.9827 +£0.0007 0.8173 £0.0100 0.8204 + 0.0062
Kaon Veto 0.9702 £0.0010  0.6245 £0.0190 0.6276 = 0.0119
Electron, Muon, Proton Vetoes 0.9798 £ 0.0008 0.8717 £0.0092 0.8563 £ 0.0063
NN > —-0.8 0.9760 £ 0.0010 0.5816 & 0.0165

0.5687 & 0.0264

Total SP5 Efficiency

0.2693 £ 0.0017

Total SP5 Efficiency (for K9 — wt7~)  0.3926 & 0.0017

Table 5.2: Selection efficiencies relative to the previous cut for uncorrected B® — foK?2
(fo — e only) SP5 signal (ihcludz’ng misreconstructed events), off-resonance and
on-resonance (Run 3 only) data. The total SP5 MC efficiency includes K decays
to final states other than w*n~. We give the corresponding.BO — foKY— 77n7)

efficiency in the last line.

5.3.1 Multiple Candidate Selection and Misreconstruction of Signal Events

Events with multiple B candidates passing the full selection occur in only 0.8%
of the correctly reconstructed signal B® — fyK? events, while 28.2% of the misrecon-
structed events have more than one selected B candidate. This criterion can be used
to effectively reduce thé number of misreconstructed events, but would create corre-
lations between this variable and the Dalitz piot (decay angle). This would require a

multi-dimensional treatment in the fit, which is to be avoided here.
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To prevent biasing the PDFs of the discriminant variables that enter the ML fit,

we apply the following criteria to select a single candidate:

(A) if the multiple candidates have different K2, we choose the one with a recon-

structed #t7~ mass closest to the nominal K? mass;
(B) use random choice for events without multiple K?.

The SCF fractions are tagging category dependent; their values for each category are:

Lepton Kaon I Kaon II inclusive  untagged
1001 62+£04 3903 3.0£02 6.4 £ 0.3

Fractions of misreconstructed events (in %).

5.3.2 Multivariate Continuum Suppression

Two MVA techniques, a linear Fisher discriminant (FI) [36], and a non-linear
Neural Network (NN) [37], have been studied. The latter is a MultiLayerPerceptron

Neural Network with the following architecture:
. ﬁumber of input variables: Ny = 4;
e number of output classes: 2 (signal and background;
e number of layers: 4 (input, output & 2 hidden layers);
e number of neurons per layer: Nyar, Nyvar — 1, Nyar — 2, 2; -
e number of training cycles: ca. 5000;

e size of the training samples: 10000 signal MC events and 10000 off-resonance

data events.
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To simplify an empirical fit of the NN output shape for continuum events, one

can transform the MVA so that it is confined within [~1, 1] after selection:
NN — NN’ = 1 — arccos (NN + offset) , (5.1)

where we use and offset of 0.001.

5.4 B-Related Background

We investigate the cross-feed from other B-decays into B® — foKJ using Monte
Carlo_ events; We use two different sets of MC, “SP5” corresponding to R12 data,
and “SP6”, corresponding to R14 data. The branching fraction fit, relies only on
SP5 events, while the CP fit relies on a ratio of the amount of SP5 to SP6 that is
approximately equal to our ratio of Runs 1-3 data to Run 4 data. The shapes between
the two types of MC are very similar. We use only SP5 generic B MC. Note also that
since the branching fraction is found using a smaller data set, the expected yields of
the different B-background modes are of course smaller than for the fit of the larger
data set which is used for the C'P result.

The inclusive branching fraction B® — n+7~K? has been measured by Belle
and CLEO, with an average of (23.4 & 3.3) x 1075 [30], and recently by BABAR who
finds (22.0 + 1.9 & 1.7) x 107® [65], so that the new average is B(B® — ntn~K?) =
(22.5 &+ 2.0) x 107%. We can make use of this measurement to obtain upper limits
on possible non-resonant or exotic contributions, which may produce background to
foK3.

Charmed neutral B meson decays into the 7t7~K? final state can proceed via

D~(— K%~ )n+ for which the branching fraction (including the decay into K%~
S 5
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has been measured to (41.6 £ 6.2) x 107¢. This mocie is not vetoed, but considered
as an individual background class in the likelihood model, which is justified since it is
long-lived and no interference with the signal occurs. It has signal-like AE, mgg and
NN distributions, but a very different decay angle and resonant mass distributions so
that it is well distinguished from signal in the fit. It was found in the Dalitz analysis
of B® — ntn~ 7 decays [38] that using the PDG branching fraction of B® — D~ (—
7~ %) 7wt overéstimates significantly the number of events present in the on-resonance
data sample events.We therefore decide to let the corresponding event yield free to
vary in the fit. We have tested that this does not decrease the statistical accuracy of
the signal observables (yield and CP parameters).

Other charmed background occurs from the decay BT — D°%(— K2r%)r+ for
which the product branching fraction amounts to (57.3 & 6.4) x 107° [3]. Individual
background classes are attributed in the fit to both of the above modes.

All other charmed B decays are treated inclusively, using generic Mohte Carlo,
in two dedicated classes in the B background fit model. We expectvfrom from MC
97 (81 for the CP fit) events from neutral b — ¢ decays, and 51 (167 for the CP fit)
events from charged b — ¢ decays in the selected sample. However, when leaving the
contributions to these two classes free in the fit close to zero events are preferred in
both cases. We conclﬁde from this that the simulation may overestimate the b — ¢
contribution and as a consequence use conservatively half of the predicted neutral and
charged sarﬁple sizes in our likelihood model, and assign systematic uncertainties of
100% to these numbers. This assumption is validated by means of a fit with wide AE
cut to increase the sensitivity of the fit to b — ¢ background.

We find that only modes that produce a K? in the final state contribute sig-
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nificantly to the data sample after the candidate selection. Many other modes have
been studied, however. The significant modes, along with their expected numbers of

events, are given in Tables 4.3.

Mode B(107%) esps (%) Nexpected Cl
B® — 0K 2.4 £ 2.4 1.82 5.145.1 0
B® - D~ (— K% )+t 41.6+6.2 0.78 374456 1
BY — 7~ K*+(— Krt) 51+1.3 0.52 3.1+08 2
B® — (K¥(1430)7)° 14+14 0.13 2.0£2.0 3
BY — (K3(1430)7)° 14+ 14 0.15 2.3+23 3
BY — (K*(1680)m)° 14+14 0.15 24+24 3
BY - p~K**(— K97t) [long]  7.1£7.1x 0.21 1L.7+£1.7 4
BY — £5(1370) K 2.0£2.0 1.91  4.4044.40 5
Bt — D%(— K%t 57.3+6.4 0.22 14.2+2.0 6
Bt — ptK? ‘ 2.9 & 2.9% 0.64 2.1+£2.1 7
Bt — atK*0(— K9r0) 1.5+0.2 0.52 0.9+0.1 7
B — £5(1270)(— 7T7~)K? 1.7+1.7 2.06 43+43 8
B® = /(= py)KY(=7t7~) ~ 6.6%0.9 2,50 19.9 £2.6 9
generic BT B~ 51t 11
generic B°B° ' ) ort 12

| Table 5.3: List of the significant B-background modes in the foK2 BR fit. When measured,
the branching fractions are taken from ihe HFAG 30. Note that if decay modes are explicated
the branching fractions given are products of branching fractions. If no measurements are
available, educated guesswork (modes denoted by an asterisk) is used to infer conservative
branching fraction ranges. If the efficiencies are expected to be low, we normalize B to ad
hoc 20 £ 20 as d probe for the number of events expected after selection. For B — VV
modes with unknown polarization, we assume them to be fully longitudinally polarized with
an uncertainty of 100%. The c‘lass-Id (Cl) gives the number used for the classification of the
individual modes in the fit (see text). t: The number of events actually included in the fit is

half this, with an uncertainty of 100% (see tezt.)
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5.5 foK? Maximum Likelihood Fit

The likelihood model used for the fo K gVBR and CP fits is identical, and is similar
to the one described in Section 3.8. We use the mass of the fy candidate, m(r*7™)
as a discriminating variable in the fit.

To parameterize the signal distribution of ni(w*‘w"), we use a relativistic Breit-
Wigner (RBW) resonance line shape and determine the model parameters m £0(980)
and T9, ) With the final fit to data.

Figure 5.4 shows on thé left hand plot the reconstructed invariant mass of the
selected SP5 fo — 77~ candidates (solid) compared with the SP5 truth (dashed).
When fitting a scalar RBW to these masses one finds a width of (44.8 & 0.4) MeV/c?
for SP5 truth and (46.7 + 0.4) MeV/c? for reconstructed events, with satisfying fit
quality in both cases. The difference between reconstructed and generated fo mass for
MC is plotted on the right hand side. The core resolution is found to be 3.1 MeV/c?,
which is small compared to the intrinsic width of the fy resonance (to be divided by
approximately a factor of 2.5 if compared with a core Gaussian resolution function).
Due to the excellent resolution, it is unnecessary to move to a more involved model
that takes into account the convolution of the RBW function with a resolution function
for the detector respbnse. We use the above scale factor of 0.959+0.012 to correct the
width that is determined by the fit. SCF events are parémeterized with Keys PDFs

71).
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Fig. 5.4.— Left: Reconstructed invariant mass of the selected fo — wtn~ candidates
(solid) compared with the SP5 truth (dashed). When fitting a scalar RBW to these
masses one finds a width of (44.8 £0.4) MeV/c? for SP5 truth and (46.7 £ 0.4) MéV/c?
for reconstructed events, with satisfying fit quality in both cases. Right: Difference
between reconstructed and generated fo mass for SP5, and the results of a double

Gaussian fit.
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Mode 3(10—'6) €sp5 (%) €Sp6 (%) Nexpected Cl
BY — png 2.4 4 2.4% 4.72 4.46 22,96 +22.96 0
B® - D~ (— K% )rt 41.6£6.2 0.78 0.80 67.58+10.02 1
BY — 7r‘K*"’(—> ng+) 5.1+1.3 0.52 0.43 5.16 £ 1.32 2
B° — (K3(1430)m)° 14414 0.13 0.09 3.24+3.24 3
B° — (K3(1430)7)° 14414 0.15 011  3.76£3.76 3
B° — (K*(1680)m)° 14+ 14 0.15 012 398+3.93 3
B® o p= K**(— K9t) [long] 7.1£7.1% 0.21 0.18 293+293 4
B® — f0(1370)K2 20+£20 1.91 1.97 7.96 + 7.96 5
Bt — DY(— K%%)x+ 57.3 +6.4 0.22 020 25.06+£280 6
B*f — p+K2 2.9+ 2.9% 0.64 0.61 3.75£3.75 7
Bt — 1t K*(— K979) 1.5+0.2 0.52 051 246+0.33 7
B — £,(1270)(— nt7~) K9 1.7+1.7 2.06 2.08 7.24+7.24 8
B® > /(= p))KY(— 7tn™)  6.6+0.9 2.50 245 33.74+£460 9
B® — 77~ K [nonres] _ 0-93 1.15 1.08 10.8+10.8 10
generic BB~ g1t 11
generic B°B° 167t 12

Table 5.4: List of the B-background modes included in the final CP foK9 ML fit where
the number of expected events is scaled to the CP data set luminosity. When measured, the
branching fractions are taken from the HFAG 30. Note that if decay modes are explicated
the branching fractions given are products of branching fractions. If no measurements are
available, educated guesswork (modes denoted by an asterisk) is used to infer conservative
branching fraction ranges. The class-Id (Cl) gives the number used for the classification
of the individual modes in the fit. The Negpected 15 calculated from the luminosity weighted
average of Runs 1-8 and Run 4. T: The number of events actually included in the fit is half

this, with an uncertainty of 100% (see text.)
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5.6 Results from the BR fit

This section contains the results of the nominal BR fit to the 7556 selected

on-resonance-data as well as various consistency checks.

5.6.1 Nominal BR Fit Results

The results of the full fit after convergence (41 floating parameters) to the se-
lected on-resonance data are given in Table 5.5. Also'included in the table are the
global correlation coefficients.

Using the difference between the In(L) values obtained in the nominal fit and
in a fit in which the signal yield is fixed to zero, and assuming a parabolic behaviour
of lh(ﬁ) around its maximum, one can estimate the confidence level of obtaining the
observed value for Ny, or less in the absence of a signal. We find Alln(L)] = 72.8
corresponding to an observation of 12.1 standard deviations. This extimate does not
take into account systematic uncertainties.

For the exclusive charmed background the fit converges at the value

Np-(cor-k2ye+ = 39.3 £ 9.2

which is in agreement with the 39.1 4+ 5.8 events expected from the PDG branch-
ing fraction (cf. Tables 4.3-5.4). We conclude that the disagreement with the PDG
expectation found in B® — ntr~ 7% decays [38] has to be dué to an overestimated
Dt — 7t 70 branching fraction, rather than a problem in the B — D~#t branch of

the decay chain.
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Parameter Fit Value Global Corr.

Signal Parameters:

Nfng © 936 £13.6 0.29
s -1.62 1958 0.15
() 0.27 £ 0.36 0.20
Pfo(QSO) (MeV/c?) 43 + 11 0.29
{mgs) (GeV/c?) 5.28090 % 0.00038 0.16
(AE) (GeV) (1.4 £3.3) x 1078 0.15
B-background Parameters:
ND..(_,,,~Kg)ﬂ+ 303 +£9.2 0.15
Continuum Parameters:
Ngyg (Lepton) 50+ 7 0.05
Nyg (Kaon I) 978 + 31 . 0.03
Ngg (Kaon II) 1272 £+ 36 0.04
Nyg (Inclusive) 1372 + 37 0.04
Ny (Untagged) 3629 + 61 0.05

Table 5.5: Results and global correlation coefficients for select. floating parameters in
the B® — foK2 BR fit after cohvergence. Note that T qg0) has been rescaled by

0.959 £ 0.012 to correct for the detector resolution.
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Fig. 5.5.— Distribution of the quantity —In L for toy MC, generated according to the

results in Table 5.5, and the value obtained in the fit (vertical line).
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N foK? »ND"(—m‘“Kg)W*' S C MM fo(980) F(}O(QSO)
Ny 1 ~0.068 —0.129  —0.118 0.004 0.236
Np-(—n-KQ)r+ - 1 0.019 0.034 —-0.001 —0.068
S - - 1 —0.007 0.014 -0.084
C - - - 1 0.006 —0.158
T fo(980) - - - - 1 0.062

Table 5.6: Correlation coefficients found between selected parameters in the B® —

foK? BR fit.

5.6.2 Goodness-of-Fit and Likelihood Projections

The traditional test of the goodness-of-fit is shown in Fig. 5.5, where the distri-
bution of —In £ from toy MC is plotted along with the value observed in the fit. The
confidence level that the data are described by our likelihood Ihodel amounts to 81%.

The fit quality can be further illustrated‘by means of the likelihood projections
[33,35]

< = (1 — fScr)Pixs—tmy + fScrPfks—scr,
¢ =
(1 = fScr)Pixg—tm; + fcrPrcs—scr; + (1 + Grag,iAZg, tag) Paai

, (52

for all selected events i = 1,...,% . N, in tagging category c. The data distribution for
a given mode is compared to the sum of the various signal and background contribu-
tions of the likelihood fit, obtained from high statistics toy integration and normalized
to the fit results given in Table 5.5. The corresponding projections are displayed in
Fig. 5.6. Agreement is observed between data and the toy MC expectation for both
signal modes.

Figures 5.7 and 5.8 show the distributions of some of the discriminating variables

used in the fit for data samples that have been signal-enhanced using a cut on the
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likelihood ratio not containing the variable shown. An additional |cosO(mtn™)| cut
has been applied in Fig. 5.8 to veto D~ (— K27~ )rt events. The figures include
projections of the fit result after correction for the efficiency of the likelihood ratio

cuts. Agreement is found between data and the likelihood model.

5.6.3 Branching Fraction

We exploit the measured event yield to derive a branching fraction for the B® —
f0(980)(— 7T7~)K2 decay. Assuming Ngogo = Np+p- = 0.5+ Ny, we obtain the

branching fraction from the relation

B(B® = £,(980)(— 7T77)K°) =
2Nfng (
Ny - espo(B® = fol= ) RY(— 7#7)) - o - BIRE = wvr)

5.3)

where esps(B? — fo(— 7 77 )K2(— #tr~)) = 0.3926 £ 0.0017 (see Section 5.3),
B(K? — mt7~) = 0.6860 & 0.0027 [3], C, = 0.949 £ 0.060 is the efficiency correction
factor that accounts for tracking and PID differences between data and SP5 (see
Section 5.8.3), and where Npg = (122.56 % 0.68) x 10° is the number of produced BB

events used for this analysis (see Section 3.7). We find
B(B°® — £,(980)(— nt7)K®) = (6.040.9(stat)£0.6(sys)£1.2(model)) x 1078 | (5.4)

where the third error is due to the quasi-two body approximation. See Section 5.8 for

a discussion of the systematic errors.
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5.7 Results from the CP Fit

This section contains the results of the nominal CP fit to the 12586 selected

on-resonance data as well as various consistency checks.

5.7.1 Nominal CP and Yield Fit

The results of the full CP fit after convergence (41 floating parameters) to the
selected on-resonance data are given in Table 5.7. Also included in the table are
the global correlation coefficients. No major correlations are found among the sig-
nal parameters, with the small exception of the anti-correlation between Ny, K9 and
Np-(—n-Kr+, Which however does not increase the errér on the signal yield signifi-
cantly.

For the exclusive charmed background the fit converges at the value
Np-(ar-K9)r+ = 60.0£11.0

which is in agreement with the 58.4 £ 6.4 events expected from the PDG branching
fraction (cf. Tables 4.3-5.4).

The improvement in error on S with respect to the BR fit is due mainly to the
increased luminosity, but also due to one event with a large signal probability, and to

the proximity of the measured S to the physical limit (|S] < 1).

5.7.2 Goodness-of-Fit and Likelihood Projections

The traditional test of the goodness-of-fit is shown in Fig. 5.9, where the distri-

bution of —In £ from toy MC is plotted along with the value observed in the fit.
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Parameter Fit Value Global Corr.

Signal Parameters:

Ny, (980) 152.2 + 184 0.291
S -0.947 £ 0.277 0.229
C -0.236 £ 0.306 0.227
M 40(980) (MeV/c?) . 979.60 + 4.63 0.190
T4y(980) (MeV/e?) 64.45 + 16.49 0.343
{mgs) (GeV/c?) " 5.28074 + 0.00031 0.139
{AE) (GeV) ‘ (-0.999 £ 2.723) x10—3 0.155
B-background Parameters:
ND_(_,"_Kg)".,. 69.3 £ 12.3 0.1
Continuum Parameters:
Nygg (Lepton) 80.3 £ 9.4 0.044
Nygg (Kaon I) 1661.1 +.41.2 0.036
Ngg (Kaon II) 2104.9 + 46.5 0.048
‘Nyg (Inclusive) 2293.2 £ 48.4 0.041
Ny (Untagged) 5983.9 + 78.1 0.051

Table 5.7: Results and global correlation coefficients for the floating parameters in
the B® — foK2 CP fit after convergence. A fit allowing asymmetric errors found
S = —0.951332 The asymmetry in the error is due to the fitted value of S being so

close to the boundary of its physical value.
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The fit quality can be further illustrated by means of the likelihood projections

[33,35]

e — (1= fScr)Pérs—tmi + fScrPirs—scr (5.5)
- f $or)Péxs—tm + fScrPirs—sors (1 + GagiAg, tag) Paai

for all selected events i = 1,...,> . N, in tagging category c. The data distribution for
a given mode is compared to the sum of the various signal and background contribu-
tions of the likelihood fit, obtained from high statistics toy integration and normalized
to the fit results given in Table 5.7. The corresponding projectibns are displayed in
Fig. 5.10. Agreement is observed between data and the toy MC expectation for both
signal modes.

Figure 5.11 show the distributions of some of the discriminating variables used in
the fit for data sarhples that have been signal-enhanced using a cut on the likelihood
ratio not containing the variable shown. A |cos@(nt7™)| cut has been applied in
Fig. 5.11 to veto D~ (— KJn~)n* events. The figures include projections of the fit
result after correction for the efficiency of the likelihood ratio cuts. Agreement is found
between data and the likelihood model. Figure 5.12 represents the corresponding
signal-enhanced At distributions for events tagged as B° (upper plot) and as B°
(center plot). Also shown is the raw time-dependent asymmetry Ago ;50 = (Ngo —

ta.g/Btag tag

N Etoag) /(N By, + N E?ag) for tagged events in all tagging categories (lower plot).
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Fig. 5.11.— Distributions of mgs, AE (upper plots), m(x*7~), |cos8(nn~)| (center

plots) and NN’ (bottom plot) for samples enhanced in foK? signal using likelihood ra-

tio cuts for the foK2 CP fit. The solid curve represents a projection of the mazimum

likelihood fit result (cf. Table 5.7). The dashed curve represents the contribution from

continuum events and the dotted line indicates the combined contributions from con-

tinuum and B-background events. The region 0.77 < |cosf(n*n~)| < 0.82 has been

removed to suppress the contribution from D~ nt events.
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5.8 Study of Systematic Uncertainties

The systematic effects are summarized in Tables 5.10 and 5.9.

5.8.1 Resolution Function, Tagging and Signal Reconstruction

e Amg and Tgo: the systematic errors are obtained by varying incoherently the
values of the B? oscillation frequency Amg = (0.502 £ 0.007) ps~! and the B

lifetime 750 = (1.536 £ 0.014) ps [30] within their experimental uncertainties.

e At resolution function: the six parameters used to describe the time dis-
tribution for continuum events are floated in the nominal fit to on-resonance
data, so that their statistical uncertainties are properly propagated among the
fit results. We do not account for additional systematics in the continuum shape

parameterization.

The parameters of the signal At resolution function are obtained from fits to
fully reconstructed B decays [43]. We determine the associated systematics by
varying incoherently each parameter of the resolution model (scale factors, bi-
ases, fraction of tails...) up and down by lo. Since the incoherent variation
neglects the (mostly anti-)correlations that are present between the fit parame-
ters it is a conservative procedure. The loss of precision is negligible with respect

to the dominant statistical error on the measurement.

e Tagging: the tagging efficiencies, mistag rates and mistag biases are obtained

from fits to fully reconstructed B decays to flavor eigenstates [43]. We determine
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the associated systematics by varying incoherently each parameter up and down

by 1o of its experimental error.

. Fractibn of misreconstructed events: misreconstructed events mainly arise
due to combinatorial background in the presence of soft tracks (cf. Section 5.3.1)
at the formation of a fy — 777~ candidate. Most of these events are removed by
the | cos8(fo)| < 0.9 requirement. Since the fraction of misreconstructed events
is small in the selected sample (3.6%), we do not attempt to validate the Monte
Carlo prediction with control samples. Instead, we apply a conservative relative
uncertainty of £25% on f§op, which is fully taken to be correlated among all-

tagging categories c.

The fraction of misreconstructed events has been calibrated with control samples
of fully reconstructed B — Dp events in the Q2B CP analysis of B® — p*#¥ de-
cays [35]. It was found to be in good agreement with the Monte Carlo prediction:

" fscr(data — fitted) /fscr (MC — counted) = 1.04 & 0,05.

5.8.2 Likelihood Fit

e Fitting procedure: the RhoPiTools toolkit has been extensively debugged in
the various B — pr analyses [35,57-60]. For the present analysis, we have per-
formed fit validations with the use of toy Monte Carlo samples samples. The fit
model has been tested by means of fits to mixtures of high statistics B® — fo K2
SP5 Monte Carlo samples and off-resonance events, and by performing fits to
embedded Monte Carlo samples that contain the signal and background com-

ponents determined with the nominal fit to on-resonance data. The differences
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between fit and generated values, added quadratically to the statistical errors of

these validation studies, are assigned as systematic errors.

mgs and AFE PDFs: for the continuum, the £ parameter of the Argus func-
tion and the slope and second order coefficients of the AF polynomial are free
varying parameters in the fit, so that their statistical uncertainties are prop-
erly pfopagated among the fit parameters. No additional systematic errors are

assigned to the mgg and AE continuum parameterizations.

For signal however, even if the mean values (mgg) and (AE) of the PDFs are
floating parameters in the fit, the impact of the fixed widths and possible shape
uncertainties in the Monte Carlo parameters has to be studied. ’This is achieved
by smearing the signal PDFs (truth-matched and SCF) according to the differ-
ences found between data and SP5 in fully reconstructed B® — D~ 7" decays.
With the exception of the scale (which, we recall, is a free parameter in the fit),

we observe agreement between data and SP5 within the statistical uncertainties.

Scale factors derived from the observed width (resolution) ratio of data to SP5
are applied to the PDFs of AE and mgs, and the fit is repeated to obtain the
associated systematics. We find scale factors of 1.00£0.04 (core) and 1.25+0.22
(tail) (double Gaussian fit with relative fraction fixed to SP5 value) for AE, and

0.97 + 0.05 for mgg (single Gaussian fit).

MVA PDF: for the continuum, the NN’ PDF is extracted from the nominél
data fit by adjusting a polynomial with four free parameters to it. For the
truth-matched signal and SCF, fully reconstructed B® — D~ decays are used

to determine a correction function for the SP5 distribution. The PDFs are
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reweighed according to the parameterized ratio and the fit is repeated to obtain

the associated systematics.

5.8.3 Tracking and PID Efficiencies

There are discrepencies in the tracking and ’PID efficiencies between data and
MC. To correct the tracking efficiency, we follow the standard BABAR I;rocedure in-
[72]. We apply a flat correction to the efficiency of 0.8% for each track (including the
two tracks from the K2 decay), with a systematic of 1.4% from each track for a total
of 5.6% systematic. Given our 15% statistical error on the event yield, and the 20%
model-dependent error (see Section 5.8.5), this amount of extra systematic error is
small.

We also apply the standard SP5 K correction tables [72]. This leads to a flat
efficiency correction of (2 * 1)%. The contribution to the systematic error from the K2
correction is obtained as follows: the recipe provides various K2 correction tables each
of which assumes a different set of K? quality cuts; we determine the correction for
our K7 list for each one of these tables, and take the weighted average of the resulting
deviations from zero as a measure of the related systematic uncertainty. This amounts
t0 2.5%, to be added in quadrature with 1% for a total systematic error on the selection
efficiency of 2.7%.

In summary, tracking leads to a correction to the efficiency of C. = (1—0.008)* x
(1 —0.02) = 0.949 + 0.060.

For the PID correction, we very conservatively account for systematics the sum

of the inefficiencies of the various PID requirements, which amounts to 5%.
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5.8.4 B Background

The B background modeling is a major source of systematics in the present

analysis.

The uncertainties from the expected yields are evaluated by varying the indi-
vidual branching fractions of the contributing modes within the ranges given in

Tables 5.3-5.4.

The uncertainties from the (mostly) unknown CP parameters are evaluated by
varying them incoherently between £1/v/3 ~ 0.6, where the factor v/3 accounts
for the reduced RMS when assuming a uniform Bayesian prior for these uncer-

tainties [35]. Known CP parameters are varied within their measurement errors.

We use the same At model parameters for the B background as for signal. All
model parameters are varied coherently among all modes for systematics. We
neglect the difference in the vertex resolution between a nominal signal candidate

and a B-background event.

The tagging fractions for the B background modes are obtained from MC sim-
ulation. The systematics are evaluated by varying them coherently among all

modes within their statistical errors.

5.8.5 Quasi-2-Body Approximation: Residual Interference

The systematic error introduced in the Q2B approximation by ignoring interfer-

ence effects between the fo and the other resonances in the Dalitz plot is estimated

from simulation by varying freely all relative strong phases and taking the largest
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observed change in each parameter as the error. Eleven resonances are used in this
studing including the three loweset lying p resonances, fo(980), fo(1370), f2(1270), and
the K** and higher kaon states. In addition, a non-resonant component is allowed.
The proportion of each contribution is estimated using known exclusive measurements
and the inclusive 7+7~ KQ rate. The systematic effects due to interference on the CP
parameters are small compared with statistical error. However, their effect on fhe
branching fraction is large, on the order of 20%, making the branching fraction ratio

measurement systematics-error-dominated.

5.8.6 Doubly-Cabibbo-Suppressed B Decays

The systematic uncertainties due to interference between the doubly-Cabibbo-
suppressed (DCS) b — @icd amplitude with the Cabibbo-favored b — ctid amplitude
for tag-side B decays are discussed in great detail in Ref. [61]. The associated errors
on S and C have been obtained from simulation by varying freely all relevant strong
phases. We use the numbers corresponding to the B® — n¥n~ toy MC analysis [61]

(they are similar to the corresponding numbers in B® — pEnF).
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Source S C Nyxa  m(fo)  T(fo)
Amyg 0.007 0.004 0.03 = 0.0000 0.0001
75 0.004 0.001 0.11 0.0000 0.0000
At signal model 0.012 0.015 0.13 0.0000 0.0001
At continuum model 0.001 0.002 045 0.0000 0.0000
Signal tagging fractions 0.003 0.003 0.05 0.0000 0.0001
Mistag probabilities 0.037 0.009 0.04 0.0000 0.0001
Mistag biases 0.010 0.013 0.08 0.0000 0.0002
Misreconstructed signal 0.001 .0.001 0.16 0.0000 0.0000
B-background: yields 0.072 0.058 4.23  0.0002 0.0029

B-background tagging fractions 0.009 0.014 0.32  0.0000 0.0003
B-background: CP parameters 0.050 0.037 041  0.0000 0.0006

AF resolution 0.018 0.003 0.32 0.0001 0.0002
mgs resolution 0.007 0.003 042 0.0001 0.0001
PDFs: NN’ shape 0.008 0.005 0.20 - -

- Toy biases - 0.024 0022 146 0.0001 0.0001
Embedded toy biases 0.058 0.081 240 0.0005 0.0011
Tag-side DCS decays 0.013 0.037 - - -
Total _ 0.128 0.118 6.59 0.0006 0.0032
Q2B approximation 0.040 0.067  18.7  0.0040 0.0085

Table 5.8: Summary of systematic uncertainties on S, C, Ny, m(fo) and T'(fo)
for the B® — foK?2 BR fit, as described in the text. The total systematic errors are
obtained by adding up in quadrafure all individual sources. The model-dependent errors
due to the Q2B approzimation (last line) are not included m the total systematic errors
quoted. The systematic errors that add to the systematics on the yields when deriving

the branching fraction are given in Table 5.9.
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Source BR
Yield Systematic 0.4
MC stat error on efficiency - 0.0(0.6%)
Tracking 0.4 (6.2%)
B-Counting 0.0 (0.6%)
PID ' 0.3 (5%)
Total 0.6
Q2B approximation 1.2 (20%)

Table 5.9: Summary of systematic uncertainties on the branching ratio for the B —

foK?2 BR fit. The total systematic error is obtained by adding up in quadrature all

individual sources.
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Source S C Ny, KO
Amyg. 0.005 0.003 0.02
73 0.002 0.001 0.19
At signal model 0.012 0.008 0.17
Signal tagging fractions 0.001 0.002 1.18
Mistag probabilities 0.031 0.008 0.08
Mistag biases 0.010 0.013 0.08
Misreconstructed signal 0.001 0.001 - 0.16
B-background: yields 0.033 0.023 7.02

B-background tagging fractions 0.007 0.009 0.79
B-background: CP parameters 0.036  0.063 0.94

AFE resolution - 0.018 0.007 2.11
mgs resolution 0.001 0.001 0.11
PDFs: NN’ shape 0.015  0.014 1.66
Toy biases 0.026  0.021 2.04
Embedded toy biases 0.058 0.098 5.11
Tag-side DCS decays 0.013  0.037 -

Q2B approximation 0.040 0.067 -

Total | 0.100 0.145  9.39

Table 5.10: Summary of systematic uncertainties on S, C, and N foK? for the B® —
foK? CP fit as described in the text. The total systematic errors are obtained by adding
up n quadrature all individual sources. The model-dependent errors due to the Q2B

approzimation (last line) are not included in the total systematic errors quoted.
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5.9 Conclusions

We have presented the measurement of CP-violating asymmetries in B® —
fo(980)K? decays, using a qu\asi—2—body approximation. For the fit to Runs 1-4, the
results are obtained from a data sample of 209 x 108 7(4S) — BB decays collected.
From a time-dependent maximum likelihood fit we ‘ﬁnd 152.2 £ 18.4 signal events. We
measure the mixing-induced C’P violation parameter sin 28, = —S = 0.951328 +0.10
and the direct CP violation parameter C = —0.24 + 0.31 £ 0.15.

For the fit to Runs 1-3, the results are obtained from a data sample of 122.6 x 10°
T(4S) — BB decays. From a time-dependent maximum likelihood fit we find 93.6 +
13.6 £ 6.4 signal events corresponding to a branching fraction of B(B® — f,(980)(—
atn7)K%) = (6.0 £ 0.9 & 0.6 £ 1.2) x 107, where the first error is statistical, the
second systematic, and the third due to model uncertainties.

Assuming that the decay B® — foK? is dominated by penguin transitions, we
can relate our S measurement to — sin2 to very good accuracy. With this assumption,
only a single weak phase contributes to the décay so that direct CP violation is absent,
which is in agreement with the result for the C parameter. The measured value for
S is in agreement with the world average sin23 = 0.68 & 0.03 [30] of thé charmonium

modes.
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