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Introduction

This thesis has been realized in tBeBAR experiment, running on the PEPdt e~
collider at the Stanford Linear Accelerator Center (SLAGHA. The main goal of the
experiment is the study of theéP violation in the B meson system. Th@P violation
has a central role in the particle physics since his disgovel 964 [1]. Previously,
the observation of the parity violation in the 1950s marksititeption of the discov-
ery of the symmetry-violating properties in weak interanti In 1956, Lee and Yang
showed that parity conservation, while well-tested inrsgrand electromagnetic in-
teractions, was not experimentally constrained for wesdractions, and proposed a
list of experimental tests [2]. C. S. Wu and collaboratordgrened one of these ex-
periments, and showed that parity was not conserved in augldecay, conclusively
demonstrating the uniqueness of the weak interaction arttenfprces [3]. However
the CP transformation was still considered valid. The discoverght years later, of
the decay of the neutral kaon meson with long lifetime in twanp by Christenson,
Cronin, Fitch and Turlay [1] establishes th# violation in the weak interaction. In
1973 (almost 10 years later), Kobayashi e Maskawa suggagiederalization of the
guark mixing matrix, introduced by Cabibbo [4], where I violation in the neutral
kaons can be explained using a model with three families aflquand leptons [5]
(this happened a year before even the charm quark was drechv@he quarks of the
third family, calledb per bottom (or beauty) andper top, were discovered in 1977
[6] and in 1994 [7], respectively. More than 30 years of ekpental researches in
the kaon system has yielded only in 1999 the observationretdi'P violation [8].
All measurements are consistent with the Standard Model) (B¥cription given by
Cabibbo, Kobayashi, Maskawa (CKM) quark-mixing matrix.\wéwer, the smallness
of the CP violating effects in the kaon system is an impediment to psg in that
sector. The present and the future to constraint the CKMasazifor to find effects
beyond the SM) is in general given by the decays Wwitjuark. A meson with a quark
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b, shown asB meson, is similar to & meson with a quark. His decay modes, as
found by BABarR and Bellé, exhibit significantCP asymmetries, as predicted by the
SM. After 7 years of running, the two experiments have ctdlda large sample of
B (larger than expected). With the measurements oftAgarameters in the golden
channeld — cés [9] and, more recentely, the observation of the dik@etviolation

in B — K*7~ [10], the two main goals of these experiments have been egadl
these results are consistent with the SM prediction. Howé&lavor Changing Neu-
tral Current (FCNC) mediated processes are not yet strarggigtrained and in this
case we can have effect due to New Physics (NP). In partidghkicomparison of the
time dependent’P asymmetries fob — s decays and thé — ccs is a good place
where to look for contributions from NP. In thg® — ' K° mode we have observed
for the first time theCP-asymmetry violation irh — s dominatedB-decays [11].
This measurement is described in this thesis. The s decays occur through loop
(penguin) transitions at the leading order, so that thegmes of NP effects should
produce a deviation from the SM, as given by the tree (NP fpem)es® — ccs [12].
These decay modes are Cabibbo suppressed with branchatigriraf the order of
10~ or less, with respect to the dominant tree decays ofxineesons. For this reason
a huge amount of3 mesons is needed. The two machines PEP-II and KEK-B have
been constructed to have high luminosity (so called b-feetp. The energy in center
of mass corresponds #9(4.5) resonance, a resonance composed by a pairgdark,
with mass of about0.56 GeV, which decays in a pair aB mesons{ 50% B*B~,

~ 50% B°B®). The cross section df(45) is about 1.1 nb. The two experiments
BABAR and Belle have recorded together more than 1 aif data in about 7 years of
running. To perform measurements of time dependent asymnsebheeded a good
measurement of the twB vertex decays coming frofi(4.5). For this reason, PEP-II
and KEK-B have asymmetric beams in order to prodli¢€S) mesons with a certain
relativistic boost in laboratory frame. This allows to haweasurable distance for the
two B vertex decays. In PEP-Il we have of 9 GeV ande™ of 3.1 GeV.

The Milano Group works in th&aBar Collaboration studying the charmless de-
cays of theB meson. In particular in this thesis we report the study otbeays with
b — s transition with am or 7 mesons in the final state. For the neutral mogés’,
nK°, nm, n'¢, né, '’ K°, nK°, ' K% and for the charged modesK=, n'n' K+,
nK*~, n” K*~ we have performed a measurement of the branching fractioupfuer

similar experiment tBABAR in the KEK-B accelerator (Tsukuba, Japan).
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limit at 90% of confidence level in the case where we don’t sgeificant signal).
For the modes with a significant number of signal yields weshaerformed the’P
violation measurements. In particular for the deddy — ' K° we have performed
the Time DependentP-asymmetries measurement.

Note that the main goal of this thesis work is the measuremktite branching
fractions, charge asymmetry, and Time-Depend&ntViolation in 7' K° mode. All
other measurements are reported here for completion betheyg are connected by
similar physics arguments. They are part of the Milan anslgstivity, done by un-
dergraduate students. They should not be considered asrdtime thesis work.

The measurements of the two body-modesn¢, andn’'¢ are used to determine
a theoretical bound based on SU(3) flavor symmetry for thierdifice between SM
prediction and the experimental measurementS®iviolation parameters ih — s
loop-dominated modes. In general for this estimation walteeneasure the branch-
ing fractions (or upper limits) of neutrd decays to two-body modes witf, 1, ¢, w,

7%, K° K*°[13, 14, 15, 16].

There is an important issue related to the branching frastidn ") K (charged and
neutral) modes. Since the discover®f— n'K in 1997 [17] with high branching
fraction (higher than expected), it was found that the gpoading mode withy is
suppressed. This fact was pointed out by Lipkin in 1991 [18].particular, using
arguments concerning the— »’ mixing angle and the parity ok or K* we can say
thatn' K andnK* are enhanced, whilgK andrn’' K* are suppressed. This scheme is
experimentally verified. The branching fraction of all taesodes are already mea-
sured, but theB? — nK°. So it is important to measure also this mode to complete
the scenario.

Finally we report on the measurements of the radiative métles n) Ky and of
the three-body mod®& — 7'/ K. Both cases are good candidates to manifest effects
due to NP inCP violations [19, 20].

For all measurements we use an unbinned maximum likelihddd &xtract the
number of signal yields an@P parameters. To perform these fits we have developed
a flexible program in C++ language, callstiFi t , which has taken a consistent part
of the work described in this thesis. This program is usedlikidan analyses.

All these measurements have been presented in confereratpslalished in Phys-
ical Review Letters or Physics Review D (Rapid Comunicgtidimese measurements
are official BABAR results, approved by the Collaboration.
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The thesis is structured in eight chapters. In the first @rape describe thé'P
violation and how it is explained in the SM. We give the the¢ioed description of
the modes studied in this thesis. We report also the latest rasults for theC'P vi-
olation. In the second chapter we describe BaB4r detector with a description of
each sub-detector. In the third chapter we describe thevamdtused by the collabo-
ration, in particular the code used in the events reconstrmycwhich is described in
the fourth chapter. In the fifth chapter we describe the st used to selected the
events and th# Fi t program. After that, in the sixth chapter we show the disrim
nating variables used for the events selection and how thetgm is done. In the last
two chapters we report the analyses and results of the brapfractions and charge
asymmetries measurements and the time-deperid@r@symmetries analysis of the
modeB’ — 1’ K°, respectively.
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Chapter 1

CP Violation in the B Meson System

1.1 Introduction

In the Standard Model (SM) [21] th@P violation is explained by the Kobayashi and
Maskawa mechanism [5]. In particular, the source ofitreviolation is a single phase
in mixing matrix, which is called Cabibbo-Kobayashi-Magka(CKM) matrix, which
describes the charged current in the weak interaction leet\aarks. Experimentally
the CP violation has been observed it decays [1] and recently iB decays [9, 10].
So far all measurements are consistent with this scenapeeier, there is room for
New Physics (NP) if we find a discrepancy from the SM prediwioFor this reason
it is important to have as many measurements as possildl& @iolation in different
processes.

In this chapter we will describe the formalism of th® violation in the B meson
system and the CKM mechanism. Furthermore we will reportélcent experimental
results for theB meson physics.

1.2 Discrete Symmetries

The set of operators on the Hilbert space of state functiorth® quantum field con-
tains both discrete and continuous transformations trestgove the Minkowski inter-

val t> — 72. The set of continuous transformations that preserve tiés\ial are the

familiar Lorentz transformations, comprised of the pradgace of rotations, trans-
lations, and Lorentz boosts. The three independent destratsformations that also
preservet’> — 72 are the charge conjugation operat6f) the parity operator ),



2 CP Violation in the B Meson System

and the time-reversal operatdr)( These form a complete set of discrete Minkowski
interval-preserving transformations of the Hilbert space

1.2.1 Parity

The parity operatoi” reverses the signs of the 3 spatial elements of a four-vector

(t,7) — (t,—7) and(E,p) — (E,—p). One can easily visualize parity as a mirror-
image plus an 180-degree rotation normal to the plane of th@m— this reverses
the momentum of a particle but leaves its spin unchanged.

Consider the action of parity on the particle and antipkr@nnihilation operators
of the Dirac fielda; andb;. Parity transforms the stateg|0) andb3{0) to a‘*_~p|0) and
bs_ﬂp|0). This implies

PazP~" = n,a’ and  PbsP~! = b’ (1.1)

—-bp

wheren, andn, are phases. Sincé? =1 = 7,,n, must equal:1 (the parity group,
as with the other two discrete operators, is idempoteat,P~! = P).

1.2.2 Time Reversal

The time reversal operator reverses momentum and spin aadligls the sign of the
time component of a state. Therefore we want the transfeomaf the Dirac particle
and antiparticle annihilation operators to be:

TazT~' =ma=  and  THT~' = b=, (1.2)

1.2.3 Charge Conjugation

The charge conjugation operator is defined to be the tramsfiton of a particle into
its antiparticle without changing momentum or spin. Thus,

CayC~'=niby  and  Cb:C~" =nyas. (1.3)
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1.2.4 CP and CPT

The combinationCPT operator has a rather special property: it is guarantee@ to b
a fundamental symmetry of nature, with only the basic assiomg of Lorentz in-
variance, locality, and the spin-statistics relattoit’s summarized and shown in the
Table 1.1 how scalars, pseudoscalars, vectors, pseudosetensors, and derivative
operator are affected by the discrete symmetries. It is sitgovn the effect of the
combinationCP operator.

C P T CP CPT
Scalar +1 +1 +1 +1 +1
Pseudoscalar +1 -1 -1 -1 +1
+1 +1 -1
- —1 —1 +1 -
Vector —1 1 1 41 —1
—1 —1 +1
—1 +1 —1
- +1 —~1 +1 -
Pseudovector +1 1 1 1 -1
+1 -1 +1
+1-1-1-1 —14141+1 —14+14+1+1
Tensor _ —1+1+1+1 +1-1-1-1 +1-1-1-1 +1
—1414141 +1-1-1-1 +1-1-1-1
—1414141 +1-1-1-1 +1-1-1-1
+1 -1 +1
Derivative ) -1 +1 -1 =
Operator -1 +1 -1
-1 +1 -1

Table 1.1: Summary of discrete symmetries for scalars,dusaalars, vectors, pseu-
dovectors, tensors, and derivative operator.

It is possible to see that, if we restrict our attention tdasa pseudoscalars, vec-
tors, and the derivative operator, a Lagrangian formed fooily such quantities must
remainCP-invariant. It can be also demonstrated that a quantum fiddyspin with
real coupling constants cannot violai#. However, particle masses and coupling
constants do not transform und@pP. If any of these quantities is not purely real, it

INote that the spin-statistics relation itself is impliedrfr Lorentz invariance, positive energies,
positive norms, and causality.
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will suffer a phase shift relative to the quantities thattaaesformed byCP, thus po-
tentially violatingCP symmetry. Such phase differences must be robust againgégau
modifications in order to manifest themselves’@sviolation. If simple redefinitions

of the phases of any of the fields can remove overall phasexnfeeld coupling, the
theory remaing’P-conserving. As will be shown in next sections, if only tworféon
generations are present, such a redefinition always ekistaCP violation phase the
Kobayashi-Maskawa prediction of a third generation is Bsasy.

1.3 Neutral Mesons Formalism

1.3.1 Mixing of Neutral Mesons

The four pairs of conjugate neutral mesons that decay weaKly D°, B, and BY,
can each mix with their respective antiparticle. The aptlit mix implies that the fla-
vor eigenstates may not be equivalent to the mass eigesistadeobserved presence of
mixing (into conjugate flavor-specific decays) implies tthet mass and flavor eigen-
states are in fact different. Lack 6tP symmetry implies a third set of eigenstates,
CP eigenstates, which can differ from the mass and flavor etgtess as will be seen
below.

Consider a weakly-decaying neutral mesoh(which could be any ok, D°, B°
or BY). An arbitrary linear combination of the flavor eigenstates

al X%y + b X?) (1.4)

mixes according to the time-dependent Schrddinger equatio

0 [ a a
2(2)=n (1) .

r .
H— M —is = mup miz [ 711 T2 (1.6)

2 Ma1 Mag 2 Y1 V22
Them and~ parts represent the mixing and decay parts, respectiviellgedime de-

pendence. Each of the off-diagonal elements can be contbiexngle in the complex
plane ofm., represents the phase of the mixing, angdrepresents the (complex) cou-

where
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pling to common decay modes of° and X° (for example,B°/B° — J/¢ K2 or
7T77). We can see thafPT invariance guarantees that;; = my, and~y;; = oo,
and thatmy, = mj, andyy; = 75,.

The mass eigenstates are the eigenvectors of the Hamittonia

| X1) = plX°) + ¢[X°)
| Xn) = plX?) — | X°) (1.7)

where| X ) and| X ) are the lighter and heavier mass eigenstates, and the cafic
p andq satisfy the relation
lg)* + |p* = 1. (1.8)

The eigenvaluea; e \y of (1.6) are:

T
)\L:mL—i—L, )\H:mH—Z—H, (19)
2 2
wherem, andmy are the masses of the eigenstdt€s) and| Xy ), respectively, and
'y, andI'y their decay parts. Requiring tliéP 7" invariance t1; = He andHy, =
1,) and defining the mass differenden = my — m; and amplitude difference

Al' =T'y — I';, we obtain:

1 1
(Am)* — Z(AF)Z = 4(|mio|? - ZWH\Z), AmATL = 4Rg(m1271,), (1.10)

g _ [mibzsih  Amz AL (1.11)
P mi2 — 51712 2(mi2 — 5712)

1.3.2 The Neutral K System

Mixing between the two neutrak weak eigenstate&® and K° was first predicted
in 1955 by Gell-Mann and Pais [22]. The two physical stat&s) = %(KO + K9)
and|Ky) = Z5(K° — K°), would thus beCP eigenstates with eigenvalues and
—1. The dominant decay of neutr& mesons ist™7~, due to helicity constraints
and the fact the 3-body phase space is strongly suppressieelsat mass scales (due
to the well-known(Am)® scaling rule). However; 7~ is itself aCP eigenstate with
eigenvaluet1. Thus, ifCP were exactly conservednly the| K;) physical state could

decay into it



6 CP Violation in the B Meson System

The limited phase space to decays other thiam~ forces the lifetime of the eigen-
state with opposit€'P, K, to be far larger (3 orders of magnitude) than the lifetime
of the K;. Thus the nomenclatur&? and K? (for short and long lifetimes) is used.
The lifetime difference is very convenient since it allows $imple experimental sep-
aration of the two physical states.

In 1964, Fitch and Cronin made their discovery thdtcan in fact decay inte* 7~
with a branching fraction of x 1073 [1]. SinceCP is thus not strictly conserved, the
general formalism detailed in the previous subsection mestsed. Thus we have

|Ks) = p|K°) + ¢|K°)
|KL) = plK°) — q| K°) (1.12)

wherep andq are commonly parameterized as:

1+e€ 1—¢
P = q= —F—F—
Vv 2(1 + [e]?) V2(1 + [€]?)

The real part ot is a measure af'’P violation purely in mixing whereas the imaginary
part is a measure @f'P violation in the interference between mixing and decay (see
the following section). The former is the simplest one to Easured experimentally
and was the effect seen in the original 1964 discovery. Simcthe K system AT’

is of the same order a&m, these effects are of similar magnitude, quite unlike the
neutral B system, where the latter is far more prevalent.

(1.13)

1.3.3 The Neutral B System

The B° meson can mix with its respective antiparticle via a pair ok ldiagrams
shown in fig. 1.1. In 1987 this mixing was established, withtdbutions from exper-
iments at both proton-antiproton and electron-positrdhiideys. Some indication for
BY — BY mixing, contributed by bottB; = (bd) and B, = (bs), was found by UA-1
at theSppS collider [23]; clear convincing evidence was first obtaitgdhe ARGUS
Collaboration at DORIS [24], at tHE(45), where onlyB, is produced.

For neutralB mesons, in contrast with the neutfélsystem, the lifetime difference
AT between the two mass eigenstatesiisall compared with the mixing frequency
due to the difference in massAsn. This difference in behavior of th& and B is due
to the larger mass of thB meson and thus far greater phase space for flavor-specific
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S
\.Hl
o
<
SH

B Wt W- B0 B°

Figure 1.1: Feynman diagrams mixifty — B°.

decays in theé3 system, which dominates the partial width (in contrast &¥thsystem)
and gives equivalent contributions (BY?7" symmetry) to the width of both neutral
eigenstates. The resulting lack of decay suppressiontedregigenstate implies nearly
equivalent lifetimes.

Due to this simplification in formalism, the time evolutioh meutral B mesons
which are initially created (at time= 0) as pure flavor eigenstates can be written as:

| Bphys(t)) = f+(8)|B%) + (a/p) f- ()| B°) (1.14)
| Bonys()) = [+ ()| BY) + (a/p) f-(t)| B”) (1.15)
where
fa(t) = e ™e T2 cos(Amt/2) (1.16)
fo(t) = e ™ e T2 sin(Amt/2), (1.17)

with m = (mg +myp)/2, I’ = (I'y + I'1)/2. This approximation holds up to the
condition that
Al < Am (1.18)

SinceAT = O(10~3)Am in the B system, corrections to it are not considered’in
asymmetry measurements with the current statistics.

1.4 Three Types ofCP Violation

Three types of P violation can potentially be observed Atphysics experiments:

°There can be other manifestations@? violation, e. g. CP violation in interaction. However
observable&’P violation at B-factories can all be classified into the 3 categories.
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1. CPviolation in decay (often referred to as diréd? violation): this occurs when
multiple amplitudes with different weak phases as well #edint strong phases
contribute to a given final state, the result is visible atediig magnitude of the
amplitude to a decay versus {8 conjugate.

2. CPviolation purely in mixing: this occurs when the mass eigetes of a neutral
meson are different from th@P eigenstates.

3. CP violation in the interference between decays of mixed andiyed mesons:
this occurs for decays which are common to a neutral mesonsadtiparticle.

1.4.1 CP Violation in Decay (Direct CP Violation)

Direct CP violation manifests itself as a difference in the magnitatithe amplitude
to a given decay as compared with @% conjugate, thus resulting in differing rates
to the two elements of thé’P conjugate pair (see fig. 1.2). It can occur for both
neutral and charged decayamplitudes fromB° and B° to a final statef and itsCP
conjugate may be written as

Ap =) A @) and  Ap=mnep y | Al (1.19)

wherencp is theCP eigenvalue (multiplied by a convention-dependent phdsg)s

a CP eigenstateg, are the weak phases, afidare the strong phases:P violation
can only occur when the different weak phase contributidss laave different strong
phases (otherwise a simple rotation can remove the stroagepaind thus the ratio
would clearly have unit magnitude). It can also only occurewlweak phases are
nontrivial,i. e. when exists a relative phase between them (that is therefedeicible
by a rotation of the Lagrangian). Only when both differenaw@hasesnddifferent
strong phases are present, we may have the condition:

Af/As #1 (1.20)

This is CP violation in decay.CP violation in decay has been observed in the kaon
system and recently in thB system too. Since the strong phases that enter into mea-
surements of P violation in decay involve hadronic uncertainties, thatien of such

3For charged decays, it is tloaly potential manifestation afP violation.
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A=A A=A
’ f | CP| 7 F
\________/ u
A, =A,| e e? A, =A,| e e

Figure 1.2: Effect of the©P mirror” on interfering decay amplitudes for the transition
between an initial stateand a final stat¢’. The directCP asymmetry is due to the
interference between two amplitudés and A, with a relativeCP-conservating phase
0 and aCP-violating phase.

measurements to CKM factors (see next section) cannot belatdd from first princi-
ples. However, the strong phases may themselves be measine@€KM factors are
known from other measurements. These strong phase measusetan then be used
as inputs to other measurements which have equivalentgspoases (thus allowing
the extraction of other parameters), and thus measureratit8 violation in decay
can (indirectly) provide a useful handle on fundamentahdtias.

1.4.2 CP Violation Purely in Mixing

From section 1.3.1, the mass eigenstates of the neutralnsgstem are the eigenvec-
tors of the Hamiltonian:

|B.) = p|B°) + q|B°)

|Bu) = p|B°) —q|B°) (1.21)
where
7 _ L%WE (1.22)
p mi2 — 5712

If ¢ andp have different magnitudes, tli& conjugates of the mass eigenstates clearly
will differ from the mass eigenstates themselves by more #hiaivial phase. Thus the
mass eigenstates will not lieP eigenstates an@P violation will be manifest. CP
violation from

la/p| # 1 (1.23)
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is purely an effect of mixing and is independent of decay mddheis it may be referred
to asCP violation purely in mixing.

In neutral B decays, as discussed in section 1.3.3, this effect is eaqgpéatoe very
small. Since
Am = O(10*)AT (1.24)

this implies that
[maa| > 712 (1.25)

and thus the factor in eq. 1.11 simplifies to a near-ph@seviolation purely in mixing
should thus only enter the neutrBl system at the0~3 level. An asymmetry in the
measurements of the overall rate to flavor tag@@dss. B° would be a signature of
CP violation purely in mixing. With greater statistics, evide for this may be seen; at
present, experimental limits exist. It has been clearlyeoled, however, in the neutral
kaon system (where it is the prevalent effect); the disgpe&ICP violation in 1964
was a detection af P violation purely in mixing.

1.4.3 CP Violation in Interference Between Decays of Mixed and
Unmixed Mesons

Final states which may be reached from eitB&ror B° decays can exhibit a third type
of CP violation, which results from the interference betweendbeays of mixed and
of unmixed neutraB mesons which both decay to the final state (see fig. 1.3).

Consider theCP-violating asymmetry in rates betweét! andB° as a function of

A, Xf
/’—_—_‘—\\A /—'__-_-'—\
B, / Jer CP B_Ok / Jer
9p ""*po A, plq "~ *Bo A,

Figure 1.3: Effect of the ©P mirror” on B° decay to aCP eigenstatefop. The CP
asymmetry is due to the interference between mixing, desdrby parameters and
¢, and the decay amplitudet, and A ;.
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time: _

T(Bphys(t) = ) = T(Bpy(t) = f)
D(Bys(t) = f) + T(Bp,(t) — f)
To calculate each of the time-dependent ratg&g, one can form the inner product of
egs. 1.14 and 1.15 with the final stgteand then take the magnitude squared of the
resulting amplitudes:

acp(t) = (1.26)

DB - f) o
s = et oo (S50) 1618

2
+ sin’ <¥) '% \(F[H|B) 2 (1.27a)
L |q

2|p

e~ M sin(Amt)( f|H|B®) (f|H|B°)*

+§ o sin(Amt)<f|H|BO>*<f|H'§°>}

I(B°(t) — f)
|(FIH|B°(t)))? = e Tt {COS2 <

(1M B%)* (1.27b)

p

q
p

q

e~ M sin(Amt)(f|H|B")(f|H|B°)*

l

2

> M sin(Amt)(f|H|B%)*(f|H|B°) }

where2¢,, is the phase of/p. Since, as shown above, for tliesystem|q/p| ~ 1,
we can thus write

(FIH|B°(t)) = nepe™ 2P |A[(fIH|B°(1)) (1.28)
whereg, is the phase of the decay,p is theCP eigenvalue off, and

(fIM|B%) _qAs

=1 _4q
p(fIH[B%) pAf

= | \|e2(¢r+9D) (1.29)
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In this way the expressions 1.27a and 1.27b greatly simplify

[(fIH|B(1)))? = A% M{1 — C cos(Amt) — Ssin(Amt)} (1.30)
[(FIH|B°#))* = A%e {1+ Ccos(Amt) + Ssin(Amt)} (1.31)

whereA? = |(f|H|B")|? and

L— A
C:1+‘)\|2 and S:T]CP

—2sin(2(on + ¢p))  2Im A
1+ |2 I EENE

(1.32)

Thus the time-dependent asymmetry

; = C cos(Amt) — Ssin(Amt)
(1.33)

In the absence aof’P violation, .S and C' must both go to zero, since they occur
only when weak phases do not cancglis only nonzero when the ratio of the ampli-
tude norms differs from unity, which is the signature of dir@P violation (detailed in
section 1.4.1). However, it is possible thatp| = 1 and|\| = 1, i. e, there is naCP
violation in either mixing or decay, but théP asymmetry in eq. 1.33 is nonzero, be-
causdm\ # 0. In this case, from the definitions in 1.32js nonzero. This represents
a distinct type ofCP violation. It results from the interference of the decaysnied
mesons with those of unmixed mesong’(violation in the interference between de-
cay with and without mixingor mixing-induced_P violation); if the mixing contains
a phase that is not cancelled by the decay itself, this obbtrtime-dependent asym-
metry above will result. Unlik&'P violation in decay, no nontrivial strong phases are
required.

As will be seen in the next sectio@P violation in interference between decays of
mixed and unmixed mesons is a large effect in the SM pictutkeheutralB system.
Since this is a measurement of an asymmetry rather than atugbsate, many ex-
perimental and model-dependent uncertainties (such aastaction efficiency) that
would otherwise contribute to experimental error, insteagicel out in the ratio. Thus
it provides an excellent mechanism for precision measunésnaf CP violation and
the study of the SM picture @f'P asymmetry.
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1.5 CP Violation in the Standard Model

CP violation within the context of the Standard Mod&l/(2) x U(1) electroweak

symmetry was introduced by Kobayashi and Maskawa in 197 &wgostulation of

a third family of quarks. This occurred a year prior to thecdigery of charm; only

3 quarks existed at the time, so the prediction was quitecpmes Theb-quark was

then first observed in 1977. The prediction of additionalrgsi@id not occur entirely
without precedent, however. Theoretical interpretatibguark mixing via the weak
interaction has closely followed experimental result, Hreldevelopment of the 3 x 3
CKM matrix and itsCP violating phase was a steady and piecewise process.

1.5.1 The CKM Matrix

The observed suppression of flavor-changing neutral cudecays indicates that the
guark sector is separated into families, similar to thedeggector. However, lepton
flavor is conserveld whereas quark generation is manifestly violatedg. in weak
decays of kaons). However, strangeness-changing decagsahadditional suppres-
sion compared with strangeness-conserving weak decays:'Gabibbo factor” may
be accounted for by considering that, similar to neutralonssthe quark mass eigen-
states differ from the weak eigenstates. Thus a mixing madtscribing transitions
between quark generations is necessary.

Such a matrix must be unitary since quark number is manyfesthserved. With
2 generations, a unitary matrix can be described by a siragnpetet:

Ainass _ cgs Oc sinfc d (1.34)
Smass —sinfs cosfc S

whered,,..s and s,,.,s are the mass eigenstates nearest to the flavor eigengtates
and s respectively. The Cabibbo quark-mixing angle was introduced in 1963 [4]

to explain the small weak-interaction decay rates for plagi carrying strangeness.
When CP violation was discovered in 1964 by the observation ofdi#eodd decay

K% — atr~ [1], researchers had not yet perceived the intimate reldtietween
the dynamical rules of quark-flavor mixing and the phenomeabCP violation.
Hence the terrain was open for speculations. In 1970, Giadhopoulos and Maiani
(GIM) [25] used the unitary quark-mixing ansatz to posteltdie existence of a fourth

“not considering the recently discovered neutrino osimltet and thus lepton mixing.
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qguark with quantum number charm to explain the observedregpn of strangeness-
changing neutral currents.(g, K? — p*u~). This mechanism yields the absence of
tree-level Flavor-Changing Neutral Currents (FCNC) in$ihd. The same matrix 1.34
(experimentally) holds for théu, ¢) quark pair. The Cabbibo angtg: is thus a full
description of 2-generation mixing.

In 1973 the concept of quark-flavor mixing ant violation were unified when
Kobayashi and Maskawa showed that for at least three gemesatf quarks, there
would be enough physical degrees of freedom left in the gtlavlor mixing matrix
to allow for a nonzero phase [5]. The subsequent discovelnpttdm and top quarks,
and even a third lepton generation, as well as the obsemnvatidirectCP violation in
the kaon system backed the KM idea. For three quarks fantlileesukawa interaction
of the quarks is given by

Ly = -YIQL ¢pdf, — Y Qe ¢ uk; + hec., (1.35)

whereY®? are3 x 3 complex matricesy is the Higgs field; andj are generation
labels, and is the2 x 2 antisymmetric tensor. Th@! are left-handed quark doublets,
andd%, andu’, are right-handed down- and up-type quark singlets, resgéygtin the
weak-eigenstate basis. Wheacquires a vacuum expectation val(ig, = (0, v/v/2),
eg. (1.35) yields Dirac mass terms for quarks véitk 3 mass matrices

y Yy

me=2" pe=" (1.36)

V2 V2
To move from the basis of the flavor eigenstates to the bagiseomass eigenstates,
one performs the transformation

UAO @@t = Giag <mu(d), Mes). mt(b)> , (1.37)

where U} and U»? are unitary matrices and the masseg are real. The quark
mass matrices are diagonalized by different transformatfor the left-handed up-
and down-quarks, which are part of the sah&2),, doublet,

QL= (UL dii) = (U (uLj (UEUM) de) : (1.38)

By convention, we pulled ou(thT)ij, so that the “misalignment” between the two
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transformations operates on the down-type quark masssajes. Thus the charged-
current weak interaction is modified by the product of thgdizalizing matrices of the
up- and down-type quark mass matrices, the so-called Cailobayashi-Maskawa
(CKM) matrix,
Vua Vs Va
V=UU = Vi Vi Va | (1.39)
Viae Vis Vi

However, the neutral-current part of the Lagrangian in tlessreigenstate basis re-
mains unchanged, e. there are no flavor-changing neutral currents at tree level.

Being the product of unitary matriceg, itself is unitary,V V1 = 1. This require-
ment and the freedom to arbitrarily choose the global phafsi® quark fields reduce
the initial nine unknown complex elementsisfto three real numbers and one phase,
where the latter accounts f@rP violation. Because these four numbers effectively
govern the rates of all tree- and loop-level electroweaksiteons (see section 1.5.3
for a description of these transitions) that involve thergkd current, it is a com-
pelling exercise to overconstrain. If inconsistencies among different measurements
occur, it would reveal the existence of physics beyond the SM

1.5.2 Unitarity Conditions and the Unitarity Triangle

Unitarity of the CKM matrix V' requires that

VIV=vVi=1 = > ViVi=> VyVi=0dx (1.40)
] j
This results in 9 independent equations, 3 of which (for tlagahal of the product

unit matrix) equal one and 6 of which equal zero. The equationthe off-diagonal
elements, each containing a sum of 3 complex humbers whighle®, will each
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describe a triangle in the complex plane:

VeaVey + Ves Vs + VeV, = 0 (1.41a)
VeaVig + VesVis + Va Vi = 0 (1.41b)
VuaVig + VusVis + Vi Vi = 0 (1.41c)
VasVua + ViVea + VisVia = 0 (1.41d)
Vi Vus + VaVes + Vi Vis = 0 (1.41e)
VisVua + Vi Vea + VigVia = 0 (1.41f)

The differences between these 6 triangles are purely erapiiihere is no theoretical
motivation at present for the fact that 4 of them are nearlyederate and only 2

describe triangles that have each of their sides being tine sader of magnitude in

length. Itis empirically the case that only egs. 1.41c addflabove describe triangles
which are not nearly degenerate. The triangle correspgrdithe last equation, 1.41f,
is the one that is used to pictorially represent the irrdalec’P violating phase and is

referred to as the Unitarity Triangle (UT).

The number of free parametersdfcan be greatly reduced by very general con-
siderations. Unitarity and the freedom to arbitrarily ckethe global phase of a quark
field, reduce the originainf] unknowns (where:, = 3 is the number of genera-
tions) to (n, — 1)* unknowns. Among these,(n, — 1)/2 are rotation angles and
(ny — 1)(ny — 2)/2 phases describ@P violation. Three generations allow for only a
singleCP-violating phase, in total four independent parameters.

They exist many CKM parameterizations. Chau and Keung [26p@sed the
“standard parameterization” of. It is obtained by the product of three (complex)
rotation matrices, where the rotations are characterizeth® Euler angle#,,, 6,5
andd,3, which are the mixing angles between the generations, aadweerall phase
9,

0

C12C13 512C13 S13€
_ ) )
V= —512C23 — C12523513€" C12C23 — S12523513€" 523C13 ) (1-42)
1) 1)
$12823 — C12C23513€" —C12523 — S12C23513€" C23C13

wherec;; = cos);; ands;; = sinf;; fori < j = 1,2, 3. This parameterization satisfies
exactly the unitarity relation.
Following the observation of a hierarchy between the midnglesss < s.3 <
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s12 < 1, Wolfenstein [27] proposed an expansion of the CKM matrixamms of
the four parameters, A, p andn (A ~ |V, = 0.23 being the expansion parameter,
that is the Cabibbo paramet&r= sin f-), which is widely used in the contemporary
literature. We use the definitions &l orders[28]

512 A,
So3 = AN, (1.43)
sige”® = AN} (p—in).

Inserting the above definitions into eq. (1.42), we have ttpressions for all CKM
elements. We can truncate at third ordeAin

1-% A AX(p —in)
V= — -2 AN +O0(N) (1.44)
AN (1 —p—in) —AN 1

with (X, A, p,n) as the 4 real parameters describing the CKM matrix, therlatbeing
of order 1.

Unitary triangle obtained by eq. 1.41f can be rotated antedozhoosing a con-
ventional phase in a way th&f; V., is real, and so aligning related side to real axis,
and dividing length of all sides fdi/;V;| so length is normalized to 1. The triangle
(show in fig. 1.4) will have two fixed vertexes at (0,0) and g0f&and coordinates of
the remaining vertices will depends by,/{) corresponding to Wolfenstein’s parame-
ters; lengths of sides become:

=Vt Ri=

VJb Vud
VipVed

Vi Vid
Vi Ved

R, = =1 =p)2+n (1.45)

The three angles of out unitary triangle, denoted witl¥ and~, are:

a = arg [— “//tj“;tz} , [B=arg [— “/Z“;cf] , 7y =arg [— “/;Lj“;ib} . (1.46)
ud Vb tb ca’ch

These quantities are physical and can be measured fiBrasymmetries inB
decays. Consistency among different experimental valegsshn the verification of
the SM.
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Figure 1.4: Unitary triangle and main decays to measureittes &ind the angles.

1.5.3 Tree and penguin processes

For theCP asymmetries it is important to consider both weak phasésrdifce and
strong phases difference. So, we need to distinguish whadraims give a contribu-
tion to total amplitude with different phases. Generalppditudes for mesons com-
posed by a heavy quark and a light quark are divided in twselgsso calletteeand
loop (also known apenguin. If all complications due to long distance strong interac-
tions, final state interactions or hadron-hadron inteoastiare negligible, this split is
easily explained through weak diagrams.

In the penguin diagrams tH& boson is emitted and reabsorbed in the same line
of emitter quark (fig. 1.5), while all other diagrams are tiee. they have no loop in
weak diagram (fig. 1.6). Tree diagrams are further spkjgactator(light quark of the
starting meson is disconnected in the weak diagraxghangdll boson is swapped
between starting meson quarks) aarthihilation (starting meson quarks are annihi-
lated to makd?’). However, this separation between different kinds of tiegram
is not important inCP violation because two kinds of tree diagrams, that conteibu
to decay amplitude, have the same CKM matrix element andessdime weak phase.
Differently from tree diagram, ih — ¢ process withy = {d, s}, penguin terms con-
tribute with different combinations of CKM element§ V;, depending by the quark
within loop i = {u,c,t}. So the differences of weak phase, which contribute to the
CP-asymmetries, are due to the different penguin and treeibatibns; therefore it
becomes important to know intensities and weak phase®delatboth kinds of dia-
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Figure 1.6: Tree diagram fér— clW~ process.

gram.

Penguin diagrams include strong interactions too. Thelgimathe loop emits a
gluon to compensate for mass difference between initialfenadl quark. Gluon can
produce a quark-antiquark pair or be reabsorbed and reddsom other gluons that
can be found in this kind of process. The differences of gtfumase of these processes
are the base for the dire€tP asymmetry.

The FCNC transitionsh — s andb — d, are forbidden at tree level in SM.
They can only occur at the loop level. In these loop diagrahesSM particles can be
replaced with new particles. As a result, the rates and katierdistributions of FCNC
decays can significantly deviate from the SM predictionsréfore the FCNC decays
serve as a sensitive probe of the new physics.

1.5.4 Extraction of CKM matrix elements

With the remarkable exception of the UT angles, the expentai®bservables presently
used to constraifp, ) vertex depend on hadronic matrix elements. QCD is well es-
tablished as the theory of strong interaction, and it has bested to high precision in
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the perturbative regime where the coupling constans small. However, presently it
is difficult to obtain quantitative predictions in the lowmergy regime, except for a few
special cases. In this section we recall briefly a few gerteciniques to evaluate the
matrix elements relevant to quark-flavor physics. Thesdat give controllable sys-
tematic errors, that is the uncertainties can be incrergimgproved in a well-defined
way, expanding in small parameters order by order. Most eitlodel-independent
theoretical tools utilize that some quark masses are smahée others are greater
thanAqcp (heredqep denotes a typical hadronic scale, of order 500 MeV).

Effective Hamiltonians for Weak Decays

All flavor-changing interactions (except that of the top ifyare due to tree and loop
diagrams involving heavy virtual particled; bosons in the SM, or not-yet-discovered
particles in its extensions. These particles propagateraueh shorter distances than
1/my, so their interactions can be described by local operatbrrinciple, there
is an infinite number of such operators. The contributionthefhigher dimensional
ones are however suppressed by increasing powers, Af,, SO it is sufficient to
consider the first few operators. The effective weak Hami#n can be written as
Hy = > Ci(n) O;i(1), whereO; are the lowest dimensional operators contributing
to a certain process artd are their Wilson coefficients, with perturbatively calcula
ble scale dependences. The simplest examples where thedsds applied are the
semileptonic decays (like — c/) while semileptonic decays involving/ pair and
nonleptonic decays are more complicated. For more detslses. [29].

Chiral Symmetry

Theu, d ands-quark masses are small compared with-p, so it is useful to consider
them, — 0 limit (¢ = u, d, s) and treat corrections perturbatively. This is known as
the chiral limit, because the Lagrangian for the light qsanlas e&SU(3);, x SU(3)r
chiral symmetry, under which the left- and right-handedrgsiaransform differently.
This symmetry is spontaneously brokenSid(3)y by the vacuum expectation value
of the quark families. Chiral symmetry relates differentifmnic matrix elements to
one another, and has very diverse applications in flavoripfys

Because the andd-quark masses are small, thE(2) isospin symmetry between
thew andd is usually a very good approximation. The corrections todhieal limit
are suppressed byn, — m,)/A,sp, WhereA,gg ~ 1GeV is the chiral symmetry
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breaking scale, and are usually not larger than a few peatethie amplitude level.
There are also explicit violations of chiral symmetry, forample, due to weak or
electromagnetic interactions. The f6U(3) symmetry is broken byn, /A, sg, and is
known to have typically0 — 30% corrections.

Some of the most prominent cases of isospin symmetry in thiegbof the CKM
matrix include relations between amplitudes involvingrgieal and neutral pions, the
determination ofV,,|, and the extraction of the UT angtefrom B — =7 decays.
Similarly, SU(3) symmetry and chiral perturbation theory are key ingrediémntleter-
mining |V.s|. SU(3) has also been used as a bound on the SM-induced deviations of
the time-depender@@P? asymmetries fromin 2« or sin 23 in the penguin-dominated
modes (see section 1.5.7).

Heavy-Quark Symmetry and Heavy-Quark Effective Theory

In mesons composed of a heavy quark and a light antiquarknirge scale of strong
interactions is small compared with the heavy-quark mahks. hleavy quark acts as a
static point-like color source with fixed four-velocity, wh cannot be altered by the
soft gluons responsible for confinement. Hence the configuraf the light degrees
of freedom becomes independent of the spin and flavor (mégkedeavy quark,
which, for N; heavy-quark flavors, results irS&J(2N;) heavy-quark spin-flavor sym-
metry [30].

Heavy-quark spin-flavor symmetry has many important ingtians for the spec-
troscopy and strong decays Bfand D mesons (for details see [31]). It is especially
predictive for exclusive3 — D) (7 semileptonic decays, which are relevant for the
determination ofV,,|.

Deviations from the heavy-quark limit can be included usihg heavy-quark
effective theory (HQET) [32], which provides a systematipansion in powers of
as(mg) andAqen/meg (Q = b, ¢). The former type of corrections is calculable per-
turbatively, whereas the latter ones can be parameterizadtinimal set of hadronic
matrix elements that can be extracted from data and/or astarusing nonperturbative
techniques.

Factorization and Soft-Collinear Effective Theory

In the decayB — M, M,, if the meson)/; that inherits the spectator quark from the
B is heavy and\/, is light then “color transparency” can justify factorizati[33, 34].
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Traditionally, naive factorization refers to the hypotisehat matrix elements of the
four-quark operators can be estimated by grouping the diigids into a pair that
can mediateB — M, transition and into another pair that describes vacuum/,
transition.

These ideas are the base of the recent development of th€&bitear Effective
Theory (SCET) [35]. SCET is designed to describe the intemas of energetic and
low invariant-mass partons in th@ > Aqcp limit. It introduces distinct fields for
the relevant degrees of freedom, and a power-counting et There are two
distinct theories, SCETn which A = \/Aqcp/Q and SCET; in which A = Aqep/Q.
They are appropriate for final states with invariant m@ss like jets and inclusive
B — X, X (v, X 0T 0~ decays’ ~ Aqep@) for SCET;, and exclusive hadronic
final states#{® ~ Agp) for SCET,.

1.5.5 Magnitudes of CKM matrix elements

We report in this section the measurements of the magnitu@&bl elements. More
informations can be found in ref. [36].

|Vud|

The most precise determination comes from the study of aillpeed0™ — 0" nu-
clear( decays:
|Vaal = 0.97377 £ 0.00027. (1.47)

| Vs

The magnitude oV, has been extracted traditionally from semileptonic kaarags:

Vis| = 0.2257 4 0.0021. (1.48)

| Veal

The most precise measurement|bf,| is based on neutrino and antineutrino inter-
actions. The difference of the ratio of double-muon to agluon production by
neutrino and antineutrino beams is proportional to therahaoss section off valence
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d-quarks, which allows to obtain:

V.| = 0.230 + 0.011. (1.49)

| Ves|

The direct determination df/.,| is possible from semileptoniP or leptonicD, de-
cays, relying on the calculations of the hadronic matrixredats. We obtain

|Ves| = 0.957 £ 0.017 & 0.093, (1.50)

where the first error is experimental and the second one,hwkidominant, is from
the theoretical error of the form factor.
|Ves|

This matrix element can be determined from exclusive anldigne semileptonic de-
cays of B mesons to charm:

Vo] = (41.6 £0.6) x 1077 (1.51)

IVubl

The determination off/,;| has been obtained combining measurements from inclusive
and exclusiveB — X, (v decays:

V| = (4.31 £ 0.30) x 1072, (1.52)

which is dominated by the inclusive measurement. This nreasent is somewhat
above the range favored by the measurement ofitl¥5 discussed below.

|Via| and | V|

The CKM element$V,| andV,,| cannot be measured from tree-level decays of the top
quark, so one has to rely on determinations frBm- B oscillations mediated by box
diagrams or loop-mediated raféand B decays. Theoretical uncertainties in hadronic
effects limit the accuracy of the current determinationsege can be reduced by tak-
ing ratios of processes that are equal in the fl&io(3) limit to determine|V;q/ V..
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For these last measurements a new theoretically clean gnificantly improved con-
straint is provided by the measurements of the mass diiterehthe two neutrab,
meson by CDF Collaboratiodym, = (17.77 £ 0.10 4 0.07) ps~! [37].

Via| = (7.44£08) x 107° (1.53)
Vis] = (40.6+£2.7) x 107° (1.54)
Via/Vis| = 0.206%5 05 (1.55)

| Vis|

The direct determination df/;,| from top decays uses the ratio of branching fractions
R = B(t — Wb)/B(t — W¢q) = |Vu|*, whereq = b, s, d. The measurements give a
95% CL lower limit

V| > 0.78. (1.56)

1.5.6 Unitarity Triangle Angle Measurements

The UT anglesy, 5 and~ (defined in eq. 1.46) are all accessible from th&ector,
albeit with different sensitivity and purity. Whereas theasurements ¢f (the leading
experimental observable heresia23) and~, throughB decays in charmonium and
open charm, respectively, are theoretically clean, thesoreanent ofv in charmless
B decays relies on theoretical assumptions. Because theureezents ofx and~y
involve interference with transitions governed by the $r6&M matrix elementl/,,;,
they require larger data samples than when measuiir2g. Thesin23 can be also
measured in penguin dominated modes with- s transitions (see section 1.5.7),
where, also in this case, due to the small branching frastidthe modes involved, a
larger data sample is required than when measuiiity? in charmonium.

The experimental techniques to measure the UT angles adsmelradically from
one to another. The measurements @nd 3 require B° B° mixing and therefore use
neutral B mesons, whereas the measurements o$e interference betweén— u
andb — c decay amplitudes, and can be done with both neutral andeth&decays.

Concerning theCP violation in B° mixing, which has been searched for with
both flavor-specific and inclusivB® decays in samples where the initial flavor state
is tagged, the current world averagedgp| = 1.0018 £ 0.0017 [38, 39], whereas the
deviation from unity is expected to Ibe¢/p| — 1 ~ 0.0003 [40]. For this reason we will
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neglect it in the following.
In this section we will briefly report techniques and meameets of the UT an-
gles. More informations can be found in ref. [36].

(£ from B Decays to Charmonium Final States

In b — ccs quark-level decays, the time-depend€é#t violation parameters measured
from the interference between decays with and without ngiére S and C' defined
in eq. 1.32. In the SM, with a very good approximation, we exper these decays
S = —nepsin2B andC = 0 for the transitionB° — f, wherencp = *1 is theCP
eigenvalue off and23 is the phase difference between e — f andB° — B° — f
decay paths. The — sqg penguin amplitudes have dominantly the same weak phase
as theh — ccs tree amplitude. Since only?-suppressed penguin amplitudes introduce
a newCP-violation phase, amplitudes with a single weak phase dateithese decays.
The theoretically cleanest caseis— .J/¢ K¢, but several other charmonium
modes have been measuredBnBar and Belle:J/y) K9, (2S)K?, x. K¢ andn K¢
modes withncp = —1, as well asJ/p K9, which hasycr = +1. In the latest result
from Belle, only.J/x» K9 and.J/i) KV are used. The world average reads [41]

sin23 = 0.675 + 0.026. (1.57)

This measurement has a four-fold ambiguitysinwhich can be resolved by a global
CKM fit mentioned below. Experimentally, the two-fold ambity 5 — /2 —
(but not3 — 7 + ) can be resolved by a time-dependent angular analysi® of

Jip K*9(892) [42] or a time-dependent Dalitz plot analysis Bf — D°h° (h° =

70, m,w) with D° — K%z *7~ [43]. The latter gives the better sensitivity and disfavors
the solutions withcos 25 < 0 at the 98.3% CL, consistent with the global CKM fit
result. In fact from the result 1.57 we obtain for the angheithin [0, 7] the solutions
(21.2 £ 1.0)° and (68.8 £ 1.0)°, where the first number is compatible with the result
from the global CKM fit without the measurement®f(27.70737%)° andsin28cxy =
0.823 0 0ss [44].

Inb — ced quark-level decays, such & — J/7° or B — D™ D® unknown
contributions from (not CKM suppressed) penguin-type diags, carrying a different
weak phase than the tree-level diagram, compromises the ebaraction okin2/.
Consequently, they are not included in the23 average.
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The angle can be also measured uding sgq penguin dominated decays. These
decays have the same CKM phase asithe ccs tree level decays, up to corrections
suppressed by?, sinceV;Vi, = —ViV.[1 + O(A\?)]. If new physics contributes
to theb — s loop diagrams and has a different weak phase, it would gse 0
S # —nepsin2( and possiblyC' # 0. Therefore, the main interest in these modes is
not simply to measurein2/3, but to search for the new physics. TB8 — 7' K" is
one of these modes. Details of the measurementgo¥iolation time-dependent for
these modes are given in section 1.5.7.

As expected in the SM, no direc¢tP violation has been observed in all these
modes.

« from Charmless B Decays

Unlike B® — Jrp K°, for which amplitudes with weak phases different from the
dominant tree phase are doubly CKM suppressed, multipl& weases must be con-
sidered in most of the analyses@®fdecays to final states without charm. Siaces the
angle betweerv;;V,, andV,; V.4, only time-dependenf’? asymmetries i — uud
dominated tree modes can directly meastiui@«, in contrast taxin23, where several
different transitions can be used. Sirice> uud penguin amplitudes have a different
CKM phase thah — wud tree amplitudes, and their magnitudes are the same order in
A, the penguin contribution can be sizable and makea thetermination complicated.
This complication makes the extraction of the CKM couplifigen the experimental
observables considerably more difficult, although ricfiéwe decays most sensitive to
aareB’ — 7tn~, prrT, andpTp~. The extraction ofy in the presence of unknown
penguin amplitudes requires an isospin analysis [45]xfor pp, and a Dalitz-plot
analysis [46] forp™7T. The goal is to estimate the penguin contributipar{guin pol-
lution) with respect to tree contribution. Relying on flavor symnas, in particular
SU(2), does not represent a severe theoretical limitation. Hewé\certainly creates
model-dependent uncertainties from flavor-symmetry brepko that — neglecting
statistical considerations — the measurement @ not of the same quality as the
measurements efn23 andy. A new promising mode to extraatis the B° — aF7T.
This is not aCP eigenstate, like3" — p*rT. So far there is no &P-violation mea-
surement of this mode, but the branching fractions is wetisneed [47]. Differently
from p*7F, here a Dalitz plot analysis is not easy because of the fodiekdn the
final state. Furthermore, the meson has a large width which is not well known [36].
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Figure 1.7: Constraints oa from the modesrr (World Average),p=n* (BABAR),
pp (WA), compared to the prediction from the CKM fit (not incladithese measure-
ments) [44].

Anyway, it is possible to perform an analysis using a quasHbody approximation,
usingSU(3) symmetry to estimate the penguin pollution [48].

Combining the three measurements of the matesp™ 7T, andpp from BABAR
and Belle experimentsy is constrained as:

a=(92.67%7)". (1.58)

This measurement is in agreement with the expectatign; = (100.0 *3-3)° from the
global CKM fit (where the directr measurement has been excluded from the fit) [44].
The results are shown in the fig. 1.7. A different statisteggproach gives similar
constraint from the combination of these measurements [49]

~ from B Decays to Open Charm

By virtue of eq. 1.46;y does not dependent on CKM elements involving the top quark,
so it can be measured in tree levédecays. This is an important distinction from the
measurements ef and, and implies that the direct measurements afre unlikely
to be affected by physics beyond the SM.

The golden methods to determinet the B-factories utilize the measurement of
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direct CP violation in Bt — DK™ decays, where the neutrBl meson can be both
D and D° (and whereD? also stands foD*?). The DY corresponds to the leading
b — ¢ transition, whereas thB® is produced by a CKM- and color-suppresseé u
transition. If the final state is chosen so that béthand D° can contribute, the two
amplitudes interfere, and the resulting observables arsitsee to the UT angle, the
relative weak phase between the tWalecay amplitudes.

Among the many methods that exploit this interference, tpeBments concen-
trate on the reconstruction of the neutfalin a CP eigenstate (GLW) [50], in other
final states common tB° and D° such ask T=* (ADS) [51], or in the self-conjugate
three-body final stat& 277~ (GGSZ) [52]. For this last method, the analysis can
be optimized by studying the Dalitz plot dependence of therfarences. The best
present determination of comes from this method. All variations are sensitive to the
sameB decay parameters and can therefore be treated in a comtitedxiracty.

Combining the GLW, ADS, and Dalitz analyses [44]is constrained as
v = (6033)°. (1.59)

The likelihood function ofy is not Gaussian, and the 95% CL rangelis< v < 122°.
This measurement is in agreement with the expectatin; = (59.0 *3-3)° from the
global CKM fit (where the direct measurement has been excluded from the fit) [44].
The results are shown in the fig. 1.8. Similar results areddnr49].

There is another way to measuye Similar to the decay3’ — p*=nT, which
is not aCP eigenstate but sensitive to because both final states can be reached
by both neutralB flavors, interference between decays with and without ngixian
occur inBY — DWExF(pt). A time-dependent analysis of these decays is sen-
sitive tosin(23 + ), because the CKM-favoreld — ¢ decay amplitude interferes
with the CKM-suppressetl — u decay amplitude with a relative weak-phase shift
7. In theseb — ¢(ud), u(cd) quark-level transitions no penguin contributions are
possible, because all quarks in the final state are differidisnce there is no direct
CP violation. Combining theD*#F, D**7F, and D*pT measurements [53] gives
sin(26 + v) = 0.8153%, consistent with the previously discussed results¥and-.
The2/3 + v measurements help to exclude large valueg. of
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Figure 1.8: Constraints onfrom World AverageD™ K*) decays (GLW+ADS) and
Dalitz analyses compared to the prediction from the globdaMCtit (not including
these measurements) [44].

1.5.7 CP Asymmetries in Loop-Dominatedb — s and b — svy
Modes

The FCNCbh — s transition is mediated by penguin diagrams. It can have arype
qguark in the loop, so its amplitude can be written as

Ab—»s = mt‘/tb‘/tz + mc‘/cb‘/:g + muVubVJS
= (mc - mt)‘/cb‘/cz + (mu - mt)‘/ubvu*s = O<)‘2> + O<)‘4) ) (160)

where the unitarity of the CKM matrix has been used in the sécstep. In the
SM, the amplitude is dominated by the fir${, V%, term, which has the same weak
phase as the amplitude iB° — J/¢K° decay. We expediA/A| — 1] = O()\?),

and the time-dependetfP asymmetry parameters are given to a similar accuracy by
Sh—sqg = —nep sin2 andCy_z ~ 0.

Owing to the large mass scale of the virtual particles thataxur in the loops,
additional diagrams from physics beyond the SM, with heaastigles in the loops,
may contribute. The measurement@p violation in these channels and the com-
parison with theB-to-charmonium reference value is therefore a sensitisbgfor
physics beyond the SM. A discrepancy betwegn, ; andsin23 can provide an in-

dication of new physics. If the SM and new physics contritmiare both significant,
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the deviations of th&€’P asymmetries fromsin25 become mode dependent, because
they depend on the relative size and phase of the contripatimplitudes, which are
determined by the quantum numbers of the new physics anddrygsinteractions.

The important question is how well can we bound the contivloubf the second,
CKM-suppressed, term to tlbe— sqg transition in eq. 1.607? This term has a different
weak phase than the dominant first term, so its impacbpn,,; depends on both
its magnitude and relative strong phase. Naive factodrasuggests that foy = s
the \? suppression of the second term is likely to hold because itldvoequire an
enhancement of rescattering effects to upset this. Howarer = v, there is a color-
suppressebl — wu tree diagram, which has a different weak (and possibly girphase
than the leading? penguin amplitude. Far = d, any light neutral meson formed from
dd also has a:z component, and there is “tree pollution” again. TH& decays to
7°K? andw K? belong to this category. The mesoyignd f,(980) have significants
components, which may reduce the tree pollution. Neglgatscattering, the three-
body final stateK°K°K° (reconstructed a&*K°K?) has no tree pollution (pure-
penguin mode), whereds’? — K+K~K" (excludinggK®, which is a pure-penguin
mode) does.

As a consequence, only an effective= —rncp sin20.¢ is determined. Recently
QCD factorization (QCDF) [15, 54, 55] and SCET [56] was useddlculate the de-
viationsAS = sin25.¢ — sin23 in some of the two-body penguin modes. It was found
that the deviations are the smallest(0.05) for ¢ K° andr’K°. This is fortunate
because these are also the modes in which the experimerded are the smallest.
The SM shifts enhancen;S; (except forpK?) using [54, 55], while suppresS,
using [56]. SU(3) flavor symmetry has also been used to bdum8Mm-induced devia-
tionsAS [13, 14, 57]. Owing to the lack of information on strong preaad the weak
experimental bounds on sorhe- dgg mediated rates, the resulting bounds tend to be
weak. An exception i’ K?, where SU(3) relates the relevant amplitudeste” and
KK~ [14]. The theoretical understanding of factorization ireéitbody decays does
not yet allow accurate bounds @nS to be computed.

There has been considerable excitement about these measiisan the past few
years. Before ICHEP 2006 conference, if one restricted thda® to those with the
potentially smallest theoretical uncertaintieése. the final states)K°, »'K°, and
K°K°K", and attempted to average thi@23.x results,(sin23.¢) = 0.50 + 0.08,°

SAll s-penguin average reported here are, in fact, doubly nainee $i neglects both the theoretical
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Figure 1.9: Comparison of world averagi@23.g) results from penguin-dominated
decays, and the charmonium reference value [41].

which is within 2.2¢0 reach of the charmonium reference value. Beginning of 2005,
this s-penguin average was40 + 0.09, and because the charmonium result was larger
at that time, the discrepancy between ¢he25 numbers was at th& 20 level, which
explains the popularity of the results. Most recent residtsthe measurement of
sin2(.¢ from the various penguin modes presented at ICHEP 2006 @nde are
compiled in fig. 1.9. Using these measurements,stpenguin average for the final
statesp K°, ’ K°, and K’ K°K° becomed).55 + 0.07, at thel.7 level from char-
moniumsin23 numbers. Considering the measurements of-pénguin modes, the
average i$.52 + 0.05, which is2.60 from charmoniunsin2/. The simple conclusion

is that better statistics are required to clarify the sitrat

uncertainty discussed above, and the fact that experilgygematic uncertainties are correlated be-
tween the measurements of individual modes. For thesensabey are to consider only for academic
interest, to use with extreme caution, if at all.
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Figure 1.10: 2D comparisons of averages in the diffebent s modes [41]. This plot

(and the averages) assume no correlations betweefdhd C measurements in each
mode.

As expected in the SM, no directP violation has been observed in all these
modes,i. e. C' is consistent with zero. A 2D comparisons plot of averages‘fo
andnqpS in the differenth — s modes is shown in fig. 1.10.

Another interesting measurement in the penguin sectoeisitie-depender@P
asymmetry inb — s+ exclusive modes, which probes the polarization of the pioto
In the SM,b-quarks mainly decay tey;, andb-quarks tosyz, so their interference is
suppressed, proportional t9, = A(B® — X} vg)/A(B° — X;,v1). Although the
B — X, rate is correctly predicted by the SM at the 10% level, whieesmheasure-
ment sums over the rates to left- and right-handed photbestatior,, is sensitive
to new physics. So far only the time-dependéft asymmetry for the mod®& —
K?%7%(K*)y has been measure®aBar and Belle have measured it exclusively and
inclusively, with the averageSy-, = —0.28 £0.26 and Sy 0, = —0.09 3 0.24 [41].

If only the electromagnetic penguin operato¥, ~ 50" F,,, (m,Pr + msP;,)b con-
tributed to the rate, it would giv€x-, = —2(m,/my)sin23 [58]. This also holds
in the nonresonanB — K%7%y case [59]. In general in [59] the authors point out
that for B, or B, to P, P,y (where P, and P, are pseudoscalar mesons), through a
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mode.

flavor changing dipole transition, time-dependent ostdlfes can reveal the presence
of physics beyond the SM. They suggest other modes to stikéyBl — 1 K%y or

B — n'KY%y. Grinsteinet al. [60] recently realized that four-quark operators con-
tribute tor that are not suppressed by, /m;. The numerically dominant term is due
to the matrix element aP, = (¢ P.b)(57,PLc), and its contribution to the inclusive
rate can be calculated reliably(B° — X vg)/T'(B° — X,y) ~ 0.01 [60]. This
suggests that for most final states, on average, 0.1 should be expected. A SCET
analysis of the exclusive decay proved the power suppresdithe amplitude ratio,
A(B® — K%yg)/A(B® — K"1) = O[(C2/3C7) (Agen/ms)] ~ 0.1 [60], but the
uncertainties are sizable.

Also in B — K2r°(K*%)v no directCP violation has been observed. A 2D com-
parison plot of averages far andS is shown in fig. 1.11.
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1.5.8 Weak-Phase Information from DirectCP Violation in B De-
cays

The CKM mechanism causes “directP violation in the decay, as soon as at least two
amplitudes with different strong and weak phases congibitecause virtual loops
are present in all meson decays, “some” (possibly unobkkr\amount of direcCP
violation occurs. Owing to the large weak phases arising3idecays, direcCP
violation should be more prominent here thang, in the kaon system. This has been
confirmed by the measurement of the dir€€tasymmetryAd g+ .- = —0.093 +0.015

in B — K+~ decays [41]. Evidence for dire€tP violation in neutralB decays also
exists forBY — 77~ (5.60 significance) [41]. Recently, the first evidence for direct
CP violation in charged3 decays emerged from the mofle — K p° with a charge
asymmetry of).31 101} [41]. With the data samples at tiiefactories increasing, we
expect the discovery of more and more rare-decay modes igiitfisantCP violation

in the decay.

From the point of view of the weak-phase extraction, the ireguconspiracy be-
tween competing amplitudes of similar size and the occegeai strong phases, rep-
resent serious obstacles. A reliable and model-indepé¢rmaéculation of directCP
violation is not possible at present, and estimates basddaborization are plagued
by large uncertainties. However, flavor symmetries in paldr isospin can be ex-
ploited to (essentially) assess model independently d@étviolation. In B decays
to m, pr andpp, the measurements of direCf-violating asymmetries (independent
of whether they are compatible with zero or not) are essemiats to the isospin
analyses. In thé{r system the corresponding isospin analysis used to exirgi]
is fruitless at present, and affected by possibly largepisebreaking corrections from
electroweak penguins, which cannot be taken into accoudeifrindependently as is
the case in ther andpp isospin analyses.

Although a quantitative prediction is difficult, dire€C¥ violation can be a power-
ful probe for new physics in decays where negligiblé asymmetries are expected.
This is the case for alB decays dominated by a single decay amplitude. Prominent
examples are penguin-dominated decays, suéh-assy or B — K®)¢*¢~ where a
significant nonzero direcP violation would unambiguously indicate new physics.
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1.5.9 The Global CKM Fit

Using the independently measured CKM elements mentionieiprevious sections,
the unitarity of the CKM matrix can be checked. We obtdipy|? + |Vi.|? + |Vis|* =
0.9992 £ 0.0011 (first row), | Vea|* + |Ves|* + |Vip|? = 0.968 £ 0.181 (second row), and
[Val? + [Vea|® + [Via]? = 1.001 + 0.005 (first column), respectively. These provide
strong tests of the unitarity of the CKM matrix. The sum of theee angles of the
unitarity triangle a+3++ = (173.8 732-2)°, is also consistent with the SM expectation.
The CKM matrix elements can be most precisely determined diplal fit that
consists of maximizing a likelihood built upon relevant ekmental measurements
and their SM predictions, which depend on the parameteiiseafteory, and imposes
the SM constraintsi.(e., three generation unitarity). Some of the parameters of the
theory, such as quark masses or matrix elements, are expealy or theoretically
constrained, whereas others are unknown. These unknowiteicdhe four Wolfen-
stein parameters (defined in eq. 1.43), but also, for instamadronic quantities that

occur in the determination of the UT anglesand~. There are several approaches
to combining the experimental data and to consider the feearmpeters of the theory.
CKMfitter [44] use frequentist statistics, while UTfit [49%&s a Bayesian approach.
These approaches provide similar results.

The constraints implied by the unitarity of the three getieraCKM matrix sig-
nificantly reduce the allowed range of some of the CKM elemerithe fit for the
Wolfenstein parameters, as obtained in ref. [44], gives

A= 0.2271779:90100 A = 0.806%991,

— 0.195+0022 n = 03267507

Once the Wolfenstein parameters are fit, determining fudlyststent confidence
levels for all related observables is straightforward. Téwmilts of the fit are shown in
thep, n planeinfig. 1.12. The outer contour of the combined fit cqroesls to 95% CL
exclusion. Also shown are the 95% CL regions for the indigidzonstraints entering
the fit (the constraint fronB* — 77 v, is not shown, although it is included in the fit).
This global CKM fit contains all relevant information colted by the experiments.
From the new physics perspective, it is interesting to aortfthe measurements ac-
cording to their sensitivity to new physics contributiorisg. 1.13 shows on the left
plot the constraints that originate from mainly tree-lgwalcesses, together with their
combined fit. The right plot shows the constraints from lamgced processes. To fix
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the length scale of the UT and the constraints\and A from the tree-level determi-
nations of the CKM element¥/,,|, |V..s| and|V,,| are used. Ify is extracted from the
measurement af using from mixing-induced”P violation as input, it is effectively
a tree-level quantity, because the isospin analysis solfteA/ = 3/2 component
in the decay amplitude, which is assumed to be standard @Z@jsequently, the con-
straint for~ that enters the tree-level plot is the average of the direasurement of
~ via open-charm processes, and the value obtainedfrena — (3, from which new
physics in mixing cancels. This provides the first deterridmaof p, n from (effec-
tively) tree-level processes. Good agreement is obsergegeen the tree-level and
loop-induced constrained fits.
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Chapter 2

The BABAR Detector

2.1 Overview — B-Factories

Exploring CP violation in the B system and its potential impact on the Standard
Model, baryogenesis, and cosmology, requires copiousugtamh of B mesons, ac-
curate measurement of tligtime of flight and flavor, and reasonably low background
in the reconstruction. There are several potential optiongxperiments which can
fulfill these criteria:

1. Hadron colliders ég_o)): The cross section faB B production at TeV hadron col-
liders is very high compared withi"e~ B factories, approximately 100b vs.
1.2 nb. This large advantage does compete with severahdistahes, however.
Hadronic collisions have far more background, making retmiction of final
states which do not contain& very challenging. Purely hadronic final states
with non-negligible background ia"e~ colliders at thel’(4.5), such asr’=?,
may be extremely difficult at a hadronic collider and it is otgar that it will
be possible to reconstruct such decays. Nevertheless, éipsriments do have
a statistical advantage and also have the potential forralpgeCP violation
in the B, system, which is beyond the reach16f4.S) experiments. LHC-b at
CERN is a new experiment currently under construction.

2. Fixed target proton beam experimerfesxed-target experiments also offer the
potential of a higher rate aB production, but have even greater levels of back-
grounds, superimposed interactions, and boost which cessps all tracks in a
small solid angle. A significant effort was undertaken at IE& build such an

39
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experiment, HERA-B.

3. ete™ colliders at theZ-pole: The Z-pole presents a relatively clean environment
for B-physics with a relatively large cross section 6 nb). However, the lu-
minosities achieved at this energy are low, the only twoideik in the world
which can reach it, LEP and SLD, are both dismantled, anddbkeaf building
new experiments at this energy prevents this from beinglaeviaption.

4. Symmetric and asymmetric e~ B-factories:The 7" (45) resonance provides a
very clean environment foB reconstruction, with a very favorable ratio @f
production from et and e~ beams compared to lighter quark pairs
(o(bb)/o(qq) ~ 0.28). Asymmetrice™ ande~ beams provide a boost to the
B meson pair that is produced, allowing for reconstructioBdfavor as a func-
tion of time of flight through the separation of tiigvertices in the lab frame,
Az. The concept of asymmetrig-factories was first proposed in 1987 by Pier
Oddone [62]. He proposed that the best way to produce ang ftyghrticles
would be to construct an asymmetric collider that could ter@aseparation in
space between the decay products of individdand B mesons. In fact, un-
like symmetric beams, th& particles are carried downstream in the direction
of the higher energy beam and this forward boost enablesetaydroducts to
separate, allowing to observe the distances between tbieitspof decay. This
condition is required to measure the time-depend&ntasymmetries (see sec-
tions 2.3 and 2.4). Statistical limitations, of which lurogity is the critical fac-
tor, are the dominant source of error for time-dependé&htasymmetries. Two
asymmetricB-factories have been built and are currently producing fgsys
PEP-11/BABAR [63] and KEK-B/Belle [64]. Previously, the symmetrig-factory
CLEO (at the CESR ring at Cornell) was able to produce precisi physics
results, however the symmetric design and the limitedstiesi precluded mea-
surement of time-dependefif’-violating asymmetries.

The BABAR and Belle experiments are very similar, with the followimgpiortant
differences: the KEK-B/Bell& factory has a nonzero beam crossing angle (4.2 mr) at
the interaction point (IP), whereas the PERBNBAR B factory has a more traditional
collinear IP. The KEK design potentially allows a greatemtuer of beam bunches
to be stored in the ring, due to absence of parasitic crossihf 1m, as are present
in the PEP-II design. However KEK-B is a highly non-traditéd design; concerns
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over higher-order mode resonances at the IP led the PBRalttory to use a collinear
crossing. So far, both KEK-B and PEP-II have performed walithe time of writing,
PEP-II has integrated 406.28 fhand KEK-B has integrated 649.1 th

The particle identification method also differs betwéamBar and Belle: as will be
described in section 2. BABAR uses quartz bars to internally reflect Cherenkov light to
a backward-mounted detector (the DIRC), whereas Belle aiseerogel Cherenkov
detector. In additionBABAR has a 5-layer silicon vertex detector (SVT, see section 2.5)
that can do standalone tracking, whereas Belle uses a Bddigon vertex detector.
More details onBABAR and Belle detectors can been found in refs. [65] and [66],
respectively. In the following sections we will focus BaBAR detector description. In
fig. 2.1 we show the cartoon &ABArR detector, where we indicate each subdetector.
The longitudinal section is shown in fig 2.2.

Figure 2.1:BABAR detector where each subdetector is indicated.
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Figure 2.2:BABAR detector longitudinal section.

2.2 The PEP-II Asymmetric Collider

The design of PEP-Il is shown in fig. 2.3. The 9.0 GeV electanm3.1 GeV positrons
are injected in PEP-II from the SLAC linac via bypass linethie linac gallery. They
collide in the single interaction point of PEP-II, whd8eBARr is situated. The collisions
are inside a beam-pipe of beryllium with diameter of 2.5 cnhe Deam parameters
are listed in table 2.1. PEP-II has surpassed design go#isrbmstantaneous and in
average integrated luminosity.

The energy in the center-of-mass system (CMSYis= 10.58 GeV, which cor-
responds t@"(45) resonance. With this configuration, the CMS moves in lalooyat
frame with a relativist boost ¥~y = 0.56, which gives an average separation between
the twoB (coming fromY'(4.5) decay) vertexes gfycr = 270 um. The cross sections
of production of fermionic pairs at CMS energy are shown bid&.2.

Most of the data is taken at tl#§(45) resonance (on-peak). However approxi-
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Figure 2.3: The PEP-Il asymmetric storage ring and the SLiA€ar accelerator. The
SLAC linac is the injector for PEP-II. The single interactipoint of PEP-II is at
Interaction Region 2, wherBABAR is situated.

Parameters Design Typical
Energy HER/LER (GeV) 9.0/3.1 9.0/3.1
Current HER/LER (A) 0.75/2.15 1.88/2.90
# of bunches 1658 1732
ore (pm) 110 120

o1y (pm) 3.3 4.1

or. (Mmm) 9 1.75
Luminosity (1032 cm—2s71) 3 11-12
Luminosity (pbt/d) 135 891

Table 2.1: PEP-Il beam parameters. Values are given forekiggd and for colliding
beam operation at time of writing. HER and LER refer to thehregergye— and low
energye™ ring, respectivelyo;,, o, ando. refer to the R.M.S. horizontal, vertical,
and longitudinal bunch size at the IP.
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| ete” — | Cross Section (nb)

bb (oy5) 1.05
cc (0c2) 1.30
55 (0s3) 0.35
utl (ouz) 1.39
dd (o 49) 0.35
77 (0,) 0.94
ptp (o,) 1.16
ete™ (0.) ~40

Table 2.2: Cross sectiomsof production of fermionic pairs &f(45) mass energy in
nb = 10"33cm?.

mately 10% are taken at 40 MeV below the resonance peak ¢affjpwhere there is
not7'(4S) resonance production, to allow studies of non-resonarkdvaand in data
(see fig. 2.4). A plot of PEP-II integrated luminosity aBaBAr recorded integrated
luminosity as a function of time is shown in fig. 2.5. In fig. 2v& show the integrated
luminosity per day. At the time of writing, PEP-II has intatgd 406.28 fb', while
BABAR has recorded 390.85 b (which corresponds to an efficiency of 96.2%). It is
important to note that the data has been collected in fiverifft periods (so called
runs), so the actual dataset corresponds to run 1 to run &dseri

T (45) Energy Scan

¥ T L]

nost PEP-II
- BABAR

os|] OFf

0,00 - i i
—50

Ecm —Myus) (MeV)

Figure 2.4: Plot of the cross section as functior?@f.S) resonance mass and PEP-
Il CMS energy. We show the two regions corresponding to cakpend off-peak
energies.
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Figure 2.6: PEP-II BABAR integrated luminosity per day.



46 The BABAR Detector

2.3 Formalism for 7(4S) — BB coherent states

BY and B® mesons produced (4.5) decay are in a cohereft= 1 state (>-wave).
One way to view this state is that each of the two particle$vevo time as described
in section 1.3.3. However they evolve in phase, so that atiamg, until one particle
decays, there is always exactly oB& and oneB° present. However once one of the
particles decays the other continues to evolve, and thue Hre possible events with
two B° or two B decays, whose probability is governed by the time betweetvb
decays.

Two mesons produced i¥i(45) decay are identified by theangle that form with
electrons beam direction ifirest frame. Coherent state is described by antisymmetric
function:

5(7-177-2) = %{thys(’rlaea qb)gghys(TZvﬂ- - 97¢+7T)
_Eghys(Tla 97 ¢)B2hys<T27 ™= 97 ¢ + 8)} SIH(G) (21)
and replacing egs. 1.14 and 1.15, we can write as

S(m,m) = %6_@/2“’”)(“”2){cos[Am(ﬁ —1)/2)(BYBY — BYBY)
—isin[Am(n — 7)/2] (ngBg - gE?Eg) Y sin(6,). (2.2)

wherer; is B; proper time, which we identify witlB meson decaying forward{ <
7/2), andr, is By proper time moving in the opposite direction. Sincelirrest
frame the twoB mesons have equal but opposite momenta, we can considir, unt
one of two mesons will decay; = 7, and eq. 2.2 contains ong° and oneB?°.
When one of the two particles decays, its proper timer stapgroportional terms to
sinf[Am(m — 79)/2] assume importance.

From eq. 2.2 one can derive the amplitude in which one of tweang decays in a
final statef; at¢; time while the other one decays in a st#tatt, time:

A(tl, tg) = \%6_(F/2+im)(tl+t2)<-(t1, tg){COS[Am(tl — tg)/2] (A1A2 — 1211142)

—isin[Am(t, — t2)/2] <§A1A2 - gAlAz)} sin(61), (2.3)

1This is yet one more particle physics case of the classia&@m#$odolsky-Rosen situation.
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whereA; meansB® decay amplitude in g; state, and; is B° decay amplitude in the
same statg;. Any state that allows us to identify such flavor of the parBniheson
(tagging decaypshas one of two amplituded,; or A; equal to zero. In the eq. 2.3 we
introduce the following brief notation to mantain same sigrith 2.2:

+1 t1:7'1, t2:7-2
C(t17t2) =
—1 tl = T9, t2:7'1

but this factor vanishes in decay rate calculation.

It is now straightforward to calculate the time-dependeté for producing the
combined final stateg, f>. One finds:

R(t1,t;) = Ne "2 {(JA 2 + |41 ?) (|42 + [A2f?) — 4Re(2 A7 A )Re(£ A5 4,)
—cos(Amp(ty — t2)) [(|A:[* — [A:[*) (| A2f* — [A2]?) + 4Im(LATAL)IM(LA5A,)]
+2sin(Amp(ty — t2)) [IM(LATAL) (|A2]* — [A2]*) — (JA:* — |As[*)Im(2A5A)]}
(2.4)
In this formula, it was performed an integral on all possitlieections of bothB
mesons, so we could delete angular dependence, and anl onerablization factor
N has appeared. We used also the approximadigs = 1.

To measure’P asymmetries we look for events in whichia(Bgp) decays in a
CP eigenstatefcp attg,, time, while the other mesons(,,) decays in a way that
allows us to identify its flavor, so calledggingmode, att,, time. For example, take
a tagging mode with wittl, = 0, A, = A,,. This identifies theB;,, meson as &°
att, = t,, time at which the tagging decay occurs. Note that this is ¢ when
the taggin decay occurs after th@ eigenstate decay. In this case the state ofihg
at any timet;_,, < t.,e must be just that mixture which, if it had not decayed, would
have evolved to becomeZ! at timet;,,, = t.,. SO, the expression 2.4 reduces to

R<ttag7 tfcp) = Ne_r(ttag—i_tfcp)|Atag|2‘Afcp|2{1 + ‘)‘fcp|2
_'_COS[AmB(thP - ttag)](l - ‘)‘fcp|2)
—2 Sin[AmB (tfcp - ttag)]lm()‘fcp)} (2-5)

with A\, defined in eq. 1.29.

If the final tagging state has, = 0, A, = A..,, that identifiesB,,, as aB’ att,.,
time, an expression similar to eq. 2.5 applies, except tieasigns of both the cosine
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and the sine terms are reversed. Hypothgsis| = 1 guarantees us that amplitudes
for opposite tags are the same. With these rates, we canagwaime-dependerdt
asymmetry that results to be equal to expression 1.33, Wherat =ty — tia:

acp(At) = C cos(AmAt) — Ssin(AmAt). (2.6)

Expression 2.5 is function of two temporal variabtgs andt;, which represent
the times sinceB’ B pair creation forB,,, and Bcp, respectively. This requires the
reconstruction of pair creation time but it is practicaltygossible to realize it. So, to
solve this problem, we replace variables

{ttag7 tfcp} - {S = ttag T Licp> At = Ufep — ttag}
with these new ones, assuming values:

—o0 < At < 400

2.7
|At] < s < +00 @7

Integrating ons, we obtain relationship between decay rateoy — fcp andAt:

R(At) o< e T12U[1 4 S sin(AmAt) F C cos(AmAt)] (2.8)

where the upper (lower) sign denote®a, asB° (BY). Finally, theAt distributions
is given by:
e—lat/r

4T

F(At) = [1 £+ Ssin(AmAt) F C cos(AmAt)], (2.9)
where the upper (lower) sign denotes a decay accompanied38y(B°) tag, 7 is the
meanB’ lifetime, Am is the B°BY mixing frequency.

2.4 Overview of Experimental Technique at thel’(4.5)

In order to measure time-dependétit-violating asymmetries at tHE(4.5), one must
(of course) first reconstruct a neutrBl decay mode that can exhilitP violation,
such asB® — J/ih KY. However, that is merely the first step. After signal event
reconstruction, the additional tracks in the event (whiahta the decay products of
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Figure 2.7: Experimental reconstruction technique usethiasuring time-dependent
CP-violating asymmetries at ali(4S5) asymmetric collider. A coherert B pair is
produced from th& (45) decay, which allows determination of reconstructed néutra
B flavor as a function of decay time.

the otherB [the “tag sideB”]) must be used to determine whether the othein the
event was a3° or B°, due to the fact that the decay rate is different/®rand B° (see
eg. 2.9).

After both the event reconstruction and the flavor taggirgcampleted, the dif-
ference in vertex-positiorf between the reconstructesl vertex and the tag sid8
vertex must be determined. This difference;, is (very nearly) proportional to the
decay time differencét between the tw@d decays At is the time measurement over
which theCP-violating asymmetry can occur, and it is input in eq. 2.9gure 2.7
gives an overview of this reconstruction method.

2.4.1 The flavor tagging algorithm

As said above, a key ingredient in the measurement of thediependenCP asym-
metries is to determine whetherat = 0 the meson decaying to@P final state was
aB® or aB°. This flavor tagging’ is achieved with the analysis of theal products

°The z-axis in BABAR is along the direction of the beam line, with electrons (dredenter-of-mass
boost) pointing toward-z in the lab frame.
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of the recoiling mesot,,,. The overwhelming majority abB;,, decays to a final state

that is flavor-specifid, e. only accessible from either&° or a B, but not from both.
An example is the semileptonic dec&) — D* (v, (or B — D**{~1,) with

an appreciable branching fraction of 5.35% [36]. Here thargh of the lepton un-

ambiguously identifies the decay as fromB4 or a B°. The subsequent decays of

D*t — D%t andD° — K~ X* give a soft pion and a kaon in the final state whose

charges also uniquely identify the flavor Bf,,. Another example is the self-tagging

decayB" — D*~r*. This decay gives an energeti¢ and a low-momentum— in

the final state, and thB,,, flavor can be inferred from the charges of both.

The purpose of the flavor tagging algorithm is to determirefidvor of B, with
the highest possible efficieney,, and lowest possible probability of assigning a
wrong flavor toB,,,. In the presence of a finite mistag probabitityand a difference of
mistag probability forB,., tagged as3® or B, Aw = wpo — wgo, the CP asymmetry
(eq. 2.9) is reduced by a dilution factor = (1 — 2w):

o |At/7

f(At) = pp [1F Aw £ (1 — 2w) [Ssin (AmAt) — C cos (AmAt)] ] (2.10)

The figure of merit for the performance of the tagging aldonitis the effective
tagging efficiency (or “tagging power”)

Q = €iag(1 — 2w)?, (2.11)

which is related to the statistical uncertaiatyn the coefficientss andC' through

1
o X ﬁ (2.12)
The BABAR tagging algorithm is a modular, multivariate flavor-taggelgorithm
that analyses charged tracks on the tag side to assign adlag@ssociated probability
w 10 Bi,e. The flavor ofB,,, is determined from a combination of nine different tag
signatures, such as the properties of charged leptonsskaad pions. For each of
these signatures, properties such as charge, momenturreaay angles are used as
input to a Neural Network (NN) or “sub-tagger”. These supgiars are combined in
a single Neural NetworkTiag04), or “Committee of Networks” [67, 68], trained to
assign the correct flavor tB,,,. Based on the output of this Neural Network and on
the sub-taggers that contributed to it, each event is asgdigm one of six mutually
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exclusive tag categories.

This modular approach, that keeps track of the underlyinygisk of each event, al-
lows for detailed study of systematics. In particular ibals to separate semi-leptonic
B decays, assigned to tihept on tag category, from other decays. Théspt on
tags do not only have a low, but have more precisely reconstructg, vertices,
are less sensitive to the bias from the charm on the tag sdla@immune from the
intrinsic mis-tag associated with Doubly Cabibbo Supprdd3ecays [69].

The Tag04 NN output is mapped to values betweem and 1. The output value
NN corresponds approximately [67] to the probabitityf correct assignment through

p=(1+I[NN|)/2. (2.13)

The NN value is used for the final classification in the six hierazahiand mutu-
ally exclusive tag categorietept on, Kaon |, Kaon 11, Kaon-Pi on, Pi on or
O her . The events where the informations are not enough to haveaa icentifica-
tion are classified ddnt agged and are unsuitable for the measuremernt'’Bfasym-
metries. The name given to each category indicates the dmmphysics processes
(or subtagger) contributing to the flavor identification.

Since the tagging is mostly independent of the reconstiuBtelecay mode, the
tagging parameters,,, w, andAw can be taken from a fit to samples of fully recon-
structedB events (so called BReco) which have definite flavor (sucB%s> D* 7+
or D*~p™) (see section 8.8 for a description of this fit). The overHitiency of tag-
ging is 74.6% and the fraction of tagged events with an iremirrag is 15.5%. The
taggin power) is 30.5%.

2.4.2 Tag vertex reconstruction

All reconstructed charged tracks that are not part of thig felconstructed3.p can-
didate are assigned 1,,,. A set of loose track criteria is applied to these in order to
reject ghost tracks. Each track must be successfully fit homentum is required
to be below 10GeV/c. Furthermore the distance of closest approach (DOCA) to the
beam spot (luminous region) must be less than 4 cm along tma b&is and less than
0.4 cm in the transverse direction.

To improve the vertex resolutiorf® or A° candidates are used as input to the
vertex fit in place of their daughters. Furthermore, tradkspidat are consistent with
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photon conversionsy(— e*e™) are excluded from the fit.

The remaining candidates are used in a geometrical fit to armmvertex, taking
into account the beam energies, the beam spot position arftight direction of the
other, fully reconstructed® candidate. The track with the highegt contribution is
removed if its exceeds? > 6 and the vertex fit is redone until no track fails this
requirement.

In all but 1.3% of events, a tag side vertex is successfulliydin on average 3.5
tracks. The resolution inz = zcp— 2, IS approximately 90 ym, corresponding to a
resolution inAt of 1.1 ps, when excluding less than 1% of misreconstructed “atitlie
vertices. It is dominated by the precision in the tag sideexepositionz,,, and is
slightly biased towards negative values due to the presefircdgarmed particles on the
tag side. Figure 2.8 briefly describes themeasurement and resolution functiérP?
violation manifests itself as a difference distribution 2.10, depending on whether
the flavor tag isB° or B°. This decay time distribution is convolved by the error of
At (i. e. the resolution function). Vertex resolution is mostly ipdadent from the
reconstructed3 decay mode and small differences are reflected in the asbkifyhe
errors. So parameters of the resolution function can be taken from fit to the BReco
sample, as well as the tagging parameters (see sectionr@&&léscription of this fit).

2.5 The Silicon Vertex Tracker (SVT)

The SVT contains 5 layers of silicon, double sided with cartihe strip sensors. Strips
on the opposite sides of each layer are orthogonatrips run parallel to the beam
axis andz strips run transverse to the beam direction. An image of fadisembled
SVT is shown fig. 2.9.

Together, the SVT and the central tracking drift chamberKpé@rm the charged
particle tracking system (see also section 2.11.2). Rreaid efficient measurement of
track 4-momentum is necessary for full reconstructiomeheson decays, which tend
to have multiple charged decay products. In addition, gaentex (andAz) resolu-
tion and accurate extrapolation to the outer subdetect@ssential for reconstruction
and background subtraction. Thus, accurate charged lparacking and vertexing is
required.

The 5 layers and relatively long radial separation betweéh &tector layers pro-
vide both standalone track pattern recognition and refimemiedrift chamber tracks
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via addition of SVT hits. The necessity of precise measurgmelose to the inter-
action point forAz measurement and for background rejection using vertextgual
and for efficient reconstruction of low momentum tracks fsas slow pions fronD*
decays), drive the requirements for the SVT.

The SVT silicon is composed aftype substrate with™ andn™ strips on opposite
sides. The bias voltage ranges from 25-35 V. The layers @&¥heare divided radially
into modules, shown as line segments in fig. 2.10. The modulds inner 3 layers
are straight along the-axis, while those in layers 4 and 5 are arch-shaped, as shown
in fig. 2.11. The arch design was chosen to minimize the amolsilicon as well
as increase the angle of incidence of tracks originatingetR which cross the arch
“lampshades” near the edges of acceptance. The total ailiven area is 0.96
The parameters of the layout of the SVT are shown in table 2.3.

The strip pitch (width) varies from 50 to 210m depending on the layer (inner
layers are more closely bonded). The strips are AC-coupléldet electronic readout.
Only approximately half the strips are read out; most havaraonnected “floating
strip” between each pair of active strips (to reduce coseatlout electronics without
adversely impacting performance). Digitization is pemied by an ATOM (“A Time-
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Figure 2.9: Fully assembled SVT. The sili- Figure 2.10: Transverse section of the SVT.
con sensors of the outer layer are visible,

as is the carbon-fiber space frame (black

structure) that surrounds the silicon.

Over-Threshold Machine”) chip at the end of each set of 18Bsstwhich amplifies,
digitizes, and buffers the signal from each channel. The MT€hip compares the
charge accumulated on each strip with an (adjustable)itblésf 0.95 fC, and records
the time in clock intervals (30 MHz for the SVT) for which easthip is over threshold.
This information is then delivered to a computer farm forther processing upon an
accept signal from the Level 1 Trigger (see section 2.10).

A variety of monitoring checks and calibrations must be enied on the SVT
to maintain data quality. Perhaps the most important ofetfesm an avoidance-
of-equipment-damage perspective is radiation protectiomelve silicon PIN diodes
surround the support cones and monitor both instantanesliation and accumu-
lated dose. The beam is automatically aborted if radiattmels are above 1 Rad/s
threshold. So far, the SVT is well below the operational tiofi4 MRad integrated
dose. The silicon PIN diodes have a temperature-depeneakade current that in-
creases with absorbed radiation dose. Due to absorbed diosesr 2 MRad in some
diodes, the leakage current in these diodes is much higlerttre current induced
by the radiation. The temperature is monitored very prégciget it is a challenge to
correct for the temperature dependence of the leakagentuamed the annealing and
reverse-annealing effects due to radiation damage. Dtmag002 summer shutdown
a system of two diamond sensors has been installed insidéMhie These diamond
sensors, grown by chemical vapor deposition (CVD), havegrifecant leakage cur-
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Figure 2.11: Longitudinal section of the SVT.

rent and are much more radiation hard than silicon PIN diodésh a bias voltage
of 500V applied across a 5Qam-thick polycrystalline CVD diamond sensor, the size
of the signal due to a minimume-ionizing particle is more tl&&%o of that for a signal
from a 300um-thick silicon sensor. The two diamond sensors augmetiigrahan
replace) the primary existing silicon PIN-diode radiatsamsors.

For data quality calibration, channel gains and noise masindividually cali-
brated, and these are done online via an integrated pulssrajen and calibration
electronics. The offline reconstruction has the respolityifor calibration of the
alignment of each SVT module. Alignment is critical for aaty of vertexing and
of tracking reconstruction, and is done in two steps. Thall&®/T alignment uses
dimuon and cosmic ray events to calibrate the relative posif each of the 340
wafers. The global alignment then determines the overailitiom and rotation of the
SVT with respect to the DCH.

The SVT has performed according to design essentially sisceception. A
combined hardware and software hit-finding efficiency gretitan 95% is observed,
excluding the 4 (out of 208) readout sections which are dief=cSingle hit resolution
for tracks originating from the IP averages 2@ in bothz and¢ for hits on the inner
3 layers and 4@:m in z and 20 in¢ for hits in the outer 2 layers. Before the summer
2002 shutdown there were 9 readout sections out of 208 thatwet used in the DAQ.
During the shutdown it was recabled the SVT and there wasdhsilpility to inspect
closely all the modules with problems. This allowed us to fixf he 9 problems and
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Quantity Layer | Layer | Layer | Layer Layer Layer Layer
1 2 3 da 4b 5a 5b

Radius (mm) 32 40 54 124 127 140 144

Wafers/Module 4 4 6 7 7 8 8

Modules/Layer 6 6 6 8 8 9 9

ICs/Readout 7 7 10 5 5

Length

Strip, b/f:

¢ (mm) 82 88 127 | 230/189| 230/203| 270/257| 270/270

z (mm) 40 48 70 104 104 104 104

z Ganging

% (f/b): 34/67 48/67 88/98 98/98

Readout

pitch (um):

1) 50 55 55 80-100 80-100

z 100 | 100 | 100 210 210

Floating Strips:

1) — — — 1 1

z 1 1 1 1 1

Intrinsic

Resolution (m):

1) 10 10 10 10-12 10-12

z 12 12 12 25 25

Table 2.3: Parameters of the SVT layout.

the last 4 sections do not have significantly impact on peréorces.

2.6 The Drift Chamber (DCH)

The DCH contains 40 layers of gold-coated tungsten-rhersense wires and gold-
coated aluminium field wires in a mixture of 80% helium and 2B%butane gas.
There are a total of 7,104 sense wires and 21,664 field wingls,ome wire per elec-
tronics channel. Wires are each tensioned (30 grams foeseinss, 155 grams for
field wires) and pass through the aluminium endplates vidtfgeughs made from
Celenex insulating plastic around a copper wire jacket. [@ers are grouped by four
into 10 superlayers, with the wires in each superlayer tegkas either axial (directly
parallel to thez-axis) or “stereo” (at a small angle inwith respect to the-axis, in
order to obtain longitudinal position information). 6 oethO superlayers are stereo,
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Figure 2.12: DCH wire stringing at TRIUMF (September 1997).

and the other 4 are axialAn image of assembled DCH is shown fig. 2.12. The DCH
is asymmetric inz about the interaction point, as shown in fig. 2.13, to accodat®
the forward boost of the center of mass of physics events.

The endplates are 24 mm thick aluminium, except for the @8ek cm of the for-

3The arrangement is, from inner to outer, AUVAUVAUVA (A = akiaJ = u stereo {-¢), V =v

stereo ¢ ¢)).
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Figure 2.13: Longitudinal section of the drift chamber.
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. Figure 2.15: DCH cell drift isochrones for
Figure 2.14: DCH cell pattern (for a sec- cells in layers 3 and 4 (axial). Isochrones
tion of the inner 16 [of 40] layers). are at 100 ns intervals.

ward endplate, which is reduced to 12 cm to minimize the arnobmaterial in front

of the forward calorimeter endcap. The inner cylinder isifaied from beryllium (to

minimize the multiple scattering for the section of innelirgter within the tracking

fiducial volume) and aluminium (for the rest). The outer ogkr is 1.6 mm carbon
fiber on 6 mm thick honeycomb Nomex core. The total thickné#seoDCH is 1.08%

Xo.

The cells are arranged in a hexagonal pattern, each withse s&ne at the center
and field wires at the corners, as shown in fig. 2.14. Cells ampartayer boundary
have a slightly different arrangement, with two guard wiedgng the place of a sin-
gle field wire. The nominal operating voltage is 1930 V. Isoctes and drift paths,
calculated using the GARFIELD simulation, are shown in fig 52

The DCH electronics are designed to provide accurate me@msunts of signal
time and integrated charge (as well as providing inforrmatmthe Level 1 Trigger,
see section 2.10). Service boards plug directly onto the feedthroughs on the rear
endplate. These boards distribute the high voltages asasgdass signal and ground
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to the front-end electronics assemblies. The front-eneabBes (FEAS) plug into the
service boards and amplify, digitize, and buffer (for 129 the signals. The digital
data is sent, upon receipt of a level 1 trigger accept sigmab9.5 MHz serial link to
a data I/0O module which transmits the signal to the extereati®nics via fiber-optic
cable. Extraction of hit time and integrated charge fromdlggtal waveform takes
place in the readout modules (ROMS) in external electronics

Online calibrations of channel gain and threshold are peréal daily via internal
pulse generation. The data are monitored online to chedkEdx or other electronics
failure or for miscalibrated output. Monitoring and contod high voltage, radiation
protection (using silicon PIN diodes similar to the SVT, aslvas RadFETSs for inte-
grated dose measurement), the gas system, and temperatyerfmrmed, similar to
other subsystems, via a slow control system based on EPICS.

Offline calibrations of the time-to-distance relation wiiticells, as well as of the
deposited charge used for particle identification &#a/dz measurement, are per-
formed. The time-to-distance relation is determined frara-prong events (Bhabha
scattering events and dimuons) and is fit to a sixth-ordeb@tteev polynomial for
each cell layer, with separate fits to right and left sidesioésv(to account foy x B
asymmetries). A correction for time-to-distance variati@s a function of track en-
trance angle to the cell is determined via simulation (ndibcation) and added to
the calibrated entrance-angle-averaged relation. Thgmgsal for the average drift
distance resolution was 14fm. An average resolution of 11@m is achieved. The
drift distance resolution as a function of drift distance &g seen from the offline
monitoring plot shown in fig. 2.16 (left side).

The energy loss per unit length of trackidy /dx, contains particle type informa-
tion due to the dependence&F /dx on particle velocity (Bethe-Bloch relation), and
is derived from measurements of integrated charge deplositeach cell along the
track path. An overall multiplicative correction to the ap@ measurements due to gas
pressure and temperature variations is performed onceipeadditional calibrations
due to variations with track entrance angl@iand inf are performed only when high-
voltage settings are changed. Particle identificationgutie drift chamber provides
significant information up to high momenta, as can be seei2fl6 (right side).

Cell-by-cell channel efficiency is also monitored; typie#iciency is 90-95%.
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2.7 The Cherenkov Detector (DIRC)

BABAR has stringent requirements for— K separation over a large momentum range.
At the lower end of the range, primarily at momenrtal GeV, flavor tagging using
kaons from cascade decays is an efficient way of determiBirfigwor. At the high
end of the range, reconstructiig — 7*7— and B — K*x7 requires separa-
tion at momenta up to 4.2 GeV in the lab frame. At intermedeatergiesy — K is
necessary to reduce background in charmless decays siithasn’' K. The parti-
cle identification device must exhibit sufficient- K separation throughout this wide
range of momentum with a minimum of material in order to a\adgersely impacting
calorimeter resolution.

The DIRC (Detector of Internally Reflected Cherenkov lighrinciple uses inter-
nal reflection within quartz bars to propagate Cherenkahwtltg readout phototubes
while preserving the Cherenkov angle. This requires exteftat surfaces in order to
avoid dispersing the reflected angles. Fused, syntheita sjlartz is used due to the
excellent optical surface it allows through polishing, asdlas other favorable proper-
ties such as long attenuation length, low chromatic dispersmall radiation length,
and radiation hardness. Schematic views of DIRC are shovigsn2.17 and 2.18.
Figure 2.19 shows as the light is internally reflected dowa teedge to reflect pho-
tons into a water-filled “standoff box”. The standoff box (B)s enclosed by an
array of 10752 photomultiplier tubes (PMTSs), which are e2@imm in diameter. The
Cherenkov light from a particle passing through the DIRGri®ra ring (essentially a
conic section) imaged on the phototubes. The opening amgfsaconic section con-
tains information on particle type via the typical relatias 6. = 1/n3, with 5 being
the particle velocity normalized to the speed of light, anbleing the mean index of
refraction & 1.473 for fused silica).

Both efficiency and the timing of the electronics are critftoaDIRC performance.
Timing is critical for two reasons: one, for background bjection, resolving ambigu-
ities, and separation of hits from differing tracks withmevent; and two, timing gives
information on the photon propagation angles, allowingretependent measurement
of the Cherenkov angle. The intrinsic timing resolutionte PMTs is limited to 1.5 ns
by transit time spread. Data from the phototubes is readoofrbht-end electronics,
which performs the amplification, digitization, and buifey. Reduction of data from
out-of-time or noisy PMTs is performed in in the externalcélenics and reduces the
data volume by 50% using rough timing cuts. Online calilmf PMT efficiency,
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timing response, and electronics delays uses a light psisgem which generates
precise 1 ns flashes from blue LEDs inside the SOB.

The DIRC has performed well throughaBaBAR’s operational lifetime: 99.7% of
PMTs are operating with design performance. The measuredrgsolution is 1.7 ns,
very close to the intrinsic resolution of the PMTs. The Ch&oy angle resolution for
dimuon events is 2.5 mrad, close to the design goal of 2.2 nilaid results int — K
separation at 3 GeV of 402 The distributions of the Cherenkov angle, as function of
the momentum, for a sample ofand a sample ok are shown in fig. 2.20. The mean
kaon selection efficiency and pion misidentification for adte” selection are 96.2%
and 2.1% respectively, as can be seen in fig. 2.21. This sasudramatic background
rejection with little signal loss for charm reconstructi@s may be seen in fig. 2.22.
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2.8 The Electromagnetic Calorimeter (EMC)

The design parameters for tBaBar EMC are driven by the requirements of precisely
measuring energies over a spectrum from 20 MeV to 9 GeV in & hifagnetic field
and a high radiation environment. At the high end of the spett measurements of
QED processes such as Bhabha and two-photon scattering|lasyat slightly lower
energies) photons from the critical physics proces3és— 7%7° and B — K*y
decays, present the motivating incentive. The need foriefficletection of photons
from high multiplicity B decays containing®'s determines the requirement for the
low end of the spectrunBABAR uses a thallium-doped cesium iodide (CsI(TI)) crystal
calorimeter in order to achieve the necessary energy andlamigsolution to meet
these physics requirements.

The EMC contains a cylindrical barrel and a conical endcapaining a total of
6580 CsI(TI) crystals. The crystals have nearly squaretfam rear faces with a
trapezoidal longitudinal cross-section. They range igierirom 29.6 to 32.4 cm with
a typical front face dimension of 4.7 x 4.7 cm. A diagram carseen in fig. 2.23.
The crystals are mounted in thin (3@@n) carbon-fiber composite housings which
are mounted on an aluminium strong-back (see fig. 2.24).o8th light incident on
the crystal boundary is internally reflected, the small piaat is emitted is reflected
back with a coating of white reflective TYVEK on the outer swé. Surrounding that
are thin layers of aluminium and mylar to act as RF shieldind electrical insula-

2359
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Figure 2.23: Longitudinal section of the EMC. Length units enm.
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Figure 2.24: The EMC barrel support structure, modules,raimitcrates.

tion respectively. On the rear face of the crystal, two 2 aiticon PIN diodes with
guantum efficiency of 85% for CsI(TI) scintillation lighteamounted via transparent
polystyrene substrate.

Each diode is connected to a low-noise preamplifier whiclpetand amplifies
the signal by a factor between 1 and 32. The signal is thesnndted to mini-crates
at the end of the barrel (see fig. 2.24) where a digitizatiofREA"“custom auto-range
encoding”) chip provides an additional variable amplificatactor. Unlike other sub-
systems (except for the IFR), the EMC does not buffer the dataont-end electron-
ics; rather it outputs the full digital datastream to thedreait modules in external
electronics, which perform, on receipt of a level 1 accegnal, a parabolic fit to the
digitally filtered datastream to derive energy and time raesaments.

A variety of online calibrations and checks is performed;luding a neutron
source which produces a monoenergetic 6.13 MeV calibratgmal and a xenon flash
light pulser system. Offline energy calibrations are nemgskr higher energy cor-
rections. The relation between polar angle and energy obBdand radiative Bhabha
scattering events is used to calibrate the 0.8-9 GeV rangemiiddle range is covered
by 7 calibration, which constrains the mass of a sample“ to the known value,
extracting correction coefficients.

The clustering pattern recognition uses a seed crystatitiigoto establish energy
clusters. Local energy maxima within a cluster are usedéfdé are more than 1) to
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separate the cluster into bumps. Charged particle tracksigsociated with bumps
using ay? consistency cut. In an average hadronic event, 15.8 ctuaterdetected, of
which 10.2 are not associated to a track.

Energy resolution is determined using — J/i»y and Bhabha scattering events
to be

op _ (2:324030)% @ (1.85+0.12)% (2.14)

E 1\/E(GeV)

and angular resolution is determined usirfigandr decays to be

(3.87i 0.07

+0.00 £+ 0.04 | mrad (2.15)
E(GeV)

As can be seen in fig. 2.25, the reconstruct€diverage width is 6.9 MeV. The
EMC allows a good separation between electrons and chaagirdiiis using the ratio
of shower energy to track momenturfd (p) and other variables which describe the
shower shape. These last variables are also used to disated{? mesons from
photons.
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Figure 2.25: Two photon invariant mass, using photons betv@® and 300 MeV.
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2.9 The Instrumented Flux Return (IFR)

Detection of neutral hadrons (primaril(;’s) and muons is necessary for several
BABArR analyses and analysis techniques. Muons provide a vern @effavor tag,
extremely useful for increased efficiency in tagging the agie-sideB for time-
dependenCP violation measurements. Muons are also necessary for sgcating
JW — wptp~, as well as for measuring semileptonic branching fractioequired
for extracting magnitudes of CKM elementds? reconstruction is critical for the
B — JAWK?and B® — 1KY channels. Initially,BABAR used an Instrumented
Flux Return (IFR) composed of layers of resistive plate dbars (RPCs) and steel
plates in order to provide enough material to separate monskaons from muons
and to efficiently detect the presence and position of haihd K over a large solid
angle. Due to some inefficiencies of some RPCs, during Sun2@@t shutdown a
part of the RPCs of the barrel region (see fig. 2.26) has bgaaaed with plastic
Limited Streamer Tubes (LSTs). The remaining part of RPGi@barrel region will
be replaced during the Summer 2006 shutdown.

As shown in fig. 2.26, the IFR consists of layers of planar REESs in a barrel
and endcap (red lines) as well as 2 layers of cylindrical RPCs (greead)rbetween
the EMC and the magnet. Between the RPC/LST layers are dtgebmf thickness
varying between 2 cm (inner plates) to 10 cm (outer platelsg tdtal mass of the IFR
is 870 metric tons.

Planar RPCs contain a 2 mm Bakelite gap witl kV across it. lonizing particles
which cross the gap create streamers of ions and electrdhs igas mixture (which
is typically 56.7% Argon, 38.8% Freon, and 4.5% isobutanhictv in turn creates
signals via capacitive coupling on the “x-strips” and “ys$” on opposite sides of the
RPC. Strip width varies between 16 mm and 38.5 mm. The 2 mmgjiegpt constant
using polycarbonate spacers spread at 10 cm intervals aed g the Bakelite. The
Bakelite surface is smoothed with an application of linsedd Cylindrical RPCs
are composed of a special thin and flexible plastic, rathem Bakelite, and have no
linseed oil or other surface treatment. They are laminabedytindrical fiberglass
boards.

A “standard” LST configuration consists of a silver platedeviO0xm in di-
ameter, located at the center of a cell 9x9 frsaction. A plastic (PVC) extruded

“4In the endcap regions there are only RPCs.
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Figure 2.26: The instrumented flux return modules, strectamd RPCs/LSTs.

structure, or “profile”, contains 8 such cells, open on owke sas shown in fig. 2.27.
The profile is coated with a resistive layer of graphite, hg\a typical surface resis-
tivity between 0.2 and 1 ¥?/square. The profiles, coated with graphite and strung
with wires, are inserted in plastic tubes (“sleeves”) of chatg dimensions for gas
containment. The signals for the measurement of one caatedtan be read directly
from the wires, but it has become customary instead to retiddomrdinates with strip
planes, thereby avoiding the complications of feedthreuayid DC-blocking capaci-
tors. For such tubes the operating voltage is typically 4/7tke efficiency plateaus
are at least 200 V wide; the signals on the wire are of the aytid00/300 mV (into
50 (2), typically 50 ns at the base, sometimes with an afterpulde gas mixtures
are strongly quenching: the original one (25% Ar, 75% n-ppaj being explosive
has been replaced in accelerator use by a non-flammable sed ba CQ. The LST
geometrical efficiency is limited by the ratio of active uasdotal volume in the cell.
The effect is mitigated by the fact that most tracks do notinge perpendicularly. In
the gap between iron slabs is wide enough, the inefficienoybeagreatly reduced by
using larger cells or, alternatively, a double-layer getsyne
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Figure 2.27: Photo of a standard LST, partially insertedhandleeves.

The RPC strips are connected to front-end cards (FECs) ioomgathe amplifi-
cation and digitization electronics, which are primarigndwiched between the iron
plates. FECs shape the signal and perform a comparison wakjastable threshold.
For LST, instead of recycling the existing FECs, it has besided to build new FECs.
These FECs have a different input section but with the sateefaice to the existing
IFR-FIFO boards, which is used for the readout of the LST& are well integrated in
the BABAR Data Acquisition (DAQ). The data format is the same as in tRERystem.
This choice allows us to use the present DAQ software andrel@cs also with the
LST system. Compared to the RPC FECs, two new functions aredad: front-end
amplification and a settable threshold.

Similar to the EMC, the IFR does not buffer its data on the dete so the full
digital datastream is output to front-end crates (locateside the detector) which
contain TDC timing as well as buffering and calibration ¢legics. Data is read out
to the ROMs on receipt of a level 1 accept signal. Online catibn is performed using
test pulse generators integrated in the front-end cratéinéefficiency calibration
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is also necessary for muon ID (in order to determine the expeaits for the muon
hypothesis), and this is done using cosmic rays.

Reconstruction of clusters proceeds via two methods: aatane method where
groups of hits along 1 dimension within a module are joinefibtom one-dimensional
clusters, which are then combined with opposite-side liteotm two-dimensional
clusters, and then with other modules to form 3D clusterd;afswimmer” method,
where charged tracks are propagated to the IFR — 1D clusi#ng w2 cm of the
expected path are combined to form 2D or 3D clusters. Clsigtbich are not matched
to a charged track are considered as neutral clusters. Meatification uses variables
such as number of expected vs. actual interaction lengithsverse and thg? match
to the charged track.

2.10 The Trigger

The BABAR trigger needs to provide high efficiency that is well-unttl@osl and stable
for physics events. Since the events which pass the triggst be fully reconstructed
in the offline event reconstruction, the output rate must ®wdigher than 120 Hz to
satisfy computing limitations of the offline processingfaiSince events with either a
DCH track or a> 100 MeV EMC cluster occur at 20 kHz, the trigger is responsible fo
scaling this rate down by a factor of 150 while accepting over 99% dB events, over
95% of hadronic continuum, and over 90%0fr~ events. It also must be flexible
enough to deal with changing background conditions, ascdmshappen at any given
time atBABAR, without impact on physics or increase in online dead timiei¢tv must
be < 1%). The BABAR trigger is implemented in two levels, a Level 1 hardwaregeig
(called L1), and a Level 3 software trigger (called L3); a &kf trigger is used in
some other high energy particle physics experiments, batnwaneeded foBABAR.

The Level 1 trigger consists of four subsystems: the Drita@ber Trigger (DCT)
a trigger for charged particles, the Calorimeter Triggevi(E for neutral particles, an
IFR Trigger used for calibration and works as cosmic trigdem), and global elec-
tronics for producing the final L1 accept signal (GLT starmtsGlobal Level Trigger).
A scheme of the L1 trigger is shown in fig. 2.28. The DCT is farteubdivided az-
imuthally into track segment finders (TSF), a binary linlckar for producing tracks
from the segments (BLT), anda discriminator (PTD). The 24 TSF modules sample
each DCH cell in axial layers for signals every 269 ns (64 kcliicks of the PEP-II-
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Figure 2.28: Trigger L1 scheme.

BABAR 4.2 ns clock interval). The DCT and EMT receive informatioonfi the DCH
and EMC detectors, respectively, process it, and send osededata to the Global
Trigger.

The axial DCH cells are arranged into 1776 “pivot groupsé(Bg. 2.29) and seg-
ments are constructed from hits within a pivot group. Thésdel a pivot group are
numbered 0 through 7, as shown in fig. 2.29 (cell 4 is the piedl).c Note that if
the pivot group template (the black circles in the figure)ewer move one cell to the
right, a new pivot cell (cell 4a) and a new pivot group woulddadined. In the first
version, only axial layers were used to avoid the complicatif accounting for stereo
layer within hardware electronics. Since 2004, the DCTgeighas been upgraded
with a new system which performs 3D tracking using steree wiformation from the
DCH to obtain~ 4 cm resolution in track (along beamline) coordinates of tracks to
improve background rejection. Each cell contributes a 2jb#ntity (containing very
rough information on the time, as well as the presence, df@tthat cell) per sample,
thus each pivot group outputs 16 bits. The TSF look-up tdide tletermines if a given
16-bit quantity corresponds to a valid segment or not. Thearyilink tracker (BLT)
receives this information and determines whether segmieniis a road defined by
“supercells,” which are sectors of a superlayer coverinty3@ of the DCH inp. Pat-
terns of segment-containing supercells that appear tespond to tracks (according
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Figure 2.29: Showing the definitions of pivot cell and pivodbgp. Numbers indicate
the cell number within a pivot group; the pivot cell is numider4a and 4b indicate
adjacent pivot cells.

to the BLT look-up table) are output to the L1 global triggerparallel with the BLT,
thep, discriminator (PTD) checks TSF segments in axial supertatgesee if they are
consistent with a track having a greateithan a configurable minimum cutoff value.
This information is also output to the GLT.

The level 1 calorimeter trigger (EMT) divides the EMC into®28owers” of 24
crystals each (22 for the endcap). All crystal energiesiwightower which are above
a 20 MeV threshold are summed and supplied to the EMT triggecgssor boards
(TPBs). The TPBs digitally filter the energy deposition (toaoth the output wave-
form of noise) and compare neighboring towers to look fost@us which span more
than one tower. Trigger line “primitives” (bytes corresporg to trigger type and in-
formation) are output to the GLT corresponding to the enargy placement of found
clusters.

The GLT attempts to match the angular locations of caloemeiwers and drift
chamber tracks, and flexibly generates Level 1 triggers andssthem on to the Fast
Control and Timing system (FCTS), based on the results optbeessing. The GLT
also uses the IFT information to independently trigger oantic ray and mu-pair
events. The Level 1 trigger rates are typically 2.5 kHz atraihosity of L = 8 x

1033cm~2s!. The various stages of the L1 system operate at 4 MHz to 15 MHz

intervals with a total L1 trigger latency of 11us. The combined L1 trigger efficiency
is > 99.9% for genericBB events99% for continuum, and4.5% for 7+~ events.
The Level 3 trigger analyzes the event data from the DCH an€ EMb-systems
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Figure 2.30: A level 3 trigger event display for a multihadevent.

in conjunction with the L1 trigger information to furtherciece background events.
An event display reconstruction from L3 trigger is shown m. £2.30. The level 3
DCH algorithm fits L1 tracks to helices and is able to detesntine z, of tracks,
which is important information for rejecting backgroundhelTdominant source of
events accepted by level 1 is beam-gas or beam-wall interalobickground, as well
as cosmic rays, which can be separated from physics evantsthe point of closest
approach of tracks to the interaction point(IP). L3 triggkso performs Bhabha veto,
selection of various calibration events and critical gahenline monitoring tasks. The
L3 operates on an online farm which consists of 28 Dell 16a@&(&entium-IIl 1.4
GHz) computers with fast algorithms processing-dtms per event. The L1 triggers
are reduced by typically a factor ef 10 after the L3 filtering, before logging to the
data storage system.
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2.11 Track Reconstruction

Complete reconstruction @ decays (in addition to other maj@&aB4ar analysis tech-
niques, such as tagging) requires precise and efficiengetgparticle tracking. As
will be seen later, separation 8fdecays from combinatoric background requires pre-
cise determination of mass and energy, which in turn reguyirecision measurement
of track momentum. Data from the SVT and DCH is combined tsfsethe stringent
charged patrticle tracking requirementsBaBAR.

Charged tracks are parameterized by the 5 variafjes,, w, 2o, tan A and their
error matrix. The parameters are defineddds the distance of the track to theaxis
at the track’s point of closest approach to thaxis, z; is the distance along theaxis
of that point to the origing, is the azimuthal angle of the track at that poikis the
dip angle with respect to the transverse plane,arglthe curvature of the track and is
proportional tol /p;. After tracks are recognized by the pattern recognitionéigms,
these 5 variables are fitted, and error matrices are extracte

Offline track reconstruction begins with tracking and ewane information from
the L3 trigger. L3 trigger provides both tracks and an edttnoéthe time at which the
interaction occurred (with a resolution of approximatelys, referred to as thg.>
Reconstruction continues by building track segments otgldn four layers within a
superlayer and using a linear fit to estimate and improve the,lto a precision of
about 3 ns. Next, the level 3 DCH tracks are refitted using tbeermprecise offline
time-to-distance calibration and placed on the list of restructed tracks. Thig value
is refined further (to 3 ns resolution) by finding the bgdit to the tracks themselves.
Following that, two additional DCH track pattern recoguiitialgorithms are run which
select tracks with hits not used in L3 tracks. Thes improved again (te< 2 ns res-
olution) using these extra tracks. The DCH tracks are themsfiig a Kalman filter
algorithm. DCH tracks are then extrapolated into the SVTaviat-adding algorithm,
and then two standalone SVT track pattern recognition dlgas add any remaining
SVT tracks. Finally, SVT tracks are extrapolated into theHDIG pick up any remain-
ing DCH hits. This sequence will be discussed in detail infélewing subsections.

5Theete interaction time is referred to as the “bungi’ often shortened tot;.”
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2.11.1 ¢, Reconstruction

Reconstruction of the event interaction time tg@ris necessary for both fitting DCH
tracks (since the DCH time-to-distance relation is neags®a position information
of a track within a given cell, a time must be provided as ipjauid for rejecting out-
of-time hits within the SVT to reduce background, reconstruction takes place in
several steps, iterated with track pattern recognitionesthe two are interdependent,
during offline reconstruction.

The initial measurement of the event time is provided by th&tigger in hardware
electronics. The L1 trigger looks for track segments in tigHDand clusters in the
EMC, and sends an accept that includes all data in each debsgdatency buffer
to be read out. The trigger timing is tuned such that thisdsuffpically starts about
450 ns before the event, with a resolution of about 50 ns. &stanate, with an error
of approximately 50 ns, forms the first evépestimate. The L3 Trigger uses the level
1 DCH segments and a fast, rudimentary time-to-distancetifumto fit tracks. The
fit produces an event time measurement that is accurate toxapmtely 5 ns. This
estimate is then given to offline reconstruction as input.

Offline ¢y reconstruction begins with the DCH segment-bagdthder. Four con-
secutive hits on adjacent layers within a superlayer fornrCid3egment. A, value
is fit for each segment such that the corresponding isochwareach cell is tangent
to a line segment passing through the superlayer. Thisnegjai3 x 3 matrix in-
version corresponding to the two parameters of the line segim addition to the,.
The eventt, estimate must then be obtained by combining these fitted eaiggs.
There are several different segment cell patterns correipg to different angles of
the track through the superlayer, and segments are weightedding to type (highly-
angled segments give lower-quality information than riaiies, since they tend to be
from lower-momentum tracks). The segmeéys are sorted according to time and the
weighted average is taken of the middle third of this listingsonly the middle third
provides robustness against out-of-time background setgm&he weighted average
segment, is used as input to the Level 3 track converter, which theputsta list of
tracks to the event.

The tracks are then used to provide a more precise estimdtee ¢f using the
DCH track-based, finder. The DCH track-basefj finder takes a list of tracks as
input and finds the best fif from the list of tracks. For each track, an average of the
time residuals from each hit, weighted by the error on thiglued taken from the time-
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to-distance resolution function, is calculated. This ageris then added to the prigr
estimate in order to obtain the besttfifrom that track, along with its associated error.
The weighted average of these tragk is then taken, with the track with the largest
x? from the initial average dropped from the final average (fdnustness against the
occasional background track). This forms the track-basedte,.

The track-based, is calculated once after both the offline L3 track convertet a
the first DCH pattern recognition algorithm have run, andragtier the two additional
DCH pattern recognition algorithms have run. The final DgHs used for all final
track fits and is provided to the DRC for background rejectadter which the DRC is
able to refine the, further.

2.11.2 Track fitting

BaBAr tracks would be exact helices if not for 3 effects: multiptatsering, energy
loss in material, and inhomogeneities in the magnetic figlthough these effects are
fairly small in BABAR due to the small amount of material in the tracking volume and
the < 5% inhomogeneities in the field, they nevertheless are impofta the level of
precision needed for accurate: and vertex fit quality. Thus a Kalman filter is used to
propagate tracks accounting for each of those three eHiectsreate a piecewise helix
trajectory. For initial fits (and for input to the Kalman atgbhm), a simple helix fit will
suffice. Track fitting is done using both helix fits (for initfdting) and a piecewise-
helix Kalman fit algorithm (for the final fit). The DCH and SVTasidalone track
fitters (and DCH-specific hit-adder) use a helix fit for theialifit which is replaced
by a Kalman fit later in reconstruction, whereas the DEHSVT and SVT— DCH
hit-adders are integrated with the Kalman fitter to perforpieeewise helix fit as the
hits are added.

The helix fit algorithm performs a least-squares fit to a lishitss. It assumes
the weight matrix is diagonai, e. that the hits are uncorrelated. The fit iterates and
removes the hit with largest “pull” (residual divided by@nyon each iteration if it lies
more than 3 sigma from the fit. Removed hits which return téwwi8 sigma after an
iteration are added back. Convergence occurs either wieeshtinge in tota\? is less
than 0.01 or if the fit reaches 12 iterations. If the latteruvsdefore the former, it is
considered a failed fit.

The Kalman fit takes into account the effects of material ahdmogeneous mag-
netic field to create a piecewise helix fit. The parameterstidck can be transformed
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into “weight space” where:
y=C™, B=4P (2.16)

where P is the vector of 5 track parameters (taken as input from arpiery helix
fit) and C' is the corresponding covariance matrix. The effect of aglditnit on these
parameters is:

yo = L"w?L, By =L w(LR —7) (2.17)

wherer is the residual of the hitR is the hit's position, and. = 2 |5. These act as

additive corrections to the weights:

Ynew = VYold + VYH, 6new = ﬁold + /BH (218)

These are the Kalman filter equations.

Performing the fit in weight space also allows for simple diques describing mag-
netic field inhomogeneities, energy loss, and multipletscaly. The materials and
magnetic field map are kept in tH@BArR conditions database (the database used for
storage of detector calibration constants) allowing feirthise directly in the fit. Both
an inwards and an outwards fit are done, with the final weightsxd v being the
sum of the inner and outer fits (this is referred to as “smaogfhi A resolution of
o(p)/pe = 0.13% x p, + 0.45% is obtained.



Chapter 3

BABAR Software

3.1 Introduction

In this chapter we will preserABAR framework and software tools used during this
thesis work. This section includes a presentation of thelsition and the reconstruc-
tion programs used iBABAR collaboration.

The BABAR software system includes two partsnline system (data acquisition,
checking and monitoring) arafflinesystem (reconstruction, simulation and data anal-
ysis). It is implemented on PC with commercial Unix operatsystems (SunOS e
OSF/1) and Linux.

3.2 Programming choices

The software used in thBABaR experiment is developed usif@pject Orientedoro-
gramming [70] implemented on Unix machines.

There is a big choice of object oriented programming langeaagmong all possi-
bilities, theBABAR collaboration has chosen the C++ [71] for its specific dersalike
large availability for compilers, distributed with free @p-source licenses, compati-
bility with different platforms, efficiency of the code andais for development and
debugging, and large availability of libraries.

79
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3.2.1 Object oriented programming

The main feature of object oriented coding can be simplifiedugh an analogy with
real world: utilization of an object is not linked to knowlgel for an user, of its in-
ternal operation. For example, to drive a car we could nowkhow engine is and
how it works, but this (substantial) difference doesn’tuefice our driving. This is an
example of separation betweematan object offers in functionality terms amadwit
realizes this functionality; the way to interface with areushould be constant in the
time, but system can be modified, expanded and optimized.f&€ature is fundamen-
tal in complex software system codes, as what usdghBrr.

In C++, the tool that allows us to use object oriented prognamgy is theclass
data type defined by programmer; it is composed by a publerfante that gives us
functions to operate on contained data, and a hidden, prigatucture that typically
includes both internal representation of data and utilityctions to operate on them-
selves. This way to hide the effective implementation iseckgéncapsulatiorand it's
typical for object oriented programming. So, classes cathbeaght as boxes that
speak each other with messages: we can operate on data wsa(itlat is most the
interesting thing for an user) only through some functiorpublic interface; these
functions are calledchethods Such a way to operate can give us some advantages be-
cause we can shield data from illegal operations and verifgtied operations( g,
verification on variation interval of a quantity, as in dat@ut stage). Furthermore,
it allows a re-utilization of the codee( g, a set of classes to operate on vectors and
matrices with usual addition and product operations) amedtices the development
and software debugging times.

Another object oriented feature igbjects hierarchywhich we can illustrate with
a real world example: it's possible to define some abstratz tigpes with certain
very general properties; in fact we are able to think to @uostobjects, like a particle,
and to derive from these ones other objects with more defomdperties, “boson or
fermion?”. Continuing in this hierarchy, we can specify maoletailed properties, “if
fermion: lepton or quark?” and reach up for more interna¢lswnaintaining general
class properties, leaving them as before or modifying pafrthem. This feature is
called heredityand we can have single heredity (if it is derived by only onerano
general class) or multiple heredity (if derived by more sé.

The third concept of object oriented language isgblymorphismwhich is strictly
linked to heredity. It is the language ability to use somecgpeobjects (derived by
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more generic classes) as generic class objects. For exainpi@uld be possible to
have a list with all particles with a fixed momentum, indepamtty if they are bosons
or leptons, and to use them in a uniform way (for a fixed pasiadlass definition).
This propriety is typical of the containers, like lists ofjetts.

3.3 Code Organization

The BABAR software is accessible to all registered users through NE@m file Net-
worked File Systejror AFS (Andrew File Systejnmounted on every UNIX worksta-
tion at SLAC. The scheme is replied in all calculus labs indxentries that collaborate
to the experiment: USA, France, England, Italy and Germany.

3.3.1 BABAR Framework

The BABAR software is organized like a framework for the reconstarciof events
recorded by the detector. To figure out what programmingleaiframework means,
it's possible to compare it with reality: in every home we findter, electricity, tele-
phones, etc. and these services are supplied without wgrigbout how they are
realized. The full set of the services is the framework.

In software engineering, a framework supplies base sesige 1/0, graphic man-
agement, data scheme management. The obvious advantagevikevel function
problems have already been solved and generally in a vegiegifiway with few
faults. So, the user can only work in his specific domain; is ttay, it is favored a
re-use of the code (a well written code can be re-used to suiwdar problems even
if not identical).

3.3.2 Package

The BaBAr framework is completely modular, and his base element iptuokage
defined as a set of classes planned to solve certain exadeprelvery close among
them (for example a selectors package, where his classedaareed to assign a spe-
cific identity to a candidate particle). In every package ae find classes with same
tasks, that differ for chosen approach or chosen operaoteique.

Many dozens of packages are available, to cover a largerapect possibilities
and requests coming from events reconstruction and asalysi



82 BABAR Software

3.3.3 Release

We definereleasethe set of all packages, each defined in his specific versigack-
ages are updated with new classes, releases are updatetewithackages. Particu-
larly, we can distinguish releases in two kinds: testingasés for code implementa-
tion and testing and stable releases used for official aeslys

3.3.4 Module

The BABAR framework base unity is defined asoduleand it can be either a class of
a package or an user defined class based on other packagsclass modules hold
code that draws data for every event, runs specific algostand it can eventually
give back results that can be used in next phases.

An executable analysis program is formed by one or more desh@ind linked
modules; each of them can be enabled or disabled during #sedtiit is useful or
not in data processing. Framework functionality managenseteft to TCL (Tool
Command Languagdanguage that has two features: it can interpret commasals,
it can be an interface among user and framework, and it carsbe as a scripting
language to check exactly the operations for every module, similar way with a
Unix shell. It can be used on many platforms.

Modules can be added irsequencén which they are executed in apparition order.
Modules and sequences can be combinegisth a completed sequence which begins
with an input module and ends with an output module. The piessef particular filter
modules can allow that a path will be finished before exitind sao a processed event
won’t reach output module. Multiple paths can be specifiedi @ach of them can be
enabled or disabled.

3.4 Online System

The BABAR Online software comprehends detector check and monitsyisigms, pro-
cesses related to data flow, from front-end electronicsai@agtng in database, and the
run checking programs. These tasks are solved by main Osyistem components:
Data Flow, Run Contro] Online Event Processin@EP) andPrompt Reconstructian
There is another componemgtector Contral but it is not joined to events acquisi-
tion: it checks software and hardware detector components, (for example DCH
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high tension system).

3.4.1 Online Data Flow (ODF)

The data acquisition system is composed by a software anddavage component;
the former is calledata Flow, the latter is calledPlatform Often, we refer to both as
BABAR Data Flow,

Data Flow has the task of joining all data coming from fronttelectronics, pro-
cessing them in a preliminary way (so callieture-extractiopand delivering them
to OEP.

Main Platform elements are: checking masters that giverthger interface, the
distribute clock, and the command system; the read-out leediROM); particular
modules that catch data from front-end electronics anduggdeature-extraction; and
thebulk data fabricwhich transports data inside-outside the platform. Evéayfgrm
needs a clock and an external trigger system; it has 32 impeg for the trigger that
produce level 1 trigger acceptance signal (L1 accept). Thisrsignal is propagated to
all the platforms. A platform can manage electronics for entbian one sub-detector.
In this way, the sub-detectors can’'t be independent if theyam a same platform,
unless they are on different platforms. To maximize resesirsuch platforms aygar-
titioned: in this way operations related to different sub-detecémesdone in parallel.
Data Flow platform has been drawn considering rigorous itimm$ due to experi-
ment for dimensions and events frequency. Components gamiaed in a hierarchy
that permits to execute operations with a high-grade ofiledisan.

3.4.2 Online Event Processing (OEP)

OEP receives completed events from Data Flow’s Event Byitdescutes level 3 trig-
ger algorithms, checks data quality through so cabasgt Monitoringprocesses and
develops other tasks as supporting functions to calibwagictivities. Furthermore,
OEP provides avaliable events for the reconstructidAreampt Reconstruction

Work done by OEP is distributed among knots of a farm compasednix ma-
chines. On every machine are solved identical processesatiql.
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3.4.3 Prompt Reconstruction

The tasks of Prompt Reconstruction are to reconstruct, ant sime, all events that
passed level 3 trigger filter and to furnish calibration ¢oaiats and informations on
data quality. This allows us to diagnose immediately detgatoblems in such a way
that they can be solved without losing integrated lumiryodit particular, this func-
tion has been important in the preliminary phases of the riaxigat. Many calibra-
tion constraints, like pedestals and electronics complogein, are evaluated through
special runs. Others, like DCH time-distance relationgrig relative corrections of
alignment between chamber and vertex detector, need arlargber of reconstructed
events. Prompt Reconstruction receives these quantitbesd previous (but recent)
calibration, stored in the dataset, and applies them tcentidtata. Generated con-
straints per every reconstructed events block are storatieiCondition Database to
be read again during the following reconstruction block.

The Prompt Reconstruction results are monitoreBfmympt Monitoringhat checks,
for example, DCH performances, data quality, and recoastmu and calibration al-
gorithms of reconstruction. Unlike Fast Monitoring, Pranvonitoring analyzes re-
constructed events and has a large number of informatiotrsioks.

3.5 Monte Carlo Simulation

Completed simulation of the detector is formed by threespatents generation, par-
ticles tracing through the detector, and detector replyfaton.

3.5.1 Generators

Simulation process starts with event generation, usingainthe available differ-
ent generators: generator B3 events with the corresponding decay channgis;
with ¢ = u, d, s, ¢, background events; e~ diffusion events; and other backgrounds
linked with accelerator operation. Furthermore, energfdseeams and the interaction
point position smearing are simulated. For each beam is aiggaussian with width
5.5 MeV for the high energy beam, and 3.1 MeV for the low endrggm. Smearing
for interaction pointis in the andy coordinates of 16@m and 6u:m, respectively, and

it is simulated with a Gaussian for each coordinate. Theam position is modelled
on a flat distribution 1 cm long.
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Most important events generator f&B is EvtGen. This generator furnishes a
scheme in which specific decay channels can be implemented@sles. Such mod-
ules, called EvtGematterns can solve different functions. g. they can evaluate
decay amplitudes. EvtGen introduces the- B mixing, generating’"(45) decays
in a user defined proportion d°B°, B°B° and BB final states with correci\t
distributions. TheCP asymmetries are generated with modules which modifyRhe
mesons lifetime distributions.

There are available generic patterns to simulate two-b@dwpyk to combinations
of scalar, vector and tensor mesons. There are also geraténs to simulate three-
body decays or radiative decays. Decay features (branchiing numbers of sons and
patterns) are inserted in an ASCII file callBECAY. DEC.

Generator manages only exclusive final states; for quarkedoons fragmenta-
tion we use Jetset7.4, which is used §grbackground generation and weak baryons
decays. Jetset7.4 decay table has been updated to latestreraants.

3.5.2 BOGUS

BOGUS simulator Babar Object-oriented Geant4-based Unified Simul3gtiaising
Geant4 [72] package developed by CERN, provides an unifiedlation, since it
permits either a complete simulation or a faster simulation

Geant4 includes tools to simulate detector geometry, edagnd neutral tracks
revelation through the detector, interactions and decbgseary kind of particle, mag-
netic field and detector reply.

BOGUS is composed by several packages, one for each sutmtetereach of
them are contained standard routines recalled in diffesiemtilation phases. Geome-
tries of each subdetector are re-created starting frommpeteas hold in a format ASCI|
data bank, in which they are specified materials, dimensjpositions, and orienta-
tions for every enabled and disabled subdetector.

Monte Carlo tracks hits are called in tBaBAr terminologyGHits. These contain
all needed informations to obtain detector reply simulatioa second phase. Monte
Carlo truth informations an@Hits are stored for next analyses.
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3.5.3 Detector reply

Tracks hits digitalization happens in another procesed&limApp This process takes
GHit input information and produces digitalized data as outpuhe same format of
those producted by real detector. At the end of such a prpddsste Carlo data
are processed by same code of real data. This code is orddikeea subsystems
packages set. These packages contain routines to giveasgdulata sample as most
similar as data coming from detector. Another function oh&pp packages code is
to add background hits: rather than simulate backgroungemétector, it is preferred
to catch a random trigger sample and mix (using correct losity factors) them with
Monte Carlo simulated events.

3.6 BABAR Database

The original BABAR Event Store used two data-storage form&gjectivitydatabase
andKanga(“Kind ANd Gentler Analysis”) datasets. In a second stag&B4R’s data
storage has changed to a completely new system. The new nsodelled CM2
(“Computing Model 27).

The Objectivity database was a large object-oriented dawlwith several levels
of detail stored for each event. It could be used for almogtaralysis or detector
study. The Obijectivity database had four levels of detailv, reco, micro andnano
(or "tag"). Rawandrecowere very big databases that kept virtually all of the dstail
for every event. The original idea was to keeg andrecoinformations for jobs like
detector studies. They were infrequently used, and onlyadl grart of the information
was ever accessedlicro was a smaller and more user-friendly database, where the
informations were more useful for physics analyses, rat@n detector studies, or
more refined analysis taskdlano ("tag") contained even less details, and was used
only to skim data for few given key characteristics to sawllng time of the whole
event information for each event (a time-consuming process

The Kanga datasets stored only the micro level informatioROOT-type files
(architecture for object oriented data analysis develdpe@ERN) [73]. This is the
level of detail required for most physics analysis jobs,i@wvg the complication of
interacting with the full Objectivity database.

The idea was to have Objectivity as the main database, an&arsga files at
remote sites.
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The new CM2 Event Store has just one databaseMime. The Mini database
is basically an extended version of threcro, however with the additional capability
to store information written into "skims" by users (“usertay, i. e. user-defined
composite candidate lists and user-calculated quantifiee Mini contains all of the
informations from the oldMicro database, plus a small partRéwandReco

The new data storage format is more likangathan anything else, so we may
refer to the CM2 Mini database as "CM2 Kanga," "new Kanga'sorde old-kanga is
obsolete) just "Kanga". In the tab. 3.1 we summarize thedifices between the old
Objectivity/Kanga system and the new CM2/Mini system.

Old Objectivity/Kanga New CM2/Mini/Kanga
Level of detail Obijectivity: high detalil Mini: intermediate detail
Old Kanga: low detail
Portability Objectivity: central Mini: central, but easily
Old Kanga: portable skimmed to make
portable collections
User data Obijectivity: None (central database) Mini; some
Old Kanga: Lots (small, user data in
user-defined central database
collections)

Table 3.1: Differences between the old system database lsizd C

3.7 Reconstruction Software

We already gave prominence to packages as base elemBaBat software; in the
following sections we will describe the mapackagesised for analyses presented in
this thesis work.

3.7.1 Bet a package

Bet a is a data analysis program developed BaBAr, and it is the base interface for
data reconstructiorBet a main task is to furnish a solid and simple basement to write
detailed physical analysis programs; to do that it givesnieeded tools for particles
identification,B flavor tagging, vertexes reconstruction, etc.

All the Bet a structure, and so the reconstruction mechanism, is basdduon
fundamental concepts:
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- Candidate A candidate is the representation tBat a gives to the particle that
could be existed in the considered event. There are many kihdandidates,
like charged tracks, reconstructed by SVT and DCH, whichtegrior example,
pions or kaons, or calorimeter neutral clusters, which @aphotons. The imp-
ortant thing is that all candidates have same interfacg @heBt aCandi dat e
objects) and they can be used in a general way.

- Operator. An operator acts on one or more candidates, combining theraw
candidates (for example, defining a mother particle by twarged tracks) or
extracting informations as mass, energy, charge etc. lmy.the

- Selector A selector is a particular structure that creates cane&daith certain
features starting by avaliable candidates lists. For exarapselector forr®
selection can seek, in a list of photons, pairs of photons ivitariant mass close
to nominalz® mass and combine them with a right operatotrincandidates.
Selectors can be generic or destined to a specific physiaglsas, and they can
be used in different analyses (for different decay chanmekhout modifying
anything.

- Combiner It creates an agreement between two candidates. For exarepl
constructed candidates can be combined to respective Miarle generated
candidates.

For everyBABAR event, reconstructeBt aCandi dat e objects are gathered in
lists. Each list has a different identity hypothesis andedént selection criteria. In
tab. 3.2 are listed some default lists avaliable in the Mdatabase level.

3.7.2 ConpositionTool sandSi npl eConposi ti onpackages

These packages contain functions for the creatioBtaCandi dat e lists that de-
scribe a fixed decay reaction, for example — ~~, starting byBt aCandi dat e
existing lists.

Candidates obtained are tree-like decay. For these treeamvenpose kinetical
and geometrical constraints and cuts, like masses, eserg@mnenta, and composite
candidate reconstruction probability cuts. So, compasaredidates are decay trees
that combine tracks, neutral clusters, PID and fitting. Is Way, using all the infor-
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Name of the list Description

Char gedTr acks Candidates with charge not equal to zero. Pion mass
hypothesis is assigned.

Cal or Neut r al Candidates are single bumps not associated to| any

tracks. Photon mass hypothesis is assigned.

Cal or C ust er Neut ral | Candidates that correspond to multi-bump neutrgl or
single bumps not associated to any cluster related to
a track.
Neut r al Had Candidates that correspond neutral clusters| in
hadronic calorimeter not associated to any tracks.

GoodTr acksVeryLoose | Char gedTr acks list candidate with:
e Min Transverse Momentum: 0.0 GeV

Max Momentum: 10 GeV

DCH min # hit; O

Max DOCA inxy plane: 1.5 cm

Min z DOCA: —10 cm

Max z DOCA: 10 cm

GoodTr acksLoose Same cuts aGoodTr acksVer yLoose with:
e Min momentum: 0.1 GeV

e DCH min # hit; 12

GoodPhot onLoose Cal or Neut r al list candidate with:
e Min energy: 0.030 GeV
e Min # of crystals: 0

e Max “lateral momentum™: 0.8 Gev

Table 3.2: Main avaliable lists in Micro database.
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mations given by detectoonposi ti onTool s andSi npl eConposi ti on are
the packages for the reconstruction of every kind of contpgxrticle.



Chapter 4

Events Reconstruction

4.1 Introduction

The neutralB modes studied in this thesis work are reconstructed in tla $itates
nK?2 no, nm, nK°%, nKY, nK?, /¢, n K%, andn'n’ KY. For the charged modes,
we consider the final statedg<*~, n K=, ” K*~, andn'n’ K*. Then, theB daughter
resonances are reconstructed in:

=77 (), 1 — 75770 (03);
T - YV
o KY— mhr (KO, ), K — 7'n° (K9,);

¢ — KK~

0 = 0y ), n — T ()
o o0 — 1t

The K? meson candidates are identified either as an unassociattdrobf energy in
the EMC or as a cluster of hits in the IFR. We use the infornmatioom the tracking
system, the EMC and the DIRC to identify charged pions anda&aothe final state.
The photon candidates are identified in the EMC.

In this chapter we will describe the methods used to ideptiiicles insiddBABAR
and to verify the detector reply. After that, we will des&ithe resonances arsl
mesons reconstruction.

91
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4.2 Particles Reconstruction and Identification

The charged tracks reconstruction is described in sectith Dnce that the tracks are
reconstructed, their identification is realized using ipafar selectors. They take all
informations for each track and give the probability thaeak is a specific kind of par-
ticle. The informations are combined using a likelihoocht@que. We have selectors
for kaons, pions, electrons, muons, and protons ideniibicattach selector has dif-
ferent levels for the identification: very tight, tight, le® and very loose, respectively
to have from high probability to low probability of identi&tion. It is possible to use
the selectors as veto for the charged tracks seleaianwe want select pions among
the reconstructed charged tracks and for this reason wg apf for kaons, protons,
electrons, and muons using their respective selectoraurlarmalysis described in this
thesis work we do not use the muon selector.

It is important to note that the selectors for the chargecksare verified using
specific data sample, so called control sample, with highedigurity and statistics. In
general a control sample is used for several goals:

- study of the reply for the subdetectors,
- evaluate the performance of the algorithms for the pasiaentifications,
- estimate systematic uncertainties.

Pure samples of a particle are selected using only kineatatitormations. For
example, a pure pions sample is selected usijg— 77— decay channel and ap-
plying tighter cuts on several variables as: angle betwé€grandidate direction and
the directions of his daughters, the distance of the vertax finteraction point and
the mass of reconstructdd? candidate. Invariant mass distribution7of 7™ pairs is
shown in the fig. 4.1: purity of the sample is greater than 99%.

For K mesons data sample with a very high purity, we can use sdlécteks
coming from the decay chaib*t — =+ D", D° — =+ K~ and its charge conjugation.
In the fig. 4.2 we show the distribution of the mass differebegveenkK =m and K,
0.139 < AM < 0.162 GeV/c®. With a tight cut on this variable, the combinatorial
background is equal to 13% for a kaons sample with 90% ofyurit

For the electrons identification, they are separated froanggd hadrons through
energy, lateral momentum of the shower and tracks momeniambtain a better pre-
cision, we have to check that energy legs/d= in DCH and the Cherenkov angle of
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Figure 4.1: Mass distribution fak? candidates used to select pions control sample.
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Figure 4.2: Distribution of mass difference for and D° candidates, used to select
kaons control samples.
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DIRC are consistent with electron hypothesis. One of thetingsortant variables for
hadrons discrimination is the ratio between the energyrdfte calorimeter and track
momentum {/p). Figure 4.3 shows efficiency for the electrons identifimatand
probability of a misidentification of pions; both of them &weaction of the momentum
and the polar angle, measured in the lab frame. Efficiencglgutrons identification
has been studied using electrons coming from radiative Bénalnd eventsy — 4e.
Probability of misidentification of pions is measured usinthree body decays and
charged pions coming fronk decay. Selection tight criteria has an average effi-
ciency of 94.8% in the momentum intenvab < p < 2 GeV/c while probability of
misidentification of~ 0.3%. With very tight criteria, the efficiency is 88.1% with an
average uncorrected pions identification of 0.15%.

Leaving the charged particles, we describe now the phottemification. Usually
an EMC electro-magnetic shower is distributed on many adjgcrystals forming a
clusterof a certain left energy. We can distinguish two kinds: srajlisterwith a sin-
gle energy maximum aneherged clustewhere we have more local energy maxima,
calledbumps The reconstruction and the identification algorithm hasnbgeveloped
in a way to identify efficiently theclusters distinguish them frombumpsand deter-
mine if they are generated by a neutral or charged traclcluater has at least one
crystal with energy greater than eV and the adjacent crystals are considered part
of aclusterif their energy exceeds the 1 MeV threshold. To establishdb&l energy
maxima inside alusterit’'s requested that candidate crystal would have an energy,
Er.canmaz, greater than every adjacent crystal. Furthermore it mastdrified the
following condition: 0.5(N — 2.5) > E’LEN# where En 02 1S the maximum en-
ergy for N adjacent crystals with energy greater thaivi2V. All the clusters are
divided in manybumpsin the same number of local maxima. The energy for every
crystal is associated with eablimpwith a simultaneous adjustment, starting from the
shape of electro-magnetic shower, the centers and enefgiesbumps Then all the
reconstructed charged tracks in the tracking volume aragatated until the EMC en-
trance and for every track-bump pairs is evaluated the &gsmtprobability. All the
bumpswith a low probability are considered photons candidatelttl& percentage of
these candidates is rejected if the shape is not compatitiidlve one expected for an
electro-magnetic shower. To check the photons reconginjete consider the recon-
struction of the control samples witf! — ~~ andn — ~v. We assume as their origin
the primary interaction point. The spectrum of the invariaass for they~ pairs is
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shown in fig. 4.4 for different., and £, ranges; it’s possible to distinguish peaks for
7% andrn. The mass resolution for is 6.9 MeV in the multi-hadronic events while
6.5 MeV for 77 events. The detector segmentation and the spatial resolatiow

to reconstructr’ with the EMC photons separation until 5 cm without a significa
tive worsening in the mass resolution. The little fractidrhigh energyr’ in which
we cannot separate the photons, about 10% in the(¥ region, are distinguished
through single photons with the help of the cluster shape.
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4.3 Daughter Particles Reconstruction

Charged tracks and electromagnetic showers identifieddgtdtector are organized in
lists, as shown in tab. 3.2. The elements from these lists@rdined to form particle
candidates using tools from ti@®nposi t i onTool s andSi npl eConposi ti on
packages (see section 3.7.2 for a description of these gaskarl he reconstruction is
the same for both MC and data samples.

The cuts described in the following sections 4.3.1 — 4.3r&ane at reconstruc-
tion level (so called preliminary cuts). Tighter cuts ar@lgd later during the events
selection, described in the chapter 6.

431 Y

Two photons taken from th€oodPhot onLoose list are combined to form a°
candidate, kinematically fitted to the true pion mass [3&jng the standard tool
from Conposi ti onTool s. We make a cut on unfitted mass between 0.10 and
0.16 GeV/c2.

432 p°

The p° mesons have been reconstructed usingSinepl eConposi ti on tools. As
input list we usedSoodTr acksVer yLoose, expected forB° — n,,¢ and B —
1, KK~y modes where we useodTr acksLoose, with all the charged particles con-
sidered as pions” candidate mass was required to be between 0.4 and:aVv}c?
around nominal value.

433 ¢

The ¢ meson has been reconstructedgin—~ K™K~ decay channel by using the
Si npl eConposi ti on tools. As input list we hav€&oodTr acksLoose with all
the charged particles considered as kaons. We made a cutssmbatveen 0.99 and
1.05 GeV/c2.
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4.3.4 m,,

The n mesons have been reconstructednin— ~~ decay channel by using the
Conposi ti onTool s tools. Input list is the&GoodPhot onLoose for the two pho-
tons. Then,, mass is kinematically fitted to the tryemass [36], and the unfitted mass
is cut between 0.470 and 0.6Z8:V/c?.

4.3.5 URT

Then mesons have been reconstructed)in+ 77 7% decay channel by using the
Conposi ti onTool s tools. Input list for charged tracks is the
GoodTr acksLoose list with all the charged particles considered as pions. 7:he
mass is kinematically fitted to the tryanass [36], and the unfitted mass is cut between
0.470 and 0.62@eV/ 2.

436 7,

The ” mesons have been reconstructed)in— p°y decay channel by using the
Si npl eConposi tion tools. The photons have been taken from
GoodPhot onLoose list. Ther, massis kinematically fitted to the tryemass [36],
and the unfitted mass is cut between 0.900 and 1@aWy ¢*.

4.3.7 177’77r7r

Then’ mesons have been reconstructedyin— nr*7~ decay channel withy,. or
13, by using theSi npl eConposi ti on tools. Input list for charged tracks is the
GoodTr acksLoose list with all the charged particles considered as pions. iThe
mass is kinematically fitted to the trug mass [36], and the unfitted mass is cut be-
tween 0.900 and 1.01QeV/ 2.

438 K°

The K? selection is similar to what done in the oth8aBAr analyses withk? meson,
like B® — J/i K? [74] and B — ¢KY [75]. We indentify ak candidate either as
a cluster of energy deposited in the EMC or as a cluster ofitnitwo or more layers
of the IFR that cannot be associated with any charged trattheirevent. We use the
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Cal or C ust er Neut r al listandNeut r al Had list for EMC and IFR reconstruc-
tion, respectively, as input lists @nposi t i onTool s tools. About 60% of the<®
is detected in the EMC while 40% is detected in the IFR.

We cannot measure the magnitudefdf meson momentun”héKgD with the de-
tector. Following the same procedure use®th— J/i» K9 analysis [74], we measure
the direction ofK? momentum, taken from thg vertex to the centroid of the EMC or
IFR candidate, then from thg four-momentum and fixing the mass Bfcandidates
and K candidates to PDG values [36], we can extiagt. We obtain two solutions,
but we take the greatest one (in general only one solutioasgipe).

K? selection from EMC

The selection in the EMC is performed according to the follmvrequirements:

e The centroid of the cluster hass 6 < 0.935, wheref is the polar angle of the
cluster center of gravity.

e The cluster energy is at least 200 MeV and smaller than 2 GeV.

e The Cal or d ust er Neut r al list includes candidates with a track-shower
match probability of less than 1%.

e We require thek¥ not to form ayy invariant mass between 100 Me¥aAnd 150
MeV/c? together with another cluster, for events with at least 3¥Mé&energy
(the requirement is not applied if the Zernike momggfiy | is less then 0.8).

e We reject two-bump clusters if the cluster energy is largantl GeV and they
are consistent with a merged (M(2 bumps))> 110 MeV/c?).

K? selection from IFR

The requirements fok® candidates from IFR are:
e At least two planar IFR layers.

e The cluster center of gravity (cog) must have.75 < cosf < 0.93, whered is
the polar angle of the cog.
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e For any track with a momentum larger than 0.75 GeV/c, thdivelposition be-
tween the cluster centroid in the IFRy(, , ¢, ) and the position of the charged
tracks in the EMCH;,qck, @track) Must not satistydr, — 0y0cr| < 350 mrad; as
well as—750 < (¢x, — dwack) < 300 mrad for positively charged tracks and
—300 < (px, — dwrack) < 750 mrad for negatively charged tracks.

439 KO,

The K? mesons have been reconstructedsifi — 77~ decay channel combining
oppositely charged tracks fro@har gedTr acks list, with all the charged patrticles
considered as pions, by using thenpl eConposi t i ontools. We us@r eeFi tter
algorithm to extract the decay vertex, with constraint @ &f production point to the
beamspot (see section 4.4 for a descriptiomroéeFi t t er algorithm and beamspot
constraint). We applied a cut of 0.45 — 0.6&V/c? on the mass of".

4310 K9,

The K2 mesons have been reconstructed&ih— 77" decay channel combining two
7% candidates by using tf@nposi t i onTool s tools. We us&\al kFi t algorithm

to extract the decay vertex, with constraint of #ig production point to the beamspot.
Essentially in a first step the decay vertex is chosen at taebpot, so the angles
between gammas are underestimated which leads to too l@siamt masses for’.

In this way we determine the momentum direction. After thatkA? decay vertex is
fitted along this direction, requiring mass constraint. We applied a cut of 0.34 —
0.61 GeV/c? on the mass ofc?.
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4.4 B Candidates Reconstruction

B candidates have been formed combining their daughter daredi. In particular, in
case of daughter resonances with reconstructed multipkeydewe consider the cases
shown in tab. 4.1 and tab. 4.2 for neutral and charGezhndidates, respectively. The
primary photons im) K v modes are taken from ti@odPhot onLoose list, requir-
ing a preliminary cut on their energy in CMS between 1.5 ad@eV. The charged
primary kaons in the chargel candidates are taken from ti@®odTr ackLoose
list.

We combine thé3 daughters and determine tiedecays vertex using a particular
algorithm, Tr eeFi t t er , which performs the vertex fit of th8 candidates with a
global decay chain fit based on a Kalman filter (see sectioh.2.for a description
of the Kalman filter). For this fit we apply geometrical anddamatical (on the mo-
mentum) constraints. We consider also a “beamspot” canstrahich forces theB
to originate from the interaction point, taking the errothat point into account. The
beamspot is calculated event by event and his errors arezbeothe interaction
point, which is about 1@&m in 3, 200um in 2 and 8 mm inz. In the reconstruction of
modes withK? we use also & mass constraint [36].

As additional preliminary cuts we apply a cut between 4.98 ar59 GeV on
the energy of the3 candidate in CMS frame and a cut éhmass between 4.7 and
5.7 GeV/c2. Other cuts for the analysis will be described in detail ia thapter 6.

The variables of the reconstructédcandidates are saved in a ROOT file using a
particular package, calldd Reco, developed during this thesis work.
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Main Decay | Daughter Resonances Sub-Decaysabels
B — 77K2 Ty M3y K2+— B’ — nng
B’ — 7737rK2
B’ — ne Ny 3w B’ — 777'y¢
BO - 7737r¢
BY — Thyys M3 BY = 0y
B’ — NyyTI37
BO — N3x7)3x
B — 77Ks'7 Ty M3y K2+— B’ — nwKO'V
BO - 7737rK57
Ty M3ms Thyys Ty 104 BO — ) Ko, )
Bo - nn(w)ngJr—
/
B — T]IKg B — 7717(37r)7r7r[(S-i-—
My 77;)7’ 77;77r7r’ Kgoo B np'yK.(S‘)OO
B — e K00
BO - U/Kg 77’Y’Y’ n1/77r7r BO - n1/77r7rK2
BO - 77/¢ n’y’yl 7];77r7r' 77;;7 BO - n;77r7r¢
B — 1 ¢
B WIK(S) n’y’yl 7]7/77r7r' ,r]/py' K2+_ BO - nnwwKO
B° — np,yKO
B - n/KO n’Y’Y’ 77;77r7r1 77p-ya K2+— BO - nnmnang
B — 1 IS

Table 4.1: NeutraB decay modes and their subdecays studied in this thesis Wwork.
the right column we show the labels used to indicate theseesjagconstructed in
their specific subdecays, in the following chapters.
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Main Decay | Daughter Resonances Sub-Decaysbels

B — nK>y Trys M3 B* —n,, Ky
B:t - 7737TK:|:7

B* — U/Ki Thys M3ms n;nrﬂ’ 77;;7 B* — 777/7(77)7r7r
B* — 7];7(37r)7r7rKi
B* — 1 K*

B — /K*y Thys Wyes Ty B* = Ky
B* — n’pyKiv

B:t - 77/77,Ki Thyys 771,7”’ 77;;7 B:t - 7]7/77r7r777/77r7rK:t

BF — oy, K

Table 4.2: Charged® decay modes and their subdecays studied in this thesis work.
In the right column we show the labels used to indicate thesgas reconstructed in

their specific subdecays, in the following chapters.
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Chapter 5

Statistical technique and software for
physical analysis

5.1 Introduction

In this chapter we will describe the software developed tthéanalyses presented in
this thesis work.

In the first part we will show the analysis technique basedrdrinned maximum
likelihood fit (ML fit), chosen byBABAR collaboration as the official one. This kind
of analysis allows high efficiency and the possibility togak account errors with a
better precisions and to consider correlations betweewahables.

Then we will present the procedures that allow us to pasagfireeconstructed
events to the ones which we fit, starting from identificatibthe problems and show-
ing identified solutions.

In the end, we will describe the fitting software, illustrajifeatures and function-
alities. To develop the analysis software has been chosamjaot oriented coding
technique (C++ language) using the ROOT framework classés garticular classes
package for the unbinned ML fit, called RooFit. We will briefiyesent features of
both.

5.2 Maximum Likelihood Technique

The extraction of the results in the analyses has been dong usbinned extended
maximum likelihood fits. We explain in this section which #éine characteristics of a
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such method.

We consider a random variable (or a multidimensional random vector
T = (x1,...,x,)) distributed with a distribution functiori(z; ). We suppose the ex-
pressiony (x; 0) well-known, but at least a parametgfor parametergé = (6;, ..., 0,))
is unknown. So/f(x; #) expression represents, after normalizing it, hypothezeld-p
ability density function (PDF) for the variable. Then, we suppose to perform an
experiment where a measurement has been rep@atiaes, supplyinge,,...,zy
values. The probability of; included between the interval,, z; + dz;] for everyi is

N
P(O) =[] f(xi:0)das. (5.1)

i=1
If the hypothezed expressiof(z; ) for PDF and the parametérare correct, this
probability will have a large value for measured data. Vieesa, a parameter value
very different by real one gives us a small probability falized measurements. The
maximum likelihood method is a technique to estimate thampater value for a finite
data sample. Sincér; does not depend by parameter, same considerations done for
P(6) can be effected for the functiofy, defined as:

N
£(0) =[] f(ai:0) (5.2)

=1
calledlikelihood function It is clear that to estimate the parameter value we have to
maximize this functioni( e. maximum likelihogd We should underline that; are
measured and thgx; ) function is well-known, sa only depends by parameter we
want to fit. The evaluation of maximum for likelihoaflas function of the unknown
parameter, or equivalently the minimum-efin(£) !, can be done in a numeric way.

It is often the case that the number of observatidh#n the sample is itself a
Poisson random variable with a mean vatlueso, the result of the experiment can be
defined as the numbé¥ and theN valueszy, ..., zy. The likelihood function is then
given by the product of the Poisson probability to fiNdand the function 5.2 for the
N values ofz,

N
L(n,0) = 6N—' an(xuﬁ) (5.3)
T =1

1S0 called negative log-likelihood (NLL). In some case iscuatso to minimize the functiog? =
—21n(L).
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This function is callecextended likelihood functionit is really the usual likelihood
function, however, only now with the sample siXedefined to be part of the result of
the experiment. In this case we have to maxiniize, ¢) as function of: value and)
parameteri( e. extended maximum likelihopd

Now we see how extended maximum likelihood technique allogv$o measure
the number of signal events and the number of backgroundswem data sample
where every event has constituted bpbservable quantities = (xy,...,z;) (e. .
mass, energy, angular helicity). We suppose that paras@tehave to evaluate are the
number of events,, ..., ny, each one corresponding to a particular specie of events
(like signal, continuum background, non-continuum baokigd). To distinguish the
events of each specie between them, we determine the digtrib for each observable
guantity that present a high discriminant power betweesdlgpecies. We fit these
distributions with corresponding PDFs, indexed ngh ey Jh, withj =1,...,s.
So, we have a PDF for each observable quantity and for eadiespehich means
h PDFs for each specie ardtimess PDFs in total. If the observable quantities are
independent (otherwise we should consider correlatianggrwe can define the total
PDF for event with observable quantities = (24, ..., z}) and the specig¢ as

h

P =] fi) (5.4)

=1
and the extended likelihood function becomes:

6_2;:1 ng N8 .
L= Tﬂznjp;. (5.5)

i=1 j=1

5.3 ROOT

BABAR software uses ROQOT, an object oriented framework dedidatsdientific data
analysis [73]. The project was born in CERN in the middle dis3o furnish tools
for data analyses that would offer a better stability withpect to FORTRAN tradi-
tional tools. At the same time, people need a programmingail@av them to manage
quickly big projects, realized by huge and mixed groups)giadvanced software pro-
gramming techniques: it has been chosen the object origntgglamming, that in the
90s stood out as optimal choice to realize complex projects.
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ROOT framework has been developed using a liberal and irdbstygle [76] where
it is necessary an interaction between developers and,usées very similar and
often superimposed: this allows to maintain a continuousvawy project. ROOT
architecture is really portable: released version for nean&@mon commercial Unix
versions (SunOS/Solaris, IBM AIX, HP-UX, SGI IRIX, Comp&#C OSF1), for
Linux, for Windows, and for MacOs are avaliable. Furtherenttre availability of the
source code gives adaption to specific necessities of opesyistem possible.

The ROOT basic structure is formed by a hierarchy of over 388ses, divided
in 14 categories and organized as a tree with one commonwbete a large part of
classes inherits from common claBSbj ect . Among categories we find:

container classethat implement a series of complex data structures as \&gctor
lists, sets and maps used very often in ROOT;

- histogram classeand minimizationprocedure that offer advanced functionali-
ties for statistical data analysis as histograms in one,dwree dimensions,
profiles, fitting, minimization and evaluation of mathematiformulas;

- tree classesndntuplethat extend potentialities of PAWh-tuples, 2D and 3D
graphical classes and classes for both graphical and texteidace for the user;

- operative system interfadbat represents the only link with Operative System
and favours framework portability;

- classes for the documentatitimat allows a careful and complete documentation
generation during project developments.

ROOQOT is based on C/C++ interpreter called CINT [78]; his geab process pro-
grams §cript) which do not need high performance but allowing a quick dgvaent.
CINT supports about 95% of ANSI C code and about 85% of C++.

5.4 RooFit

RooFit package is formed by a set of classes constructed @iTRmework ded-
icated to unbinned maximum likelihood fit, and uses a natamal intuitive notation,
that not needs a direct knowledge of ROOT programming [79].

2 Framework for statistical analysis developed in FORTRAR][7
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RooFit is composed by two packages: RooFitModels and RGoFi. Former
contains all the classes for the PDFs definition and compleaels (as sum or prod-
uct of PDFs). Latter puts at everybody disposal a set of etagsdefine fitting models
and fitting methods; it extends ROOT graphical functionevaithg to project fitting
models as function of several parameters; it allows databatid discrete and contin-
uous variables management.

5.4.1 Main classes
Variables: RooReal Var and RooCat egory

The first operation we have to do when we create a fit model isfioelvariables and
parameters: it is not done a type distinction between thesalse they are all objects
of RooReal Var class. ARooReal Var object is featured with a value, a minimum
and maximum limit, an error, a name, an unit of measuremedegsaription and other
attributes (for example, to establish if the object definesrastant or a variable).

The RooReal Var objects can be used to construct more complex structures as
vectors, matrices or lists in the C/C++ traditional way. Hwoer, RooFit offers con-
tainer classes adapted to multidimensional structurekedccd&ooAr gLi st and
RooAr gSet . They allow to create a list of different variables to usenthegith other
classes (for example as PDFs parameters).

If RooReal Var are used to describe continuous variabRsyCat egor y per-
mit to manage discrete variables. Examples of discretabkas can be th& tagging
(B° or B° and the different tagging categories), the run number ofetrents, or a
naive identification between different channels in a coradifit. In the last case the
RooCat egor y allows to do simultaneous fits to different samples for eatferént
channels.

Data sets:RooDat aSet

A useful class to manage complex data structure is cittemDat aSet . It permits
to organize the data as a matrix, in which single variablegepresented in columns
while in the rows the single events. The variables are pexvid the constructor using
a RooAr gSet object. Data are read througlead() method. This method allows
to access to both text-like files (ASCII) and binary-like smdth ROOTtreeformat.
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Distributions: RooAbs Pdf

The most common distributions used in the analyses are @agss
(RooGaussi an), asymmetric Gaussians RqoBi f ur Gauss), polynomials
(RooPol ynomi al ), Argus functions [80] RooAr gusBG), Breit-Wigner functions
(RooBrei t W gner), and time-dependent CP  asymmetries  model
(RooBCPEf f Decay). The single classes inherits from the abstract dRassAbs Pdf
and we can define new functions in a quick and simple way.

The RooAbsPdf class puts at the people’s disposal a series of generic ohetho
for the events random generation based tny-arejecttechnique that can be redefined
in a more efficient way for the subclasses. This class offdimdamental method
fitTo() that effects a fit creating a specific objdd¥l nui t . It perform the fits
using the Minuit algorithm [81], minimizing the likelihoofinction in several steps
(M GRAD, M NOS, HESSE ). The RooAbsPdf class offers also some other op-
tions for plotting and drawing. It is useful to note tiRaoAbsPdf distributions are
automatically normalized (they are PDFs).

Furthermore we can compose single PDFs through feooAddPdf ), prod-
uct (RooPr odPdf ), and convolution RooConvPdf ). A particular constructor of
RooAddPdf class permits to declare the extended likelihood functions

5.5 Software for the events selection: th&elector

The variables determined for each event during the eveatsmstruction are saved in
ROOT files contained in particular structures calie® These files represent the out-
put of the events reconstruction process. During this siagge cuts are applied on
the variables to effect a first discrimination betweet sigmal backgroundpelimi-
nary cuts). This permits to reduce files dimension.

After the reconstruction, we can optimize the values of tins ¢obviously using
tighter cuts). To do that, it is necessary a program thatwallos to read values of
the variables, held in the trees, and to apply the new cuten,Tthe new survived
events are saved in ROOT files for later analysis (ML fit). RQ@&4dlizes that with a
solid and flexible method, using the so calkalector This procedure is based on the
realization of an user’s personalized clas®( depending on the analyses to realize)
that is derived from th@Sel ect or class. The following methods are implemented
init:
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- TSel ect or: : Begi n: This function is called before to read the values of the
first event stored in the trees. It is possible to furnish diganation parameter
that permits to effect several kind of operations for a fixetkstor, like sav-
ing events for the ML fit, to perform cut and count analysisgtaw variables
distributions. Configuration parameter is an alfanumernag: reading of this
parameter and the identification of the operation requdstpdrformed in this
functionBegi n.

- TSel ector:: Process: This function is called for every single event. It
contains the definition of the cuts to be applied on varidaisies. After each
cut we have a counter that allows us to determine the numbteedavents that
pass it. If the variable values of an event pass all the duésgvent is counted in
all the counters and saved. Vice versa, if a determined cuitisespected, the
event is rejected and the counting operation is interruptéde last passed cut.

- TSel ector:: Term nat e: This function is called at the end of variables
reading of all the events. It performs the conclusive opanati. e. closing the
output file, drawing histograms, showing at screen the nuimittee events after
all the cuts.

Cause different analyses differ essentially for the vagisland for the cut values,
from the description above, we can guess that the methochvigiaore specific for
each analysis iBr ocess. For all the other methods is possible to realize a template
which we can refer to.

5.6 Fitting Program: M Fi t

As explained in the section 5.2, we use an unbinned extendedmm likelihood
(ML) fit to extract the results in our analyses. The record&d events, after the
selection done with the procedures described in sectigrateSsaved in a ROOT file.
These events are the input to the ML program.

The development of this program, calletdFi t , is an important part of this thesis
work. Itis developed in C++, and we use the ROOT and RooFsséain a standalone
executable code. During the thesis work there were sevpddtas on the program,
depending of the new analysis requests. Each update isdagtiea version and the
actual version is 3.1. All analyses in the Mil&aBAr group useM Fi t .
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The main goal oM Fi t is to provide a very simple interface to perform several
operations used in the different analyses. It is not regdemy skills about ROOT and
RooFit, but any configuration of the program is given usirtgitive configuration text
files: m pdf . cfgandm fit.cfg. The formeris used when we make the PDF fits
of the variables, while the latter for any other function lo¢ program. The structure
of the two files is very similar. However, we have decided tostder the operation of
PDF fit as different from the other ones and therefore we usdifferent files.

M Fi t is based on four main classes:

1. MFConfiguration : the goal of this class is to read the configuration file (migfdf
or mifit.cfg) and to interpret it line by line. If no errors aac(there is a syn-
tax spelling and declarations consistency check), it giewito other classes the
necessary informations to declare objects requested totifgguration reading.
The configuration file is divided in different parts:

e config some features are fixed, such as the title for each PDF, bedi-c
date choice selection criteria, number®B pairs, blind procedure param-
eters.

e embedded treesome tests (called MC toy experiments) require the gen-
eration of a sample of data from PDFs and the embedding otetaken
from external samples. In this part we declare these extsamaples and
the number of events to embed to the generated sample.

e input here all fitting variables are listed. Definition syntax igem by:
name (same name of the variable in the tree), descriptidinjtien interval
used to normalize the PDF and eventually unity of measuremen

e category it contains the discrete variables used for tagging inftrams
(tag and category) and indices of different sub-decaydi®simultaneous
fits.

e correction the PDFs obtained fitting on MC data have small discrepancie
with respect to what we could obtain from the real data. Téidue to
a not good MC simulation. For example, in some cases the aeses
masses have a small difference in the central value and witlth. Using
a control sample, we study this effect and we take it in actapplying
corrections to the parameters. In some cases, these ¢oneere run-
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dependenti. e. they are different for each run of data. In this part of the
configuration file we declare these corrections.

e pdfparam here we declare the PDFs parameters which can be fixed or
floating in the fit. There are some options that we can consatezach
parameterconstantif we want that the floating parameter does not change
from the initial value, andblind, if we want that parameter is blinded.

e KEYSpdf in this section we declare the KEYS PDFs (aka “Kernel Esti-
mating Your Shapes”) which are non-parametric PDFs thatrdesa dis-
tribution empirically,i. e. without referring to any model of the expected
shape. In some cases it is difficult to fit a distribution witstandard PDF
so this kind of PDF helps us in doing it.

e pdf: here we define the PDFs used to fit variables. They existakkieds
of avaliable PDFs, like Gaussians, asymmetric Gaussiahgm@mials and
Chebychev polynomials, and combinations of these (for gtai@aussian
plus a first degree polynomial). For each PDF we must give @ineaof the
variable to fit (declared imput section) and the names of the parameters
(declared impdfparan).

e CPpdf: here we declare the PDFs for the time-dependditasymme-
tries model. These are special PDFs because they have aparpmeters
also theB tagging discrete variable (declareddategorysection) and the
resolution model (declared df).

¢ yieldvar. here we declare the variables which correspond to the ntembe
of the events for each species (signals and backgrounds).

e extendedpdfin this section we consider the product of the PDFs declared
in KEYSpdf pdf, and CPpdf sections to obtain the total PDF for each
species (signals and backgrounds) times the correspoyigdthtvariable,
declared iryieldvar.

e fitpdf: the PDFs declared iaxtendedpdfire summed to obtain the final
extended PDF for the fit.

¢ simfitpdf. in this section we declare special PDFs for simultaneosis.fd.
fits of different categories of events where each one is fitiéula different
fitpdf PDF. This is the case of the fit for different sub-decays. Tahd
we assign each PDF to the value of a discrete variable (tled)lab
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2. MFDataFile: this class performs the reading of input events from the ROO

files. It verifies the correspondence between declaredhlasaninput andcat-
egorysections and the variables of the tree in the ROOT file. If morsroccur,

it performs final cuts on such input variables, the best aatdichoice selection
(if requested) for events with multiple candidates (we cakena random selec-
tion or using a best? selection), calculate the correlation matrix for the input
variables, write in an output file two samples: one for eveifiisr the cuts and
the other one after the best choice selection (correspgridithe final sample
for the fit).

. MFModels: this class instances all PDFs declared in the se&iBYSpdfpdf,

CPpdf extendedpdfitpdf, andsimfitpdf It controls if the number of parameters
for each PDF is correct. This class performs also the gdparaf events from
PDFs and the drawing of a PDF.

. MFFits: the goals of this class is to perform the ML fits for a singleiafale

or the extended ML fits for the yields extraction. In this slage also have
defined the MC toy experiment procedures, branching frastemd upper limits
calculations, likelihood function plots, contour plotstbé likelihood function,
and output of the fit results.

Now we will describe some functions bf Fi t . Further description can be found
in the web page

http://pcbabarl. m.infn.it/lazzaro/ M Fit

5.6.1 Making PDFs

After launchingM Fi t executable, the program shows a text menu with different
options. The option “1” allows us to perform the fit of the distition of one variable.
After reading the configuration file (in this case mipdf.cfigho errors occur during
the configuration file reading, the program asks which véiate want to fit and
which PDF we want to use. At the end of the fit, a plot is visweadinf the distribution

of the variable with overimposed the PDF. In the plot are ghaiso the values of the
PDF parameters and thé value calculated between the distribution and the PDF. We
can choose the number of bins for the distribution (just @lgical reason because the
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fit is unbinned) and the logarithmic scale for the y-axis. Plagameters of the PDF
can be copied in the file mifit.cfg to perform the rest of thelygsia.

5.6.2 Making Fit

The option “2” ofM Fi t is used to perform extended ML fits. In these fits we extract
the numbers of yields of each event hypothesis and the valuB® Fs parameters
which are floating (like the time-depender® parameters andC). After choosing
the option “2”,M Fi t asks (in order):

- if we want to apply correction for MC/data matching. Thisifay is requested
if in the configuration file we have declared PDF parametetis WiC/data cor-
rections.

- if we want the results of the fit in blind or unblind mode.
- the extended PDF (declaredfitpdf or simfitpdf) to use.

When the fit is completed, the results are shown. After thad, possible to have the
statistical significance, the branching fraction and th 9L upper limit for the yield
variables, and the scan of likelihood function for a spedificariable.

5.6.3 Making MC Toy Experiments

The third option ofM Fi t is useful to study the causes for biases and correlations
with respect to the results. In other words, we want to vealfyhe hypotheses done
on the PDFs and the lack of knowledge on the parameters.siuhy we use a statis-
tical technique called “MC toy experiments” generation.this method we generate
several samples of data (with the data generated from PDd/srataken from MC
data samples) and we fit on them. Since we know the compositithre sample (how
many signal and background events are inside it), we expatthe distribution of the
results of the fits should be a Gaussian distribution withtre¢wvalue as used in the
generation of the events. Eventually, biases obtaineddsetthe mean of this Gaus-
sian and the values used in the generation of the events astdeoed as systematic
effects. We can decide also to correct the final results iditlos real data to take in
account these biases. These studies are applied to yisldssrand to the parameters
SandC.
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5.6.4 Making Projections

The option “4” ofM Fi t allows to draw projections orPlots of variables.

In case of the projections, it is necessary to work in two stdfirst of all, if we
want to project a variable, we need to emphasize the signal in the data sample with
respect to the background. For this reason we apply a cukelhiood function’,
evaluated without the: variable. So, the first step consists in the evaluation of the
cut value onL: we use a sample of signal and background events generated fr
PDFs to optimize this cut. After that, the second step is fayathe cut to the data
and then show the distribution of the variablevith its signal and background PDFs
superimposed.

The sPlot consists of an event-weighting technique where we use thariemce
matrix and PDFs from the ML fit to determine a probability fach event [82]. We
use these probabilities to draw the distributions of théaldes where their points with
errors are normalized to the yield results. For this cader @hoosing the variable
we want to draw, an extended ML fit is performed on the data,revkiee likelihood
function is evaluated without the variable to draw. The itssof this fit are used to
draw thesPlot.



Chapter 6

Discriminating variables and Events
Selection

6.1 Introduction

In this chapter we will describe the discriminating varedblused to separate signal
from background events. We will consider both kinematical eopological variables.
The analyses show two different kinds of background: cantm backgroundte~ —

qq (¢ = u, d, s, ¢) and the background coming from othere~ — bb — BB events
with charm or charmless final states (non-continuum baakun

At 7' (45) resonance energy, we have a numberof- — ¢g events about three
times with respect td& B events. Theg continuum background can be studied using
collected data under the resonance (off-peak data), whiléhk study ofBB back-
ground simulated Monte Carlo data is used.

Topological variables describe the spatial structure efetvents and furnish a sep-
aration betweei B events and the continuum background ones; kinematicalblas
allow us to discriminate signal from non-continuum backgrd and further from the
continuous one.

6.2 Topological variables

From the kinematical study aftfe~ — ¢g we deduce that background and signal
events have a different geometry. Since beam energy in ttercef mass (CM) is
equal to 10.580GeV, kinetical energy at, dd, s3, cc (udsc) pairs’ disposal is very

117
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Figure 6.1: Schematic topological rappresentations'ef — ¢g (left) ande*e™ —
Y (4S) — BB (right).

high: the event jets will be almost anti-parallel. In theead a procesgte™ —
T(4S) — BB the kinetical energy fo3 mesons will be low, so, the event will be
much more isotropic. This fact is illustrated in fig. 6.1.

These different spatial distributions of the particleshe final states allow us to
define some topological variables used for background gsgpn. In particular, in
our analyses we use:

¢ the cosine of angle between the thrust axis offheandidate and the thrust axis
of the otherB in the eventgos r;

e the Fisher discriminant.

Both variables are described in the following sections.

6.2.1 Thefr angle

The thrust axis is defined as the vergawhich maximizes the value of varialjlé the
thrust, defined in the following expression:

T = max M (6.1)
=1 >, il
wherep; are the particles momenta used to calculate it. We condidekt which is
the angle between the thrust axis of thecandidate and the thrust axis of the rest of
the event (the particles not belonging to the reconstruttedndidate), calculated in
CMS frame. For the thrust axis determination we use theimnédions from neutral and
charged particles of the event. Thes 6r| variable has a nearly flat distribution for
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BB events while it is sharply peaked at 1 for continuum backgdoevents (fig. 6.2),
for the reason explained above. So this variable gives agtgscrimination power
between signal and background events. Usually the@stdr| < 0.9 is applied, but
in some cases of high continuum background contribution seeatighter cut value.

OllLI\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

0.1

0.08

0.06

0.04

o b L T g

0.02

-

P ETENLL o i IR

B A X [ R
05 06 07 08 09 1
|cos6,|

R
o
e
ofF
NE
O
w
of
N

Figure 6.2: Comparison ¢tos 61| variable calculated foB B MC signal events (blue
solid line) and off-peak data (red dashed line).

6.2.2 F Fisher Discriminant

The F Fisher discriminant is a statistical method used to disicrate the events in
two hypotheses, signal and background. In general, folyeesonstructed event we
need to decide if it agrees better with signal or backgrowpbthesis. To do that,
we introduce astatistical test(x), function of severak event variables. Such a func-
tion will have different distributions for those two hypetes. The simplest choice is
represented by Fisher discriminant that is a linear contioina of more variables:

F=Y am (6.2)

whereq; coefficients are chosen in the way to maximize the separaitween?
distributions in signal and background hypotheses [83, 84]

In the variables choice we consider quantities that furagsimformations on topo-
logical shape of the event. In our case we use 4 variablesalibelute value of the
cosine of the angle between the reconstruétezhndidate direction and the beam axis
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(| cos 0p]), the absolute value of the cosine of the angle between thetthxis of the

and L, with L,, defined as:

= > pix|cos(6;)]" (6.3)

i=ROE

where the sum is over the list of the rest of event (all tragid reutrals which do not
belong to theB candidate)p; is the momentum of particle andé; is the angle be-
tween the direction of particleand the thrust axis of thB candidate. These variables
are shown in fig. 6.3.
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Figure 6.3: Variables used in tl#€ calculated forBB MC signal events (blue solid
line) and off-peak data (red dashed linéyos 03|),
bottom left; Ly, bottom left.

Our Fisher discriminant has the following form:

F =0.367-(1.60287 | cosOc|+ 1.89495 - | cos | — 0.66531 - Lo+ 2.6685 - Lo) — 1.3
(6.4)

where the coefficients are optimized on samples of MC sigraaits and off-peak data,

and they are chosen in order to have the signal and backgadisimitbution of 7 with
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average in-1 and+1, respectively.

It was noticed thatF defined in eq. 6.4 is correlated with the tagging category.
We recall that our tagging algorithriiag04, described in section 2.4.1, divides the
events in six categories, plus untagged events. We idethiifye categories with the
numbers from 63 to 69, respectively. The correlation isstllated in fig. 6.4 for the
modeB* — 7, K*. The plots show the fitted mean of a bifurcated Gaussian t¢the
distribution for eachlrag04 tagging category, for signal and continuum background.
A linear polynomial is fitted to the distributions, showirgetdifferent slope for signal
Monte Carlo and off-peak events.
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Figure 6.4: Variation of the mean of a bifurcated Gaussiaedito theF distribution
for each tagging category, for signal MC (left) and off-peakents (right).

Since in our measurements the reconstructed data sampldsm@inated by con-
tinuum background events, the correlation in continuumaéstimportant to remove.
We therefore use the parameters from the off-peak sampttitace the first order of
the correlation between the shape of the Fisher distribwgiad the tagging category,
applying a correction oF done on a category by category basis. For each tagging
category, we shift the value of such that the distribution for all category have the
same average. We define the new Fisher varigbfeas

F' = F + §(Catragon), (6.5)

LIn the following chapters we will use the simpfenotation to indicater”.
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where

) CatTag04 =63

0(Catpagos = 64
0(Catpagos = 65
4]

d(Catragos = 67

o)

CatTag04 =68

( )
( )
( )
(Catragos = 66)
( )
( )
d(Catragos = 69)

= +0.010,
— —0.294,
— —0.070,
= —0.005,
= —0.024,
= +0.008,
= 40.106.

The values of the corrections are obtained from an averageeotentral values of
distributions for each category of different mode9{ modes). The distribution of’

is shown in fig. 6.5.
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Figure 6.5: Comparison of” variable calculated foB B MC signal events (blue solid
line) and off-peak data (red dashed line).

We checked that the correlation betweenffienean and the tagging category was
reduced for continuum. Figure 6.6 shows the fitted mean ofuadaited Gaussian to
the ' distribution versus th&ag04 tagging category. The correlation for contin-
uum is clearly small compared to that #f and the mean is also more constant over
categories than it is foF. The residual variations come from the fact that the plot
shows the mean of a fitted bifurcated Gaussian while the ciiwrewas obtained from
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an average of several distributions for each category éreifit modes. Finally, we
determined directly from the signal and off-peak data threetation betweer” and
theTag04 tagging category. Foy;,,ngJr_ mode we obtain the raw correlations given
in tab. 6.1. We conclude that the dominant correlation betvwtbe Fisher discriminant
and the tagging category better removed with the variable
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Figure 6.6: Variation of the mean of a bifurcated Gaussi&edito theZ” distribution
for each category, for signal MC (left) and off-peak datgl{t).

Correlation ofCat(Tag04) and
Mode Data F | F!

0, KU, | SIGMC | +1.6% +14.8%
OFF | —13.7% +1.0%

Table 6.1: Correlation betweef or 7' and the tagging catego§at(Tag04), for
signal MC (SIGMC) and off-peak data (OFF).

6.3 Kinematical variables

The B candidates are characterized kinematicallyX¥ andmgs. These two vari-
ables are defined in order to minimize the correlation betvtkem.
The invariantA E is defined as:

2qrus)qB — S
A = ——~"— .
N (6.6)

wheregrssy andgp are four-momenta of th€(4.5) and theB candidate. We require
|AE| < 0.2 GeV (—0.01 < AE < 0.04 GeV for BY — 1’ K? analysis). In the fig. 6.7
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we can see thah F' presents essentially a Gaussian distribution for the Sigrents
while a linear polynomial is used for the continuum backgmbun B° — 7' KY mode,
where we apply @& mass constraint to reconstruct the events, the backgrdwayks
of AF is described by an Argus function [80], defined as:

F(z)=CaV1—a2 ¢ t0-2%), (6.7)

whereC' is a normalization factory = 2AFE/./s, and{ is a shape parameter. Also
this distribution is shown in fig. 6.7.
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Figure 6.7: Comparison ok £ distributions for modes withouk® meson (left) and
B° — 1/ K? mode (right) forB B MC signal events (blue solid line) and off-peak data
(red dashed line).

The mgs is the beam-energy substituted mass, computed in the LABe&rand
independent of mass hypotheses assignd¢l tandidate daughters:

$/2+ Prus)  Ps)?
T(45)

wheres = (qY(4s))2 is the square of the CM energyy.s) andpp are three-momenta
of the7'(45) and theB candidate in the LAB frame anbly(s) = qy(,s, is the energy
of theT'(45) in the LAB frame. We requiré.25 < mgs < 5.2893 GeV/c?. Because
of reconstruction technique usedif analysis, there is a strong correlation between
AFE andmgs in B — n'K? modes. For this reason in this analysis we don’t use
mgs Variable. The comparison betweery;s distributions for signal and background
is shown in fig. 6.8; essentially the signal is described byaassian distribution while
an Argus function is for the continuum background.

The selection cuts foA £ andmgg are in general quite loose to allow a high effi-
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Figure 6.8:mgg variable distributions fo3 B MC signal events (blue solid line) and
off-peak data (red dashed line).

ciency and to provide sufficient events in the sidebandsacetiterise the backgrounds
well.

6.4 Events selection

After the cuts applied during the reconstruction (preliamncuts), described in the
section 4.4, tighter cuts are applied to produce the inpmagimum likelihood fit.
We can distinguish between common cuts applied to all asalgad specific cuts for
the selection of the events for a particular analysis. Iridhewing we will describe all
these cuts. The efficiency for each cut can be found in secfighl and 8.5.1 for the
branching fraction and time-dependéii? asymmetries measurements, respectively.

6.4.1 Preliminary Cuts

The preliminary cuts are applied during the events recaostm, described in the
section 4.4. We show here further cuts applied during thenrgticuction not mentioned
in that section.

¢ A minimum number of charged tracks in the event (frGoodTr acksVer yLoose
list) > max(3, Niracks in the B decay mode + 1]. This cut allows to reduce the back-
ground frome*te™ — 77~ events.
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| cos fp| < 0.9 (| cos fp| < 0.7 for n, 7, K* analysis).

E, > 0.050 GeV forn,.; £, > 0.100 GeV for ..

5.25 < mgs < 5.29 GeV/c? (not applied inB® — 7' K% modes).

|AE | < 0.2 GeV (—0.01 < AE < 0.04 GeV in B — 1/ K? mode).

Reject events with zerg? B vertex probability;

6.4.2 Selection Cuts

The reconstructed events are selected with further cutsstwichinate signal from
background events. Most of these cuts are common to all ses\lyike charged par-
ticles indentification and daughter resonances mass cutsvever, some analyses
require further specific cuts, like for primasyselection iny") Ky analysis, K selec-
tion in ’ K? analysis,K* selection iy K* analysis. Further cuts are specific for the
TD analysis ofy’ K°. In the following sections we will report the value of common
and specific cuts for each analysis.

Common Selection Cuts
These are the common selection cuts applied to all analyses.

o Event-wide cuts

— Charged tracks froms,, 7, .., and p® candidates satisfy electron, kaon
and proton vetoes, by using particles indentification (F$Blectors with
criteriat i ght for electrons and kaons, ane@r yTi ght for protons.

— Both charged tracks fromp candidates satisfy electron, pion and proton
vetoes, by using PID selectors with critetringht for electrons and pions,
andver yTi ght for protons.

— Primary kaons inB charged modes satisfy electron and proton vetoes, by
using PID selectors with criteritii ght for electrons andrer yTi ght
for protons.

— Primary kaons inB charged modes are identified as kaon by using PID
selector with criteria i ght . This selection is not applied in thg K+
analysis, where the selection is described below.
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— E,>0.030 GeV for ¥ (E, > 0.050 GeV for 7¥ in nKv analysis).

- E, > 0.100 GeV for n,, (£, > 0.030 GeV for n,, in n'n'K analysis;
E, > 0.050 GeV for ., inn'¢, K9, ' K2, ) K~ analyses).

— E, > 0.200 GeV for oy, (E, > 0.100 GeV for n;, K analysis).

- —4<F <5

e Daughter resonances cuts

— p’mass between 0.510 and 1.06@V/¢* (between 0.470 and 1.00BeV/ ¢
for n;ng time-dependent’P asymmetries analysis).

— The p° helicity H, = cosfy (cosine of theo"’s rest frame decay angle of
a pion with respect te’ flight direction) with|H,| < 0.9. This variable
has a(1 — H?) distribution for the trug candidates, while it is flat for the
combinatorial background.

— 7% mass between 0.120 and 0.16@V/¢? (between 0.120 and 0.155¢V/ ¢?
for 7° from K?).

— n mass between 0.490 and 0.6G@V/¢? for 7., (resolution 0.013GeV/c?)
and between 0.520 and 0.578:V/c? for 73, (resolution 0.004GeV/c?).

— For primaryn,, from B we apply a cut on helicity<{, = cosfy (cosine
of the angle between the direction of gndaugther with respect to the
flight direction of B in the ) meson rest frame) df,| < 0.9. This cut
reduces the asymmetrig., i. €. to remove random combinations 9f
reconstructed with soft photons.

— 1,,, mass between 0.930 and 0.990:V/c* (between 0.910 and 1.000
GeV/c* for 1/, K~ analysis; between 0.910 and 0.98@V/c* for 7/, ¢
analysis; between 0.930 and 0.98@V/¢? for n,, K analysis) (resolution
0.008 GeV/c?).

.= Mass between 0.930 and 0.990:V/c* (between 0.945 and 0.970
GeV/c? for 1, . K analysis) (resolution 0.00&eV/ c?).

— ¢ mass between 1.005 and 1.08%V/c?.

— For K7, _ we considerk’) mass between 0.486 and 0.5@@V/¢?, fit ver-
tex probabilityy? > 0.001 and flight length> 30.

— For K7, we apply the cut on mass between 0.468 and 0.G28/ .
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Specific Selection Cuts for") Ky analysis

e Primary photon cuts

— Energy of the primary photon in CMS system6 < £ < 2.7 GeV (see
fig. 6.9 for examples of the photon spectrum in our modes).

— Cluster without noisy or dead crystals.
— Primary photon cluster second momen?.002.
— Cosine of primary photoé angle (laboratory) in the interval:0.74, 0.93.

— Distance of primary photon bump from all other neutral burapd tracks
in B candidate> 25 cm.

— 7Y veto: the photon combining with all other neutral clustgr{ 50 MeV)
should not make a” with mass between 0.115 and 0.16%V/c?.

— nveto: the photon combining with all other neutral clust@rt 250 MeV)
should not make an meson with mass between 0.507 and 0.58%/ .

e Daughter resonances cuts

— 7% veto forn,,: to suppress background fromt in the decays)., Ky we
used ar’-veto. Using ther® candidate list, we cut an candidate in the
event if in the same event we have a fast enouglfp* > 0.8 GeV/c)
which overlaps with the) candidate. This cut allows to reduce the back-
ground fromK*(892)~y (K*(892) — K=) of about 40% and to reduce the
efficiency of about 12%;

— Momentum ofy or 7’ in CMS frame greater than 0@eV/c (0.6 GeV/cin
modes withy, ). Examples of distribution of this variable for our modes

are shown in fig. 6.10. This cut has been optimized using themzation
of statistical significance. A plot of this optimization isav in fig. 6.11.

— We have calculated the efficiency as a function of #einvariant mass
(whereX, represents the systefft) K) for the given MC simulated events.
The distribution of the reconstructexi, invariant mass has been divided
(bin per bin) by the distribution of the same invariant massimed directly
from MC list. The results of this procedure is shown in the .figd.2—
6.15. Drops in efficiency at largei” andn’ K masses reflect the effect of
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the reconstruction and the 1.6 GeV cut in CMS on the energyiofgry
photon. To limit the phase space to valuesXQfinvariant mass for which
the efficiency is reasonably high we cut just below the poihere the
efficiency drops (last binyny, < 3.25GeV/c2. Examples of distribution
of this variable for our modes are shown in fig. 6.16.

— The decay modes’ Ky have an irreducible background from the decay
J/y K with J/¢ — n'~ (see section 7.6.3 for a discussion about this back-
ground). We introduce a veto to reduce this backgroundingudn invari-
antn’~y mass between 2.919 and 3.2@5V/c? which is about 3 (o of the
reconstructed/ /¢ mass, see fig. 7.2) around the nominal value ofhe
mass.
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Figure 6.9: Energy photon spectrum in CMS frame for K%~ mode (left) and
n;wKiy mode (right): black dashed line refers to MC signal evergd, solid line
to on-peak data.
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Figure 6.10: Momentum of) in CMS frame fory., K=y mode (left) andy, K+~
mode (right): black dashed line refers to MC signal evergd,solid line to on-peak
data.
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Figure 6.11: Optimization of the cut on momenturmah CMS frame forn K~ anal-
ysis, using the maximization of statistical significancetfiis case we show the opti-
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Figure 6.12: Efficiency as a function df,(nK?) effective mass in the decay mode
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P

Specific Selection Cuts for/ K? analysis

Forn' K? mode, we consider specific further cuts to suppress the bawckd.

e cut on transverse Missing Momentuf)’ . We calculate thek? missing
momentumpP,,,;,s from all tracks (GoodTr acksLoose) and EMC clusters
(Cal or C ust er Neut r al ) excluding theK? candidate. Then we project it
onto the axis of the{? candidate in the transverse plane to the beam direction
and we subtract from this projection the transverse monmewfithe K° candi-
date. In this way we obtain the transverse missing projectechentum?”.’ .

We show in fig. 6.17 the comparison between the distributfoR’t)’ for off-

peak data and MC signal events. We optimize the value of theising the
statistical significance. We use MC signal events as sigraite and off-peak
data as background events. The optimization is shown in fi@.6'he best cut

is —0.5.

e cut oncosfp, . < 0.95, defined as the cosine of the polar angle of missing
momentum with respect to the beam direction in the laboyattame. The
variable distribution is shown in fig. 6.19.
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e we cut on the output of a Neural Network (NN) to suppress tlogpaund from
fake K in EMC. We use the TNeuNet package [85], which gives smatl fee
ward networks using the common learning method of vanillzklgopagation
and working in the ROOT framework. The net has 7 input vagafl layer with
10 hidden units and only one ouput, trained to give O for bemkigd events and
1 for signal events. The input variables used are:

— Number of crystals

— Second moment:
> B}
> B
whereFE; is the energy of crystalandr; is the distance of crystalto the
cluster center.

— Lateral moment:

Zi:Q,n E; - 7’@'2
(D imop B 77) +25(Ey + Er)’

with the crystals in descending energy order.

— S1/S9: The energy of the most energetic crystal (S1) divided by tieegy
sum of the 3x3 crystal block (S9) with the most energetic tedys it's
center.

— S9/S25: The energy sum of the 3x3 crystal block (S9) with the most
energetic crystal in it's center, divided by the energy suithe 5x5 crystal
block (S25) with the most energetic crystal in it's center.

— Zernike moment&y|, |Z42|. The spatial energy distribution of a cluster
can be developed as a serie of Zernike polynomials:

E(.TE, y) — Z Zn,m . Cn,m(r7 (b)?

n,m
wherer is a dimensionless parameter between 0 and 1.

The variables are shown in fig. 6.20 for MC signal and off-peagnts.

For the training we use eventsyjf K7 mode. The training configuration is the
following: 1000 events for both signal and background sa&spk training sam-
ples and independent samples of 400 signal events and 4@@rbaad events
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Figure 6.20: Comparison between Neural Network variabdesMC signal (black
solid line) and continuum background (red dashed line)féselection iny’ K° anal-
ysis.

for validation. We use off-peak events for background evemd MC signal
events as signal events. The learning parameter is 0.05 arave performed
5000 cycles for the training. In fig. 6.21 we show the NN erransl the effi-
ciency versus background rejection power plot. The outpth@NN is shown

in fig. 6.22. We apply a lower cut on the NN output in order tor@ase the
purity of the K? sample, and this selection has been optimized accordirtgto t
statistical significance. The results of this study are shimwig. 6.23. The best
cut is found to bé).4. This cut retains 88% of the EMC events (from MC signal
events) and rejects 50% of EMC events of the on-peak samiples. consider
also IFR events, the effect of the cut for the signal events i®tain 92% of
events.

To check our NN, we have reconstructetl — .J/i) K events as control sample.
We use the same events selection as in the standard andlifss mode [112],
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Figure 6.21: Left: Neural Network Error as a function of thember of training cycles.
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Figure 6.23: Studies of Neural Network variables for the fdéNetwork optimization
(only EMC events) fommKS mode.

but a tight cut on//ip — (1~ invariant mass in order to reduce the combinatoric
background and to improve th€? purity of the sample3.040 < m(I™l™) <
3.162 GeV/c? (aboutd.0c from nominal mass). For th&? selection we use our
reconstruction technique. Most of the background comem fsther B decays,
especiallyBO+) — Ji K*O+) with K* decaying intok%r [112]. These
events therefore are good candidates for Efircontrol sample. Of course, we
are interested to the events where #ig is reconstructed in EMC. We show
in the fig. 6.24 theA F distribution for these events after the selection. In the
figs. 6.25 and 6.26 we show the comparison between the inpables of NN
and the output of NN fory, K7 MC signal events,/J/: K7 MC signal events
andJ/y K° on-peak events. For the last sample we requiv®| < 0.01 GeV.

We fit the AE variable using a Crystal Ball PDF for signal events and an
Argus PDF for background events in order to extract the ifbacof .J/i) K?
signal events in the input sample. In this way we don't comsftoperly the
background because we should consider two components kftoamd: the
inclusive-J/» background component (dominant) and the nign-background
component. However we want to have just an estimation of itheakevents

2A Crystal Ball function is a Gaussian with an exponentidl tai
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fraction. In the fig. 6.27 we show an example of such a fit. Theupaters
of the exponential tail are taken from a fit # K MC events using only a
Crystal Ball PDF (fig. 6.27). The parameters of the Gaussiarirae in the fit
to real data, in which we don’t use any cut on NN. Then we fix tlethe other
fits, in which we cut on NN. The Argus parameter and the sigraadtion are
determinated for every fit with different NN cuts. In the t&l2 we show the
signal fraction when we apply different cuts on NN output. Wém see how
the signal fraction increases applying tighter cuts. This be also seen in the
fig. 6.28.

| BY - JyK] |

160

140

120

100

80

60

40

20

o

|
0 0.02 0.04 0.06 0.08
AE (GeV)

Figure 6.24:AFE distribution for B° — J/) K° events. The sample is composed of
3913 events.
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# EMC Crystals

Figure 6.25: Comparison between Neural Network variatrbes;JWKE MC signal
events (black solid line)//» K° MC signal events (blue dashed line) ait K on-
peak events (red dotted line). For the last sample we reglif8 < 0.01 GeV.
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Figure 6.26: Comparison between Neural Network outputrfgr K7 MC signal
events (black solid line)J/w K MC signal events (blue dashed line) aft K? on-
peak events (red dotted line). For the last sample we regyifg < 0.01 GeV. The
three distributions are normalized to the values of the bimigponding to 0.7.
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Figure 6.27: LeftAFE fit of J/ K? data using a Crystal Ball PDF and an Argus PDF.
No cut on Neural Network output is applied. RighkE fit of J/ K° MC signal
events using a Crystal Ball PDF.

NN output cut| # on-peak events Signal fraction (%)
No cut 3913 36.5+14
0.05 3827 36.6 1.5
0.10 3609 36.9+1.6
0.15 3410 37.7+1.6
0.20 3244 37.7+1.6
0.25 3064 38.3+1.6
0.30 2882 384+1.8
0.35 2690 38.8+ 1.8
0.40 2480 39.7+1.9
0.45 2244 40.0 £ 2.0
0.50 1946 42.0 +2.1
0.55 1639 42.6 £ 2.3

Table 6.2: J/i K? signal fraction when we apply different cut on Neural Netkwor
output.
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Figure 6.28.J/¢ KY signal fraction as function of the cut on Neural Network autp

Specific Selection Cuts for) K* analysis

For the charged kaon iB* — 7' K* decay, besides the electron and proton vetoes,
we have also done the following requirements:

e number of measured DIRC Cherenkov photons at least equal to 5

¢ We measure the DIRC Cherenkov andle with his erroro,, and expected
values for kaon hypothese®(), and we calculate the pull, defined as:
Oc — 0
pully = =K. (6.9)

0’90

The pull is corrected for momentum, polar angle, charge aedtaun number
dependences with a prescription ## resolutions and offsets from expected
values for kaons and pions. The distributions of the pullﬁt;gHKi andn;wwi
MC signal events are shown in fig. 6.29. We require the pullganside the
range[—>5, +2] for pion and badly reconstructed candidates rejection. Miealsl
note that the branching fraction of theé*t — »'7* mode is about 20 times
smaller thanB* — ' K* one. We will take in account the background arising
from the misidentification of the kaon in pion as systemadfiect.

Specific Selection Cuts for’ K° TD analysis

The following cuts are specific for TD analysis:
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Figure 6.29: Distributions of the pull of DIRC Cherenkov &nij kaon hypothesis for
the primary charged track @%Ki (black solid line) anoly;wwi (red dashed line) MC
signal events.

o |At| < 20 ps;
e At per-event erroba; < 2.5 ps;

e We consider only tagged events.
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Chapter 7

Branching Fractions and Direct CP
Asymmetry Measurements

7.1 Introduction

We describe in this chapter measurements of branchingdrecand charge asym-
metries in charmles® meson decays tg' K°, ' K+, nK%y, nK*~, and the results
of a search for charmless quasi-two-bady meson decays t9K°, nn, no, n'¢, for
charmless radiativé&8 meson decays tg' K%+,  K*~, and for charmless three-body
B meson decays tgn' K°, n'nY K*, all through the decay modes shown in tab. 4.1 and
tab. 4.2 We extract the signal yields and the charge asymmetrieg @smaximum
likelihood (ML) fit.

The large amount of data already accumulatedhi&ar allows the study of rare
charmlessB decays to pseudoscalar—pseudoscalar (PP) mesons andgssad-
vector (PV) mesons. Several groups studied these decays\and theoretical pre-
dictions for branching fractions under different hypo#t®sSome groups study these
decays using flavor SU(3) symmetry [14, 86]. Other group< lihsir calculation
using the factorization approach [87]. Recently two QCDrapphes have been pro-
posed: perturbative QCD [88] and QCD factorization [15,. 8Bije rates of some to
these modes appear also in the calculation of upper bountteeateviation of thes
parameter, measured in the time-dependent analysis-ofs decay modes, from the
sin2/3 value [13, 14]. In particular, thé&8° — nn rate, studied here, appears in the

'For the Y K modes we use the dominant decay modes wjith— 7, 7" 7=, n' — p°,
K°— K —ntn—.

145
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calculation of upper bound on the deviation of thearameter measuredink® (see
section 8.2 for a description of this upper bound measurémen

There is an important issue related to the branching frastidn ") ' (charged and
neutral) modes. Since the discovery®f— »' K in 1997 [17] with high branching
fraction (higher than expected), it was found that the coeding mode withy is
suppressed. This fact was pointed out by Lipkin in 1991 [18].particular, using
arguments concerning the— ' mixing angle and the parity ok or K* we can say
thatn’ K andnK* are enhanced, whileKK andn’ K* are suppressed. This scheme is
experimentally verified. The branching fraction of all taesodes has been already
measured, butthB® — nK°. Soitis important to measure also this mode to complete
the scenario.

Radiative B decays have an important role in the test of the Standard Mide
electroweak interactions. Inclusive radiatiBedecays, proceeding mainly trough—
sv, have already been measured [36]. Only a few exclusive fiadés have been
considered so far [41]. Such decays are interesting alsthéopossibility to study
mixing-inducedCP violation [19]. Here we study the radiativé decays to)K~ and
n K.

As shown by T. Gershon and M. Hazumi [20] time-dependeéRtasymmetries
can be measured in a}® — P°P°X° where P’ and X° are CP eigenstate, spin O,
neutral particles. So far the time-depend@ftasymmetries have been measured only
in the modesB® — 77K and B® — KYK?K?Y [41]. Here we report the search of
B — n'n’ K modes.

In the charged channels direcP violation can be detected as a charge asymmetry
from the time-integrated decay rate differences betweevtb charged modes:

(B~ = f7)-T(B"— ")
(B~ = f7)+T(B* — )

Ach = (7.1)

In this thesis work we measure the charged asymmetrieg*for n' K+ and f* =
nK=*~. Standard Model estimates are quite small however [89, 90].

7.2 Previous Results

The measurements for theK modes are updates of previoBaBAR measurements
with an integrated luminosity of 82 fid [91]. These previous measurements are sum-
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Mode Sig. Yield e x [[Bi(%) B x1075 A, (%)

W, K° 15517 2.32 76 £ 8
M KO 48£8 1.32 4247
' K° 6146
W, K+ 5431 7.08 82£5 63%59
M K* 26819 4.35 71£5 —01+6.38
W K* TT+4 37445

Table 7.1: PrevioudaBAR results forB decays ta)’ K. We report number of signal
yields, detection efficiency, daughter branching fraction produff 5;, measured
branching fractiorB, and charge asymmetry (only charge modes) with statisticaf
for each decay mode. For the combined measurements we gibeahching fraction
and charge asymmetry with statistical uncertainty.

marized in tab. 7.1.

The previousBABAR results for the other PP and PV modes studied here are sum-
marized in tab. 7.2. The measurements have been done usingggrated luminosity
of 82 fb~! for nn, ne, "¢ [92] modes and 211 fif for nK° mode [93].

There are not previouBABAR measurements foB — nK~ modes. Previous
measurements have been published by Belle Collaborat&nsing 253 fo!, which
observed these modes for the first time. The results are simoiah. 7.3.

There are not previous measurementsialecays to) K~ andn'ny K, which are
measured for the first time.

7.3 Data and Monte Carlo Samples

The analyses presented in this document are based on th¢éallatabyBABAR in

the period 1999-20068RUn1- Run5). We processed both the data and Monte Carlo
samples. The reconstruction is described in chapter 4. m2pg on the modes, we
use different integrated luminosities for on-peak data:

e /'y’ K: 207 fo !, 228 & 3 million of BB pairs.
o K,n"K~:211 fbo!, 232 & 3 million BB pairs.

o nK% nn,ne, n'¢: 288 fb ', 324 + 4 million of BB pairs.
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Mode Sig. Yield €(%) [[Bi(%) S B 90% CLU.L.  Th. Pred.
K9 141785 275 135 23 1.6759
m KO 42738 210 78 14 11758
nK° 2.6 1.5+0.7+0.1 2.5 1-2
Tty —T51g9 216 155 0.0 —2.4723
Mae 06785 169 179 0.1 0.4725
N3rm3r  —0.1155 123 51 0.0 —0.4+43
m 0.0 —09%+07 2.8 0.06 — 14
Mo —1017530 297 194 0.0 —2.0%7
e —2.01F2 209 111 0.0 -0.975%
ne - — - 0.0 —1.473740.2 1.0 0.001 — 0.1
Mee¢® 05730 232 86 0.1 0.3777
1y & 8.018%5 220 145 1.2 2.8724
"' - - - 0.8 1575+04 4.5 0.001 — 0.1

Table 7.2: PreviouSABAR results forB° decays ta)K°, nn, né, ’'¢. We report num-
ber of signal yields, detection efficieneydaughter branching fraction prodddts;,
significanceS, and measured branching fractiBrwith statistical error for each decay
mode. For the combined measurements we give the signifianttesystematic un-
certainties included), the branching fraction with statad and systematic uncertainty,
the 90% CL upper limit (U.L.), and theoretical predictioBsanching fractions, 90%
CL U.L. and theoretical predictions are in unitslof . For the ranges of theoretical
predictions see refs. [94] and [95].

MC signal statistics used for the different modes can be setab. 7.4. For the
n") K~ modes we use in the generation the Kagan-Neubert modeM&H 2, = 462
and)\; = —0.39).

Several million of generi@ B MC events (charged and neutral) are used for back-
ground studies (about 5 times than the on-peak statistfes).more accurate back-
ground studies, we reconstruct specific exclughe MC events (see section 7.6).

7.4 Preparation of the input to ML fit

The events for each mode are reconstructed (chapter 4) sudexk(chapter 6). For
each event we can have more candidates due to the possiBlexrifcombinations of
the reconstructed particles of the event. To prepare thelgarfor the input to ML fits,
we have to choose one of these candidates per event (of coutlse case of multiple
candidates per event). In this way we obtain the final inpMldfits. In this sections
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Mode Sig. Yield e x [[B;(%) S B x107°
BY - Kty 81+£147 350+027 68 84+1572
B — K%~y 20970342 (08740.08 3.4 87
B— Knpy  102+167 4374031 7.7 85+1.3%)2

Table 7.3: Belle results foB decays tonK~. We report number of signal yields,
detection efficiency, daughter branching fraction produdt3;, significanceS, and
measured branching fractidh The first errors are statistical, the seconds systematic.

we will report the events selection efficiencies and mudtighndidates selection. The
reconstruction and selection of the events/fdt analysis have been done by another
group of theBaBAR collaboration which has participated to this analysis.

7.4.1 Selection Cut Efficiencies

We report in the tables 7.5—-7.14 the selection efficienmegéch cut applied to the
reconstructed events of on-peak data and MC signal. Exjiemnef the cuts is given
in section 6.4.2. The efficiencies for each row of the tabtecamputed after applying
all the cuts in the previous rows. For the signal MC samplegie in the final row
the raw efficiency, calculated as the ratio of the number eh&vinput to ML and the
number of generated MC signal events (table 7.4). ResulteédIC events are shown
in tables 7.5-7.9. The same informations for on-peak daalaown in tables 7.10—
7.14. For these tables the last row gives the number of cateticurviving to all cuts
and entering in the input to ML fit.
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n1,77r7rn1,77r7r K.(S‘) 7]7/77r7r 77;)7 K.(S‘) 7]7/77r7r 7]7/77r7rK:t ngwwn;nyi
117K 117K 117K 117K
n;rng—i-— n;nrﬂKg—i—— n;)yK:t n;mﬂKi
896K 1105K 145K 127K
Ny K0y N3n KOy Ny K0y N3n KOy
232K 232K 234K 234K
Ky Koy om, Kty o Ky
234K 234K 232K 234K
Ny K 2 N3r KK 2
134K 134K
Ny Ty Ny~ 137 N3xM3x
148K 148K 148K
Ty @ N3 @ Myen ® 1
74K 74K 74K 74K

Table 7.4: Monte Carlo signal events used for the differendes.

Table 7.5: Efficiency (%) and selection cuts (all candid@esevent) iny'n’ K MC

samples (see text for details).

Mnra Ty K8 Myn Ty KO | My e K5 ey K
Generated 117000 117000 117000 117000
Preliminary cuts 33205 60053 42409 62288
PID vetoes 93.9 90.2 91.9 80.1
PID Fast Particle 75.9 75.2
v energy 58.2 58.3
7 (1) mass 86.1 85.0 86.6 85.8
7 (2) mass 85.1 85.0
p° mass 96.3 96.6
p¥ Helicity 94.8 94.5
Nyrr (1) Mass 82.9 81.1 83.1 82.8
Myrr (2) OF1, Mass 80.3 76.2 81.3 78.0
K9 mass 95.2 95.9
K9 cuts 93.1 94.7
Fisher cut 99.4 99.4 99.5 99.6
Raw efficiency 5.7 7.1 6.5 5.9
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Table 7.6: Efficiency (%) and selection cuts (all candidates event) innK~v MC
samples (see text for details).

nw'yKSV 77377K2'Y nw'yKi'Y 77371-Ki7
Generated 232000 232000 234000 234000
Preliminary cuts 118293 60066 159635 85616
Fast Gamma cuts:
Energy 91.8 98.3 92.7 98.5
Second Moment 99.1 99.1 99.1 99.1
Cosine of theta angle 97.6 98.3 97.6 98.3
79 andn veto 86.4 88.2 86.8 88.6
Isolation from neutral bumps 94.1 94.6 94.6 94.2
Isolation from tracks 98.1 97.9 97.9 98.0
PID vetoes 97.3 96.3
PID Fast Particle 72.2 72.2
7Y mass 74.9 75.0
17 mass 87.5 97.0 87.2 97.3
n helicity 82.2 82.3
K9 mass 87.6 90.1
K cuts 92.0 93.3
Fisher cut 99.6 99.6 99.7 99.6
=0 veto forn.,,, 88.5 88.4
n momentum cut 67.0 78.6 68.2 79.8
X5 mass 99.5 99.6 99.5 99.7
Raw efficiency 11.0 7.6 13.4 9.3
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Table 7.7: Efficiency (%) and selection cuts (all candidgtesevent) iny’ Ky MC
samples (see text for details).

Men KOV o KOy | My K=y 1 Koy

Generated 234000 234000 234000 232000
Preliminary cuts 48237 40356 75461 95233
Fast Gamma cuts:

Energy 98.3 98.7 98.6 98.9

Second Moment 99.2 99.1 99.2 99.1

Cosine of theta angle 98.6 98.3 98.3 98.0

7% andn veto 87.0 87.9 87.4 87.9

Isolation from neutral bumps  94.2 94.5 94.4 94.4

Isolation from tracks 97.8 97.7 97.9 97.9
PID vetoes 98.4 94.7 96.3 82.7
PID Fast Particle 63.8 65.6
1 Of p Mass 91.5 99.3 914 99.4
p helicity 95.3 95.6
7’ mass 98.3 100.0 98.7 100.0
K? mass 84.9 84.1
K9 cuts 91.0 91.0
Fisher cut 99.5 99.5 99.6 99.6
1’ momentum cut 81.2 76.0 81.1 76.9
Xs mass 99.5 99.5 99.5 99.4
1’y mass veto 95.8 91.3 96.5 92.3
Raw efficiency 6.8 5.5 8.6 9.9

Table 7.8: Efficiency (%) and selection cuts (all candidasevent) inp K2 andnn
MC samples (see text for details).

7737TK(s) 77’Y'YK2 My TyyTi3e NM3a73m
Generated 134000 134000 | 148000 148000 148000
Preliminary cuts 39457 54063 | 50503 53267 37928
PID vetoes for piong  97.0 97.5 94.7
v energy 90.6 84.8 91.3
79 (1) mass 80.6 82.2
79 (2) mass 81.26 81.2
7 (1) mass 98.7 95.6 97.6 96.0 98.7
1 (2) mass 97.5 91.0 99.7
1 (1) helicity 90.6 91.4 90.9
71 (2) helicity 91.7
K9 mass 96.6 96.1
K? cuts 96.6 99.6
Fisher cut 99.9 100.0 100.0 99.9 99.7
Raw efficiency 18.7 28.4 22.1 19.7 12.6
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Table 7.9: Efficiency (%) and selection cuts (all candidaesevent) iny¢ andn’¢
MC samples (see text for details).

7737r¢

Ty ¢

Momn® M@

Generated

74000 74000

74000 74000

Preliminary cuts

25105 33965

24742 28433

PID vetoes for pions| 97.4 99.08  96.1
PID vetoes for kaons 99.2 99.3 99.1 99.3
~ energy 90.4 78.2
¢ mass 94.7 94.6 94.8 94.9
7 mass 73.9

p° helicity 97.2
pY mass 96.8
n helicity 91.8

7 mass 72.8 96.8 92.4

1’ mass 99.1 95.8
Fisher cut 99.9 99.8 100.0  99.9
Raw efficiency 21.9 33.7 24.4 23.1

Table 7.10: Efficiency (%) and selection cuts (all candiglgger event) inyn’ K on-

peak data samples (see text for details).

oy g R G N G
Preliminary cuts 28037 823999 103728 1096567
PID vetoes 70.3 61.2 70.3 57.7
PID Fast Particle 18.5 19.5
v energy 57.8 56.4
7 (1) mass 74.6 74.4 73.8 74.6
7 (2) mass 4.7 73.1
p° mass 90.5 90.5
p° Helicity 88.9 88.6
M (1) Mass 57.7 57.5 57.5 57.4
Nyrr (2) OF1, Mass 57.9 55.2 58.1 55.2
K9 mass 60.2 58.9
K9 cuts 38.4 40.0
Fisher cut 98.9 98.7 99.0 98.7
Events to fit 467 8741 1390 8913




154 Branching Fractions and DirectCP Asymmetry Measurements

Table 7.11: Efficiency (%) and selection cuts (all candigdaier event) im K~ on-peak
data samples (see text for details).

Ky 3Ky | 0y K&y g KEy
Preliminary cuts 294720 47624 794904 134579
Fast Gamma cuts:
Energy 81.3 89.5 81.9 90.5
Second Moment 91.9 89.9 92.2 90.5
Cosine of theta angle 95.9 97.1 95.2 96.6
79 andn veto 34.1 39.6 34.1 39.2
Isolation from neutral bumps  76.1 81.3 77.0 81.4
Isolation from tracks 92.6 91.0 91.9 91.0
PID vetoes 78.9 77.5
PID Fast Particle 17.2 15.7
7Y mass 66.3 65.0
17 mass 74.6 91.0 74.1 91.6
71 helicity 71.5 73.3
K9 mass 33.1 33.3
K9 cuts 42.1 39.8
Fisher cut 99.1 99.3 99.3 99.5
=0 veto forn.,,, 74.8 74.0
17 momentum cut 32.7 59.1 294 60.9
X mass 93.8 90.6 92.8 92.7
Events fo fit 786 310 2391 1108
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Table 7.12: Efficiency (%) and selection cuts)id(~ on-peak data samples (see text
for details).

Men KO 0 K3y | e K=y ) K&y

Preliminary cuts 22028 323605 62344 980341
Fast Gamma cuts:

Energy 86.4 92.3 88.3 92.8

Second Moment 91.5 91.0 91.5 91.1

Cosine of theta angle 97.1 96.6 96.5 96.1

7% andn veto 36.4 38.8 37.3 38.5

Isolation from neutral bumps  78.9 81.3 78.8 81.1

Isolation from tracks 91.9 91.1 90.7 90.7
PID vetoes 84.5 77.4 83.3 76.0
PID Fast Particle 12.2 14.5
1 Or p mass 77.0 97.8 79.4 97.8
p helicity 89.2 89.5
7’ mass 94.1 100.0 93.4 100.0
K? mass 31.3 31.9
K9 cuts 33.5 34.6
Fisher cut 100.0 99.4 99.2 99.4
7’ momentum cut 56.4 55.8 55.3 52.6
Xs mass 90.1 93.9 92.0 93.9
7'~y mass veto 96.6 92.5 94.2 91.3
Events to fit 119 2464 401 8792

Table 7.13: Efficiency (%) and selection cuts (all candigger event) imK° andnn
on-peak data samples (see text for details).

773TFK2 77V’YKS Ny MyyN3e N3x73x
Preliminary cuts 12700 28826 9238 10748 2177
PID vetoes for piong 66.6 71.9 51.4
~ energy 70.1 50.1 68.3
7¢ mass 68.6 73.2
79 mass 70.6 73.4
71 Mass 93.4 79.3 84.5 81.8 95.0
72 Mass 83.0 94.4 93.1
m helicity 79.7 85.5 79.3
12 helicity 78.5
K? mass 60.7 59.5
K? cuts 47.2 45.1
Fisher cut 100.0 99.8 99.7 99.8 99.8
Events to fit 1392 3333 2054 1990 421
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Table 7.14: Efficiency (%) and selection cuts (all candigater event) im¢ andn’¢
on-peak data samples (see text for details).

7737r¢ 77v'y¢ 771/771—71-¢ 77,Io»y¢
Preliminary cuts 10174 23322 | 4335 138109
PID vetoes for pions| 69.0 78.1 65.4
PID vetoes for kaons 91.5 91.2 92.5 91.6
~ energy 70.8 62.0
¢ mass 57.1 56.5 56.6 56.3
7Y mass 69.0
p° helicity 89.2
p® mass 90.5
7 helicity 78.8
7 mass 93.0 81.2 79.1
7’ mass 95.3 7.7
Fisher cut 99.9 99.9 | 100.0 99.9
Events to fit 2066 5231 1169 17111

7.4.2 Multiple Candidate per Event

We have analyzed the problem of multiple candidates pertexeanwve said above, for
each event we can have more candidates due to the possiBlexrifcombinations of
the reconstructed particles of the event. We have to chausefithese candidates per
event (the “best” candidate). To do that, in our analyses sesan algorithm based
on the best? quantity computed withy’ mass, and alsg mass in they, .. K modes,

or the B vertex probability fory’ K analysis and all other analyses, respectively. Note
that all these variables are not used in the likelihood fer ML fit (to avoid bias)
(section 7.7).

In this section we will report the efficiencies of the bestdidate selection. We
first make the choice of the best candidate and then look femtewvith MC truth? or
without MC truth. In some modes with multiple particles i tinal state we consider
as MC truth also events where there is a permutation of thec|ger (PP) inside th&
candidate. Events where tlieexchanges a track with the rest of the event are called
self-crossfeed (SCF) events. Efficiency of the candiddergen algorithm refers to
events which have one candidate with MC truth or which haveast one PP event.

We summarize in tab. 7.15 the number of combinations pertégedata and MC
signal events, the efficiency of the algorithm of selectimonsidering MC truth events
and MC truth plus PP ones) and the fraction of SCF events tiftebest candidate

2Events with MC truth are reconstructed with the same straasfithe generation.
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Mode # combs/event #combs/event efficiency SCF
(data) (MC signal) (%) (%)
MCtruth MCtruth+PP
M e S 0 1.78 2.00 80.3 82.7 42.6
I 1.48 1.66 82.3 84.0 42.7
e Ty B 1.74 1.92 82.1 84.1 40.9
M e oy K 1.47 1.59 85.3 86.6 39.8
1y K0y 1.09 1.13 96.7 - 18.7
N3x KOy 1.19 1.24 96.7 — 27.2
N K5y 1.09 1.14 95.6 — 19.0
Nar K £y 1.13 1.24 96.4 — 26.5
e 9 1.17 1.24 96.6 — 20.9
1, Ko 1.10 1.17 92.9 — 29.3
I 1.17 1.26 96.2 — 21.2
K+ 1.11 1.18 92.7 — 29.1
Ny K 1.02 1.02 99.4 — 8.4
N3 K 1.10 1.13 98.1 — 22.5
Mgy Ty 1.06 1.04 98.6 98.6 9.8
Ty M3 1.14 1.14 97.8 98.0 131
N33 1.25 1.25 97.0 97.5 16.6
Nar @ 1.13 1.13 98.3 — 19.2
Ty 1.03 1.03 99.3 — 5.8
M ® 1.18 1.20 94.9 - 13.6
15,0 1.08 1.13 92.3 — 13.5

Table 7.15: Results of “best candidate” selection algorititVe show, in order, the
number of combinations per event for data and MC signal eyéme efficiency of the
algorithm of selection (considering MC truth events and M@&h plus PP ones) and
the fraction of SCF events after the best candidate sefectio

selection.

In n,,7,, Mode, where we have all neutrals in the final state, we haviedethat
the selection algorithm witl? vertex probability has a little bit higher efficiency than
the algorithm based on the daughters mass.

For then'n’ K modes we observe a high fraction of SCF events as input to ML fit
So we consider in different way events with MCtruth+PP and& $6es. In particular
for branching fraction measurements we consider only eweith MCtruth+PP. The
reason is that the SCF events are more similar to continuwgs and this effect may
produce bias in ML signal yield (see MC toy experiments seci.8). In fig. 7.1 we
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show distributions ofA £ andmgg variables for MC signal events where we compare
MCtruth, MCtruth+PP and all events. It is possible to seedffect of SCF events in
the tails of the distributions.

' ' mgg for n’ ' Ks

350~ — after cuts 350
£ E — after cuts
3001 E

£ — MCTruth + PP| 3005 — MCTruth + PP

250 250
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Figure 7.1. Distribution ofAE (left) and mgg (right) for ngmn;WKg (top) and

%W%WKi (bottom): black line referes to all MC signal events(in tegdnda in-
dicated as after cuts), red line to MCtruth+PP events anel lole to MCtruth events.
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7.5 Efficiency

The MC efficiency (MCe) is calculated as the ratio of the number of signal events in

input to ML fit to the number of generated MC signal events. #9fK analysis MC

e is calculated as the ratio of the number of the only signahes/eith MCtruth+PP

(see 7.4.2 for a discussion of what is MCtruth+PP) in inputitofit to the number

of generated MC signal events. In all other analyses we densill signal events,

independently of Monte Carlo truth, in input to ML fit. The uak of the efficiencies

and the products aB daughters branching fractionf|(B;) are shown in tab. 7.16.
From control sample studies we note that the MC events disaigom real data.

Specific groups iBABAR study the corrections to apply to the M@o match with real

data. Tracking efficiency tables provided by the trackirfgcieincy task force give a
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correction of—0.6% and an associated systematic errod.8f6 per track, except the
tracks coming fromk®. For K we follow the recipe described by tracking efficiency
task force and we apply a correction-ef.3% and a systematic error 8f1%. Forz°
andn,, we have applied a correction ef3.2% and—2.9%, respectively, suggested by
Neutral group. No correction is applied for gamma becauseseea particular neu-
tral smearing procedure during the reconstruction of M(hezeThe corresponding
systematic errors arg% for 7°, n and1.8% for v. Considering these corrections we
obtain the corrected reconstruction efficiency (ce)r. The summaries of the correc-
tions and systematic errors are in results tables (sectit®) and systematics tables

(section 7.9), respectively.

Mode D Mrn 8o Toan Ty K8 T Mo K M IS
MC € (%) 3.3 4.1 3.8 3.6
T18; (%) 1.1 3.6 3.1 10.4
Mode %ng n;;ng nﬁimKi 17;WKjE
MC ¢ (%) 25.4 27.2 23.9 271
T18; (%) 6.0 10.2 17.5 29.5
Mode 1 K9y N3r Ky N Ky N3 K Ey
MC ¢ (%) 11.0 76 13.4 9.3
T18; (%) 13.6 78 39.4 22.6
Mode Moy 0 Koy KTy o KTy
MC ¢ (%) 6.8 5.6 8.6 10.1
T18; (%) 6.0 10.2 17.5 29.5
Mode 1y K9 N3 IS¢

MC ¢ (%) 28.4 18.7

[15; (%) 13.5 78

Mode Tyy Ty Ny 137 N3z 13x

MC ¢ (%) 22.1 19.7 12.6

T13; (%) 15.5 17.9 5.1

Mode 030 N~ @ My ® 10,9
MC ¢ (%) 21.9 33.7 24.4 23.1
[13; (%) 11.1 19.4 8.6 14.5

Table 7.16: MC efficiency (MG) and products ofB daughters branching fractions
(I1B:) in each subdecay mode. For modes withwe have also included the fraction
for K — K?.
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7.6 Background Sources

For the background studies, we distinguish the case of sealgiready done iBABAR
(K, nK?2, mm, no, n'¢) and the case of analyses done for the first time ngw/ K,
n")K~). For the former it has been verified that in all our targetayscwe have
background contribution only from continuumisc production with negligible3 B
non continuum crossfeed. For the latter we apply the sam&iderations (essentially
they are decays with the same kinematics).

The continuum background is easily removed in our ML fit udsingAE, mgs,
andF PDFs. So we focus our attention on tB& non continuum background. For
this kind of background we perform a detailed analysis inoall decay modes. In
fact it is strictly connected to the particular decay mode. d&n distinguish the back-
ground coming froncharm BB decays and fronsharmlessB B decays. The charm
BB background is continuum-like background where, esséptiake have a lot of
particles in the final state (coming from defragmentation). In this case we are able
to reconstructB candidates from this background for our modes, butAhié and
mgg are similar to continuum background PDFs. Furthermore, \ogvahe parame-
ters of the continuum background PDFs to float in the fits sbahg unmodelled3
background can be absorbed into this category (especiadiyalthe” PDF). The re-
maining charmles® B background is the most troublesome and it could be source of
bias in our yield results. In general we take care of this gemknd adding a specific
component in our ML fits.

In the following sections we will describe thBB background studies for each
analysis.

7.6.1 BB Background studies forn'n’ K analysis

We have done a detailed analysis®B background in alh/n’ K decay modes. Our
procedure is realized in two steps. First we apply the fulllgsis selection to MC
genericBB samples. In this first step we are interested in finding caiegof events
which could contribute to background. We look at all the M@m¢ separating possi-
ble BB crossfeed from charm decays and charmless decays. We firid tha modes
there is no charmless contribution. Main charm contributomes fromB decays to
many bodies final states, normaly due to a Jetset defragtimmtse focus our study
on B decays to maximum 4 bodies. There is no particular categotiyase decays.
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Mode BB BTB~
nﬁzmngm K? 44 34
nﬁzmn;ng 928 590
ngmﬂn%m Ii +1 49 62
N oy K 1304 1939

Table 7.17: Estimated input to ML at our integrated lumitp$or BB events for
n'n’ K decay modes.

We show in tab. 7.17 for each decay mode and for each saBfjpié and B*B~, the
number of events passing the full selection, normalizeti¢aritegrated luminosity of
data.

As a second step in our analysis we perform MC toy experimwitits our ML
fit (see section 7.7 for the definition of the likelihood fuaf) where the samples are
composed by all MGB°B® or B*B~ generic sample, embedded signal events (MC-
truth+PP) randomly chosen from fully simulated MC signathgée, a right fraction of
embedded SCF signal events, and the corresponrgestents generated from PDFs,
in order to have a sample composition as expected in datao@$e we consider that
in these MC toy experiments the statistics is 5.1 times tlediodata when considering
B*B~ and 4.6 times fo3°B°, so we normalized their results to the integrated lumi-
nosity of data. We perform 10 MC toy experiments with différ&1C signal events
and with differentgg for each one . These different toys have been done to take into
account variations due to the particular MC embedded seyeits and tqgg. Results
of these studies are shown in tab. 7.18 for toys when we eni8d and tab. 7.19
for BtB~. The yield mean and yield error are the average value of the@ated
toy experiments. In these toys we allow the parameters ofghmckgrounds PDFs
to float in the fit (as done in final fit on data), so that any unnilede3 background
can be absorbed into this category. In the modes withifjypthe bias is small, while
in the modes withy,, the bias is large. This effect is reasonable because thesform
modes have smaller estimated input to ML fit BB and it is absorbed by theg
component. Eventually further bias are considered as cioreto final results. For
the latter modes we decide to add3& component in the fit. We use half ¢f°B°
andB*B~ MC generic samples to model the PDFs. Then we repeat our siyg the
second half of the samples. Results of these fits are alsonsimatlve previous tables.
We can see that thB 5 component in the fit helps to reduce the bias.
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| Events Type| # Events| Yield Mean | Yield Error | Bias |

77477771'7]1/777771(2
Signal 0 0.1 2.8 +0.1
qq 423 464.0 24.5
BB 44 0 (fixed)
SCF 0 2.6 12.9
Signal 10 11.0 5.2 +1.0
qq 406 447.8 25.0
BB 44 0 (fixed)
SCF 7 7.9 16.0
My S
Signal 0 20.2 16.9 +20.2
qq 7813 8651.7 112.4
BB 928 0 (fixed)
SCF 0 69.5 66.5
Signal 10 39.3 18.8 +29.3
qq 7796 8604.8 113.5
BB 928 0 (fixed)
SCF 7 96.5 69.7
Signal 0 -3.2 6.1 -3.2
qq 7813 8076.0 477.0
BB 928 585.0 471.8
SCF 0 84.0 64.1
Signal 10 10.9 9.3 +0.9
qq 7796 8138.0 525.9
BB 928 504.6 522.2
SCF 7 87.5 69.6
nzyﬂﬂn;ﬂﬂKi
Signal 0 0.2 3.3 +0.2
qq 1341 1383.9 41.5
BB 49 0 (fixed)
SCF 0 5.8 18.4
Signal 10 11.9 6.1 +1.9
qq 1324 1375.9 41.5
BB 49 0 (fixed)
SCF 7 2.3 21.2
Moy B
Signal 0 18.1 17.9 +18.1
q7 7609 8803.9 124.8
BB 1304 0 (fixed)
SCF 0 90.5 86.2
Signal 10 39.2 20.3 +29.2
qq 7592 8790.9 127.0
BB 1304 0 (fixed)
SCF 7 83.2 90.4
Signal 0 -3.2 8.2 -3.2
qq 7609 7527.9 807.8
BB 1304 1298.8 802.0
SCF 0 90.4 85.5
Signal 10 10.2 10.5 0.2
qq 7592 7579.0 883.0
BB 1304 1209.8 877.2
SCF 7 114.2 89.7

Table 7.18: Results of 10 MC toy experiments for egejiK’ decay mode where we
embed the generic MB°B° sample (see the text).
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| Events Type| # Events| Yield Mean | Yield Error | Bias |

77477771'7]1/777771(2
Signal 0 —-1.1 1.9 —-1.1
qq 433 463.7 23.6
BB 34 0 (fixed)
SCF 0 4.0 10.6
Signal 10 10.8 4.9 -0.8
qq 416 444.1 25.1
BB 34 0 (fixed)
SCF 7 11.9 15.8
Wyl s
Signal 0 13.0 14.8 +13.0
qq 8151 8648.7 110.8
BB 590 0 (fixed)
SCF 0 79.6 63.4
Signal 10 22.6 16.4 +12.6
qq 8134 8666.4 113.0
BB 590 0 (fixed)
SCF 7 52.3 68.1
Signal 0 1.4 6.1 +1.4
qq 8151 8202.0 420.6
BB 590 498.6 413.2
SCF 0 42.1 61.6
Signal 10 9.4 8.4 -0.6
qq 8134 8325.5 38.0
BB 590 364.0 430.8
SCF 7 43.0 67.3
M e B
Signal 0 1.2 3.1 1.2
qq 1328 1395.4 40.6
BB 62 0 (fixed)
SCF 0 —6.6 17.2
Signal 10 9.9 5.9 -0.1
qq 1311 1372.7 41.9
BB 62 0 (fixed)
SCF 7 7.4 224
My T B
Signal 0 15.5 16.7 +15.5
qq 6974 8787.8 128.0
BB 1939 0 (fixed)
SCF 0 109.8 89.6
Signal 10 29.7 18.5 +19.7
qq 6957 8812.3 128.5
BB 1939 0 (fixed)
SCF 7 71.0 92.6
Signal 0 -1.5 8.4 -1.5
qq 6974 7028.1 760.3
BB 1939 1782.4 756.0
SCF 0 104.0 86.6
Signal 10 10.1 11.0 +0.1
qq 6957 6966.7 742.4
BB 1939 1795.3 742.4
SCF 7 140.9 92.4

Table 7.19: Results of 10 MC toy experiments for eatfiK’ decay mode where we
embed the generic MB*B~ sample (see the text).
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7.6.2 CharmlessBB Background studies forn’ K analysis

We have applied the full analysis selection?@ sample, removing — ¢ and signal
backgrounds in order to focus on the most troublesome cleaslackgrounds. These
studies provide a list of modes for further study. We consatey ther;  channels
since theB B background is further suppressed by nearly an order of madgmifor
the n, .. modes. We obtain signal MC samples gf100K events for each of the
significant BB background samples. This procedure is shown in tab. 7.2¢h&or
U;7K2+_ decay and in tab. 7.21 for thg,YKi decay. The branching fractions of the
background3 B modes studied are taken from HFAG tables [98] and PDG [99].

Following the experience obtained with these backgroumttsd previous analysis
we add a singleB B background component to the fit to properly account for these
small backgrounds. We obtain the PDFs for this componemdithe distributions of
the mix of these events in appropriate proportions.

7.6.3 BB Background studies forn") v analysis

We have done a detailed analysis/®B background in alh") Ky decay modes. Our
procedure is realized in three steps. First we apply theafhudllysis selection to MC
BB generic samples and to— sy inclusive radiative samples We look at all the
MC events separating possibi2B crossfeed from charm decays, charmless decays
and radiative decays. In this first step we are interesteddhrfy categories of events
which could contribute to background. In the second stepawerrstruct large samples
of MC signal events of candidate crossfeed modes and weatealeconstruction ef-
ficiency and number of expected candidates (normalizedtintegrated luminosity)
in ML input. Finally, we perform MC toy experiment studies the ML fit where we
embed these events, taken from MC events, as expected inltHe Mput (see MC
toy experiments section 7.8). In this way we see if the caatdics a real candidate for
background or not. If itis a real candidate, then we use tN&S@vents to prepare the
PDFs to introduce in the fit. If background comes from sevdeahy modes, the PDFs
are prepared using weighted numbers of events from eacly dexde. PDFs are pre-
pared with all events surviving cuts and best candidatesete Because charmless
events are the peaking contribution to our background, DiesPare prepared using

3h — sv inclusive radiative samples are simulated with Kagan-Neunodel [97], withm,;, = 465,
and Jetset defragmentation.
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Table 7.20: Potentiab B background for the;ngJr_ mode from exclusive charmless
B decays included in the feed component. We show efficiencyhi@mode to pass
selection cuts, the measured or estimated branchingdradtie appropriate product
branching fraction given how the MC was produced, the esgchbdackground nor-
malized to 232 millionB B events and the number of events we include in the file we
use for making PDFs.

Cross Feed channel ME Est.B [[B; #evtsinML #evtsin PDF

(%) (1079 (%) Bkg. file

B° — p°K?° 298 5 0500 17.2 556
B* — afK° 091 15 0.500 15.8 510
B* — 'Ky . 1.47 10 0.229 7.8 251
BY — foK?° 1.06 6 0500 7.3 237
B — ¢, K" 538 8  0.053 5.2 170
B — o, K 2.7 6  0.067 2.5 81
B — p K . 022 20 0.229 2.3 76
B’ — wK° 046 6  0.306 1.9 63
B* — p*K° 052 3  0.500 1.8 59
B’ — K 7w 013 15 0.333 1.6 52
B —  K° 0.11 65 0.060 0.9 32
B — ¢35, K35 014 10 0.035 0.1 3
B*— K'Kjf . 021 1 0167 0 2
B — 3. K70 o 0.14 11  0.018 0 2
B* - w Ky . 002 4  0.204 0 1
B* — af(ns,7mH)K° 0.15 1 0135 0 1
B* - K'K:& 0.1 1 0.167 0 1
B = K.~ 001 4  0.197 0 0
BY — K30, 0 10  0.667 0 0
B — Kt om 0 15  0.333 0 0
BY — wp 0 1 0.891 0 0

Total 64.4 2097
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Table 7.21: PotentiaB B background for the;;nKi mode from exclusive charmless
B decays included in the feed component. We show efficiencyhimode to pass
selection cuts, the measured or estimated branchingdradtie appropriate product
branching fraction given how the MC was produced, the esgchbdackground nor-
malized to 232 million5 B events and the number of events we include in the file we
use for making PDFs.

Cross Feed channel MC Est.B [[B; #evtsin ML #evtsinPDF

(%) (107% (%) Bkg. file

B* — p°K+* 4.48 4 1.000 41.5 1163
B — p°K3, 1.43 10 0.667 22.2 622
B — ptK~ 0.82 9 1.000 17.2 483
Bt — ¢, K* 5.17 9 0.155 16.7 468
B* — P K37, 1.52 10 0.333 11.7 328
BY — afn™ 0.14 40 0.667 9 253
B* — afn* 0.15 20  1.000 7.2 202
B — p'nt 0.3 9 1.000 6.3 178
B* — p*p° 0.08 26  1.000 5.3 150
BY =, K2, 258 4 0197 47 132
Bt - wK* 0.44 5 0.891 4.5 128
B — 0, K5 o 2.88 6 0.098 3.9 110
B — pm K7t 0.23 20 0.333 3.6 100
B* — . K+ 0.08 78 0.174 2.7 76
B — K o m 0.2 15 0.333 2.4 67
B —, p* 0.16 13  0.295 1.4 40
BY — ptp~ 0.02 30 1.000 1.4 39
B* — wr* 0.04 6 0.891 0.6 16
B —n K° 0.02 65 0.101 0.3 10
B — cfg(nwﬂ_)K* 0.36 1 0.394 0.3 9
B — Ky .7 0.02 15 0.333 0.3 8
B’ — 1, p° 0.33 1 0.295 0.2 6
B — af (n,,mT)m~  0.03 3 0.394 0 2
B* — ngm* 0.01 5 0.226 0 1
B — 0 3 0.174 0 0
B — af (n,,mt)p~ 0 6 0.394 0 0
B - wK° 0 6 0.306 0 0

Total 163.4 4591
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only these events.

This analysis is based on samples of gen&ig about 3.2 times the statistics ex-
pected at the integrated luminosity used in this analysioarMC samples of radiative
charged and neutrd decays of 328000 and 330000, respectively. Using a bragchin
fraction 0f339 x 109 (from HFAG tables [100]) for the process— s+, we estimate
that our MC samples of radiativie@ mesons are about 4.2 times the statistics expected
at the integrated luminosity used in this analysis. We shotald. 7.22 for each decay
mode and for each of the four samplB%5°, B*B~, B — X,,y andB° — X,
the total number of events passing the full selection. In2fiegeneric events we have
eliminated all radiativeB — X,y decays while inB — X,y we have eliminated all
signal events. In this table the numbers relate@tB8° and B*B~ are normalized to
the integrated luminosity of data. Note that the numbers Bfinput events are not
those used later in MC toy experiments.

Mode BB B*B~ B’ — X,y Bt — X.,.v
Koy | 36 16 105 38
ns-K3y | 14 11 65 31
MKy |9 5 20 20

n, Ky | 155 119 390 235

My KEy | 31 98 145 426

Ns K=y | 27 48 117 157
MenK*y | 20 26 51 78

n, Ky | 353 612 863 1222

Table 7.22: Input to ML for each”) K v target decay mode. Generit5 statistics is
normalized to the integrated luminosity of data.

In the following we report the results of thB B studies for eachy”) Ky decay
mode. The branching fractions of the backgrouhft modes studied are taken from
PDG [99] and HFAG tables [100].

The decay modes K~ have an irreducible background from the deciy) K
with J/¢» — n'y. The expected background contribution is shown in tab..7\28
have reconstructed MC signal events of these radiativebackground modes. We
show in fig. 7.2 the distribution of y invariant mass for thd/«) radiative decays and
for the target mod@;wKiq. In all the four target modes with aji in the final state
we have applied a veto, cutting a region of about&ound the nominal mass dfi .
We have applied the same veto for both the sub-decay modeswiand; ..
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Cross Feed channel MC ¢ B I158; # evts in ML fit input
(%) (10— (1077

e K5

JWKT (JW = )| 31 100£04 75+06 5.34+0.2
e

JWK(Jp — .. | 31  85£05 26+0.2 1.6+0.1
Moy

JWKT (U —n,n) | 49 10£04 127+10 14.6 + 0.6
1, Koy

JWK(JWp — ) | 40 85+£05 44403 3.5+0.2

Table 7.23:J/y K (with J/i» — n'v) crossfeed channel, MC reconstruction efficiency
¢, measured branching fractio®8), daughter branching fraction product, estimate
background (normalized to our integrated luminosity) in Miput for ' K~ decays
without veto applied.

In the tables 7.24-7.29 we show the possible crossfeed nfont@sother BB
decays for oum Ky decay modes. For the modes, K%y and n;ng% due to
the combined and strong requirementsigp, 7, .. and K? mesons, we do not find
possible crossfeed iBB samples and in radiative samples.

We see that, essentially, the main contributions come fiwmradiativeB decays.
We use these MC reconstructed events to prepare PDFs fds theomponents in
the ML fits for n,, K2v, 0., K*v, 3. K+, 1, Ko, andn;WKiv modes. MC toy

Jg -1y
o xein =3.112

m, = 3.0943 +0.0006 GeV/¢?
[ =0.0839 +0.0011 GeV/c?

8 gooF E
© 800f E oossf-

=3 £ C
S 700F 0030
£ 600 E
g E 0.025 ;
@ 500F £
= 0.02~

4007 F

E 0.015[—
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1000 4 0.005F
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Figure 7.2: Invariant mass ofy. Left: distribution and fit with a Breit-Wigner func-
tion for MC J/yy K* (J/i — n,,7) events reconstructed &!}%VKiy. Right: same
distribution forn;,,yKiy mode where black dashed line refers to MC signal events, red
solid line to on-peak data. The region between the blue s@itical lines has been
vetoed.
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Cross Feed Channel ME Est.B [[B; #evtsinML
(%)  (107°) (%)
BY — K*(892)y (K%°) 0.64 40.1 115 6.8+0.1
BY — K1(1270)y 0.02 58 100 3.0+04
B — K1(1270)y 0.03 43 100 2.6+0.3
B* — n,,K*y 0.19 8.7 136 1.5+0.1
B — K3(1430)y 0.04 124 100 1.2+0.1
B° — JAp K (J/p — hadrons) 0.002 850  30.2 1.04+0.5
BT — K*(892)y 0.005 40.3 100 0.5+0.1
BE — K3(1430)y 0.01 14.5 100 0.5+0.1
Total 17.1+0.7

Table 7.24: PotentiaB B background for the. . K%y mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otedrated luminosity) in
ML input. The error for the latter is computed considerindydhe error on efficiency
estimation (related to the number of reconstructed MC eyent

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) (07 (%)
B — K*(892)y 0.29 40.3 100 27.6 £ 0.8
BY — K(1270)y 0.08 43 100 10.640.8
BT — K1(1270)y 0.07 58 100 6.5+0.5
BF — K3(1430)y 0.14 124 100 4.8+0.3
B* — ., K**(10K*) 0.35 24.3  13.1 2.6+0.1
B — D*tp~ (D*t — D%t) 0.0002 6800 67.7 2.1+1.5
BY — K*(892)~y 0.02 40.1 100 2.0+£0.2
BY — n,, K% 0.55 8.7 136 1.5+0.1
BY — K3(1430)y 0.05 14.5 100 1.440.1
B — o K*y 0.12 84 175 0.440.1
B* — JyYK=* (Jiy — hadrons) 0.0002 1000 87.7 0.34+0.2
Total 59.8 &+ 2.0

Table 7.25: PotentiaB B background for the., 5+~ mode. For each decay mode we
give the MC reconstruction efficienay branching fraction ), daughter branching
fraction product, estimate background (normalized to otedrated luminosity) in
ML input. The error for the latter is computed considerindydhe error on efficiency
estimation (related to the number of reconstructed MC eyent
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Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) (1079 (%)

B — D%* (DY — K+a=7% 0.001 13400 13.0 43+25

BE — K3(1430)y 0.08 145 100 2.6+0.2
B* - K* 0.08 694 175 2.2+0.1
BY — K3(1430)~ 0.05 124 100 1.540.2
BY — K*(892)y (KTn™) 0.009 40.1  66.6 0.6 +0.1
BY — 3. K2y 0.38 8.7 7.8 0.6+ 0.1
B — oy K%y 019 84 17.5 0.6+0.1
B* — ), K*y 0.05 84 29.5 0.3+0.1
Total 12.7+ 25

Table 7.26: PotentiaB B background for thes, K=~ mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otedrated luminosity) in
ML input. The error for the latter is computed considerindydhe error on efficiency
estimation (related to the number of reconstructed MC eyent

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%)  (107°% (%)

BE — n3 K*y 026 8.4 22.6 1.1+0.1
B®— K%y 052 87 6.0 0.6+0.1

Total 1.7+0.1

Table 7.27: PotentiaBB background for they . K*~ mode. For each decay mode
we give the MC reconstruction efficieneybranching fractionff), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in ML
input. The error for the latter is computed considering dhly error on efficiency
estimation (related to the number of reconstructed MC eyent
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Cross Feed Channel ME Est.B J[B; #evtsin ML
(%)  (107% (%)
BY — K(1270)~ 0.30 58 100 404415
B* — K,(1270)y 0.22 43 100 21.6+1.0
B — D*tp~ (D** — D) 0.0009 6800  67.7 9.543.2
B° — Dtp~ (Dt — K%7™) 0.01 7700 3.3 8.942.2
BY — K1(1400)~ 0.30 12 100 8.240.3
BT — DY%®* (D° — K9rt7n™) 0.01 13400 2.1 79421
B* — K(1400)y 0.18 15 100 6.140.3
BY — K3(1430)y 0.15 12.4 100 4.3+0.3
B* — K3(1430)y 0.10 14.5 100 3.440.2
BY — Dtp= (Dt — KOrt) 0.02 7700 1.0 2.840.4
B* — K*(892)y 0.02 40.3 100 1.74£0.2
B* — 1, K*y 0.21 8.4 29.5 1.2+0.1
BY — K*(892)y (K%7°) 0.08 40.1 115 0.940.1
B? — 3. K2y 0.49 8.7 7.8 0.8+0.1
B — K*0(892)y (K+7™) 0.009  40.1  66.6 0.6 +0.2
B — D*tp= (D*t — DY(K%*tx)xt) 0.01 6800 1.4 0.6 0.3
B — D*tp~ (D** — DY(K97%)r™) 0.01 6800 0.5 0.5+ 0.1
B — D*tp~ (D*t — D*(K%*)n0) 0.01 6800 0.3 0.540.1
BY — Ky 0.45 8.7 6.0 0.540.1
Total 120.4 4+ 4.8

Table 7.28: PotentiaB B background for the;;anv mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in
ML input. The error for the latter is computed considerindydhe error on efficiency
estimation (related to the number of reconstructed MC eyent
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Cross Feed Channel ME Est.B [[B; #evtsinML
(%) (107°) (%)
BY — K(1270)y 0.83 58 100 111.5+25
B* — K;(1270)y 0.98 43 100 97.2+2.0
B* — D%* (D° — K—ntz0) 0.02 13400 13.0 89.7+11.4
BF — K1(1400)y 0.88 15 100 30.5+0.7
BT — D%* (D° — K—rn%) 0.03 13400 3.8 30.1+3.4
BY — K;(1400)y 0.67 12 100 18.840.5
B* — K3(1430)y 043 145 100 14.6+0.5
BY — K3(1430)y 039 124 100 112404
BY — D*tpt (D** — DY(K*z™)z*)  0.02 6800 2.6 82+1.7
B — D*970 (D*0 — D70, D0) 007 270 185 7.9+0.6
(DY - Kt K ntal, K—ntn—nt)
B* — K*(892)y 0.07  40.3 100 6.6+0.4
BY — K*(892)y (K*tn~) 0.08 40.1  66.6 52+0.6
B - D pt (D~ - K—ntzn™) 0.002 7700 9.2 4.0+2.8
B* — n3K*y 057 8.4 22.6 2.5+0.1
B* — o K*y 0.53 8.4 17.5 1.8+0.1
B — 1 K2y 0.60 8.7 10.2 1.24+0.1
B* — n,,K*y 0.13 84 39.4 1.0+0.1
Total 442,04+ 12.8

Table 7.29: PotentiaB B background for thg/, K=y mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in
ML input. The error for the latter is computed considerindydhe error on efficiency
estimation (related to the number of reconstructed MC eyent
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experiments (see section 7.8) show a fit bias also includiege3 B components in
the fits (of course thé3 B components help to reduce the biases). We will correct
the signal fit yields for the fit biases and we will apply a systtics (one half of the

fit bias corrections). Fon;,ngiw, MC toy experiments show a small bias fraBB3
crossfeed and therefore we do not include &y component in the fit, but we will
correct the signal fit yield for the fit bias and we will applyystematics as well as the
other modes.

7.6.4 BB Background studies fornK?, nn, né, n'¢ analyses

We analyze here in detail the background coming from chasibd3 events. These
events in fact could be source of bias in our yield results. acedure is realized in
three steps. First we apply the full analysis selection to M generic samples. We
show in tab. 7.30 the input to the maximum likelihood3i B~ and B°B (results are
normalized to our integrated luminosity). Signal MC evemdse been removed from
these samples. Note that we have reconstrutected aboimn@saf generid3 B with
respect to the statistics expected at integrated lumiositdata. We look at all the
MC events separating possilii5 crossfeed from charm decays and charmless decay.
We focus our attention to charmless events because thei@peaking contribution
to our background. In this first step we are interested in figdiategories of events
which could contribute to background.

In the second step we reconstruct large samples of MC sigeat®of candidate

Mode | BB B*B~
N, K2 | 39 34
URYS Kg 9 8
Ty Ty 7 3
Ny 137 3 3
N3r 137 2 1
Ny @ 26 14
7737r¢ 9 9
77;77r7r [0) 19 7
n;),y [0) 215 231

Table 7.30: Estimated input to ML at our integrated lumino&ir BB events for each
target decay mode.
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crossfeed modes and we evaluate reconstruction efficiemtyhamber of expected
candidates (normalized to our integrated luminosity) in fdlinput. Finally, we per-
form MC toy experiment studies (see section 7.8) where weegltiiese events, taken
from MC events, as expected in the ML input. In this way we $e¢lea candidate is
a real candidate for background or not. If it is a real can@iddnen we use these MC
events to prepare the PDFs to introduce in the fit. If backgiozomes from several
decay modes, the PDFs are prepared using weighted numbersrié from each de-
cay mode. PDFs are prepared with all events surviving cutswth the best candidate
selection.

In the tables 7.31—-7.37 we show the possible crossfeed nfratesther charmless
BB modes in our target decay modes. The branching fractiorsediackgroundz B
modes are taken from PDG [99] and HFAG tables [100]).

In then, ¢ the mainB B contribution comes from charm events (as you can see
from the comparison of the numbers in table 7.30 and tabl@)7.Essentially the
background is due to random combination in chd&mecays. In our previous analyses
of this mode we have found that this background is continliken- We allow the
parameters of thgg backgrounds PDFs to float in the fit (as done in final fit on data),
so that any unmodelle® background can be absorbed into this category. We show
in fig. 7.3 the distributions of the variables used in the ML($#e section 7.7 for the
likelihood definition for this mode) foBB B generic events.

We add aBB component in the ML fit for the decay modes, K andn,,¢.
PDFs for this component are prepared using reconstructece\&@ts of the decay
modes listed in tab. 7.31 and in tab. 7.35, respectively.

We will correct the ML fit results of the signal yields usingthias found in MC
toy experiments analysis and we will give a systematic error
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Cross Feed Channel

ME Est.B [[B; #evtsin ML

(%) 10=% (%)
BY — 70K? 1.3 115+1.0 345 17
B* -, K**(K** - rtK%) 2.2 243755 9.0 15
B® — 0, K*9(K*° — 7°K9) 26 187+1.7 45 7
B* — K**~(K** — 7T K0) 0.15 40.3+2.6 23.0 5
BY — K*0(K*0 — 70K9) 0.15 40.1+20 115 2
Total 46

Table 7.31: PotentiabB background for they.,, K2 mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in
ML input.

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) 107% (%)

B* — g, K**(K** — 7+ K% 1.7 243750 5.2 7

BY — 13, K*O(K*° — 79K?) 20 187417 26 3

BY — n;”Kg 0.13 64.9+3.5 6.0 2

Total 12

Table 7.32: Potentiab B background for theys, K mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in
ML input.

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) 107% (%)

B® — n,,m° 0.87 067075 39.4 1

BE — . p 0.14 81717 394 1

BY — 70570 0.05 1.454+0.29 100.0 0

Total 2

Table 7.33: PotentiaB B background for they,. 7., mode. For each decay mode we
give the MC reconstruction efficienay branching fraction ), daughter branching
fraction product, estimate background (normalized to otedrated luminosity) in
ML input.



176 Branching Fractions and DirectCP Asymmetry Measurements

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%)  (107%) (%)

BE — ngpt 013 8117 226 1
BY — 13,70 0.90 0.6%55 226
Total 1

Table 7.34: PotentiaB B background for they.,.,n;, mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in
ML input.

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) 107% (%)

BY - n, K (K —-atK~) 0.56 18.7+1.7 26.2 9

BY — ¢n0 1.5 0.14+0.14 49.1 0

Total 9

Table 7.35: PotentiabB background for they,,¢ mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized to otedrated luminosity) in
ML input.

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) 107% (%)
BY = 3, K* (K** - 7tK-) 0.35 18.7+1.7 151 3

Table 7.36: PotentiaBB background for thej;.¢ mode. For each decay mode we
give the MC reconstruction efficienay branching fraction ), daughter branching
fraction product, estimate background (normalized to otedrated luminosity) in
ML input.
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Figure 7.3: Distrbution of ML fit variables faB B generic events fon,,,¢ mode.

Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) 1% (%)

BY — ¢K*(L, fr, =1) (K** — K*xt) 043 4.75+045 32.7 2
B = ¢K*)T, fr = 1) (K*t — Ktxt) 047 4.75+045 32.7 2
B* - ¢K**(L, fr =1) (K** — K*7%) 0.18 485+0.75 33.3 1
Bt — ¢K**(T, fr =1) (K** - K*7%) 0.25 485+0.75 33.3 1
B — a{K*° (L, fr, = 0.7) 0.03 10 46.7 1
B — afp%(L, fr. =1 0.04 1*  100.0 0

7

Table 7.37: PotentiaBB background for they, ¢ mode. For each decay mode we
give the MC reconstruction efficienay branching fraction ), daughter branching
fraction product, estimate background (normalized to otegrated luminosity) in

ML input.

BF with ax are estimations.
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7.7 Maximum Likelihood Fit

7.7.1 Overview

The reconstructed and selected events are ready for the ihaiysis. In our samples
of events we have considered three components: signal¢ontinuum background
(¢g), and BB background ). In then'n’ K modes we split the signal component in
MCtruth+PP signal{g) and self-crossfeed signa@# (' F) (see section 7.4.2). TheB
background component (for charmless or chd*rbackground events) is not used in
all modes (as discussed in section 7.6). Table 7.38 showfg twmnponents used for
each mode.

For each input everit the likelihood ;) is defined a$:
Li = ngPl, + nscrPscr + NggPaz + 1 Pig (7.2)

whereP! , Piqp, P, andP;; are the probability for signal, SCF, continuum back-
ground andBB background, evaluated with the observables ofithesvent as the
product of the probability density functions (PDFs) for leaxf the observablen,,
(number of signal eventsy,scr (number of SCF eventsj,,; (humber of continuum
events) andy; (number of BB events) are free parameters in the fit. For branching

fractions measurements we consider only the signal evgpts

For N input events, the overall likelihood is:

L= MHQ (7.3)

NI

wheren; is the number of events found by the fitter fecomponent. Our fitter mini-
mizes the expression In £ with respect to a set of free parameters.

When we fit for charge asymmetry fotK* andn K *~ modes, we split the likeli-
hood function depending on the charge of theneson:

L =nk,Pl, + ntPi+ 5P (7.4)

qaq” qq

40f course considering the components for each mode as ..
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wherek = 1 for B~ andk = 2 for B*. The yie|d8n§ are written as:

(- A2 (79

S S
SN S

whereA; is the charge asymmetry as defined in eq. 7.1. Then the tkédihiood for
the event is:

2
L; = Hcf (7.6)
k=1

Then; and.A; are free parameters in the fit.

7.7.2 Discriminating Variables and their Probability Distribution
Functions

We describe in this section PDFs of the discriminating \@ea for the components
used in the ML fit. We show in tab. 7.38 which discriminatingigbles are used
in the ML fits for eachB decay mode. We choose the variables to use following
the requirement that they should have a good discrimingiivger between signal and
background and they should be uncorrelated because offihé@ida of our likelihood
function (we study the effect of the correlations using M§ &xperiments). The
helicity H, = cos 8y is defined as cosine of thegs rest frame decay angle of a kaon
respect tap flight direction. The shape of the distributions of this ade is parabolic
polynomial for signal events and linear polynomial for dontim background events.
PDFs for signal, SCF, and B have been done using Monte Carlo simulated events.
PDFs for background have been done using on-peak sideldefased as:

e Grand Side BangGSB):5.25 < mgs < 5.27 GeV/c?
e AF Side BandDESB):0.1 < |[AE| < 0.2 GeV

The parameters for thegg background distributions are determined by fits to DESB
sidebands, while the other parameters are determined fisBidata.

Table 8.19 reports the general parameterizations chosénealifferent PDFs.

Most of the background parameters are floated in the fit: Aparameter for
mgs; coefficient of Chebyshev polynomial fdxE'; mean,oe, ando,ign, of aymmet-
ric Gaussian fotF; coefficients of Chebyshev polynomial and fraction for dateg
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resonance masses; coefficient of Chebyshev polynomiagb toelicity and ¢ helic-
ity. Appendix A shows PDFs plots, correlations between tryauiables for all decay
modes, and the values of the background parameters lefbfidatthe final fits.

We deal with uncertainties in PDFs parameters in the sysiesrsection 7.9.

7.7.3 MC/data Matching

The MC simulation does not reproduce very well the real datgarticular we can
have small differences in the signal PDFs, done with MC ejemith respect to the
real data distributions. From control samples, we detegrsimfts and scale factors
to apply tomgs and AE core distributions. Data and Monte Carlo control sample
B~ — D%~ have been used to measure systematic difference for theablea. Our
studies show that corrections forzg are different for Runs1-5 data so we determine
separate corrections. Fgrand»n’ masses we determine the scale factor and shift
parameters by allowing them to float in our on-peak data saiffipt , parameters we
usenK? samples and for’ parameters we usgK = samples). For thg” parameters
we don’t apply any corrections. We show shifts and scaleofadin tab. 7.40. We
consider a systematic error for these corrections.

In ' K analysis, we modify the fit procedure in order to take intocad the
uncertainties of the signal PDF parameters directly in the We do this because
we can (the data samples are now large enough) and the preoisthe branching
fraction for the charged mode is nevwB%; we wish to account for these uncertainties
in signal parameters as rigorously as possible. Our proeadto float in the yield fits
the AFE scale factor, thengg offset (four separate offset for Runsl1-4), and the three
asymmetric Gaussian parameters far For the modes withy, , we fit they, . and
1,, simultaneously, with only th&" parameters in common in order to more precisely
determine these parameters for these modes which have bagtiground (and hence
F is more important). The fit values of the floated signal patenseare in good
agreement with expectations from the control sample ssudie
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Decay Mode Fit Components Discriminating Variables
M e IS0 sg, SCF, qq mgs, AFE, F, bothn’ mass
Mhenll KS 59, SCF, qq,bb  mgs, AE, F,n),.. massy massH,
I sg, SCF, qq mgs, AE, F, bothn’ mass
Mhenll K= 59, SCF, qq,bb  mgs, AE, F,n),.. massy massH,
7]7/77r7rK2+— s9, qq megs, AE: f
M KO — s9, qq, bb mes, AE, F
777/77r7rK:t S, QQ mMes, AE, f
1, K* 59, qq, bb mes, AE, F
K5y 59, 47, bb mes, AE, F, 7 mass
N3 Ky 59, qq mgs, AE, F,n mass
UVVK:‘:’Y S84, qa) bb mes, AE, f! n mass
Nar KE7y sq, qq, bb mgs, AE, F,n mass
%WKSV 5q, qq mes, AE, F,n’ massy mass
n’pngv 5g, qq, bb mgs, AE, F,n massH,
Ty’ sq, q4q mgs, AE, F, 7’ massy; mass
1, K=y 9, qq, bb mgs, AE, F,n massH,
1y, K2 59, qq, bb mgs, AE, F,n mass
N3 K sq, qq mgs, AE, F,n mass
Ny Ty s9, qq mgs, AE, F, bothn,, mass
Ny M3 59, qq mgs, AE, F, 1,, Massy)s, mass
M35 737 59, 47 mgs, AE, F, bothns, mass
9@ 59, 44, bb mps, AE, F, 1 massH,
N3r @ 59, qq mgs, AE, F,n massH,
7];77r7r¢ s4g, qq MES, AE; fl n, massi’] massﬂ(j)
n;)ygb 54, qq megs, AE; f) 7]/ maSSﬂp, H¢>

Table 7.38: Fit components and discriminating variableshi fit for each decay:
sg, signal (or MCtruth+PP signal in'n’ K modes);SC'F', self-crossfeed signajg,
continuum backgroundp, B B background. See text for a description of the variables.



182 Branching Fractions and DirectCP Asymmetry Measurements

| Fit Component] AE mEs F 7 Mass Nyer MasSsS 7, mass H, Hy |
sg DG/TG CB/TG G+AG DG DG DG CH2 CHZ2
SCF G+CH2 CB G+ AG DG G+ CH2 — CH2 —
qq CH1 A AG+CHl1 MCG+CH1 MCG+CH1 MCG+CH1l CH1 CH1L
bb CH4/K A/K G+ AG G +CH1 G+ CH1 CH1 CHl1 CHZ

Table 7.39: PDF parameterizations used for signal, SCFakigh background and
BB background (G = Gaussian, MCG = Gaussian from MC, DG = doubles&ian,
TG = triple Gaussian, AG = asymmetric Gausssian, CB = Cniadll A = Argus,
CHn = n'" order Chebyshev polynomial, K = KEYS.

Shift (MeV) Scale Factor

AE

runl-5 0+5 1.05 £ 0.05
mMEs

runl 0.8+0.2 1.00 + 0.04

run2 0.6 £0.2 1.00 £0.04

run3 0.44+0.2 1.00 £0.04

run4 0.1+0.2 1.00 +0.04

runs —0.3£0.2 1.00=£0.06
n—y

runl-5 09+0.8 1.07+0.12
n— nta 70

runl-5 0.0+0.3 1.06 £0.11
n — p™y

runl-5 0.0+0.9 1.104+0.13
n —nnta

runl-5 0.2+0.2 1.024+0.08

Table 7.40: Shifts and scale factors for MC/data matchingpioly to the core Gaus-
sians used to fit signal distributions. The corrections arergfor the data of different
runs.
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7.8 \Verification Tests

7.8.1 Charge Asymmetry Measurements on MC samples

We have determined the charge asymmetry for the Monte Cemlolated events for
charged decay modes. These events have been generatedchiingeé asymmetry.
Results are shown in tab. 7.41.

Decay Mode| Signal yields| A, (1072)
Mo K 30059 4+ 174 | —1.0 4+ 0.6
n, K* 37739+ 198 | —0.8 £ 0.5
Ny Ky 30530+ 179 | —1.0+ 0.6
N3n KEy 21256+ 149 | —1.24+0.7

Table 7.41: Charge asymmetry for signal Monte Carlo sinedl@&vents.

7.8.2 MC Toy experiments

We performed 500 MC toy experiments for each decay mode ierdaovalidate the
ability of our fitter to extract correctly the signal yieldscacharge asymmetry present
in data and Monte Carlo simulated events. In particular weekHtor the presence of
any possible bias in the fit results. The events are taken frenMC for signal and
SCF events and generated from PDFs for continuum backgrduned3 B background
events are generated from PDFs fof' K modes and taken from MC events for the
other modes. Numbers of signd 5 and continuum events in each experiment are
as expected in data. The numbers®B events are those shown in the tables of
section 7.6.

We perform several trials with different numbers of signad &5 events. In this
way, we can study, for example, the effect of thé& events fitting with or without
the BB events in the samples. We study also the effect of fitting \Bifh component
or forcing BB component to zero. If no signal events are embedded, we kinatv t
there is a small negative bias of a few events visible; thrmastly an artifact of the
low signal yields and small sample sizes. This effect has leséensively studied in
previous analysis iBABAR and is understood [101].

Results of the toy experiments are shown in tables 7.42-foA8ll the decay
modes. In tab. 7.49 we report the results of toy experimemts f* modes where we
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fit also the charge asymmetry. We fit the distributions of thedxperiments results
and their errors with Gaussians and the central values poetesl in the tables. We
calculate also the pulls variables for the results and whdit tistributions with Gaus-
sians. The central values and sigmas of these Gaussianksashawn in the tables.
Distributions fory’ K modes are shown in the fig. 7.4 for signal yields and fig. 7.5 for
charge asymmetry values.

The biases obtained in these MC toy experiments studiesarkta correct the re-
sults fitted in on-peak data. For the modgs., nn, no, ' ¢, where we are performing
an update of the measurements and we need higher precissdrgwe also generated
the signal events from PDFs and the values of the biases e & difference be-
tween the results of toys with signal events taken from MCthedesults of toys with
signal events generated from PDFs. In this way we take inuatdbe effect of the
low signal yields and small sample sizes (mentioned above).

We introduce a systematic uncertainty for the fit biases.
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| Component| #Events| Yield Mean | Yield Error | PullMean [ Pulloc |
e e K0

sg 0 -3.5+04 3.0£0.1 —0.55+0.14 | 1.02+£0.10
SCF 0 3.14+0.9 12.4+0.1 0.18 £0.06 1.01 4+ 0.06
qq 467 468.2+0.7 | 24.240.1

sg 10 11.14+0.2 5.0+£0.1 0.21 £0.03 1.04 £ 0.02
SCF 7 3.6+0.7 14.44+0.1 | —0.36 +0.06 | 1.04 £0.05
qq 450 452.2 £+ 0.6 24.5+0.1

Mo, K5

sg 0 —-1.6+0.4 6.440.1 —0.20+£0.06 | 1.06 4+ 0.05
SCF 0 2.0+£2.7 56.5+ 0.3 0.04 £+ 0.05 1.06 £ 0.04
qq 8741 8737.0+2.5 | 107.7+£0.1

bb 0 0 (fixed)

sg 10 11.0+ 04 8.3+0.1 0.094+0.05 | 0.9940.04
SCF 7 6.8 +2.8 60.6 £0.2 | —0.08£0.05 | 1.00 £+ 0.04
qq 8724 8723.0+2.6 | 109.3+£0.1

bb 0 0 (fixed)

sg 0 —-1.1+0.3 6.440.1 —0.20£0.06 | 1.10 4+ 0.06
SCF 0 —-1.8+0.3 3.5+0.1 —0.37+£0.08 | 1.124+0.09
qq 8741 8762.0+18.9 | 380.1£1.5

bb 0 —18.1+9.2 | 369.8+1.5 0.03 +£0.05 1.10 £ 0.04
sg 10 11.4+04 8.3+0.1 0.13+£0.05 1.03 £ 0.04
SCF 7 4.7+2.8 3.9+0.1 —0.07£0.05 | 0.97+0.04
qq 8724 8757.0+18.3 | 382.2+ 1.5

bb 0 —322+84 | 37294+1.6 | —0.074+0.05 | 1.07£0.05
sg 0 —-1.4+0.5 7.0+£0.1 —0.214+0.08 | 1.1 +0.06
SCF 0 —1.8+0.3 3.54+0.1 —0.374+0.08 | 1.12+0.09
qq 7223 7237.0+£20.5 | 402.7+ 1.9

bb 1518 1507.0£21.2 | 398.14+1.9 | —0.01 £0.05 | 1.05+£0.05
sg 10 10.7+0.4 9.04+0.1 0.11 +£0.04 | 0.96 +0.04
SCF 7 11.1+3.1 67.44+0.2 0.01 £0.05 1.00 £ 0.04
qq 7206 7239.0 +20.0 | 402.6 £ 2.0

bb 1518 1480.0 £20.1 | 398.54+2.0 | —0.054+0.05 | 1.07 £0.04

Table 7.42: Results of 500 MC Toy experiments oy’ K2 modes. We show MC
signal and SCF embedded yield33 and continuum background generated events,
means of the reconstructed yields, means of the error okttenstructed yiels, means
of the signal and3 B pull, o of the signal and3 B pull (see text for more details).
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| Component]| # Events| Yield Mean | Yield Error | PullMean | Pulloc |
n;]ﬂwn;]Trﬂ'Ki

sg 0 —-22+04 3.9+04 —0.524+0.11 | 1.02 +0.06
SCF 0 3.5+1.1 182+0.2 | —0.174+0.05 | 1.07 £0.04
@ 1390 1390.0+£0.9 | 40.740.1

sg 10 11.6 0.2 6.14+0.1 0.40 £0.03 | 0.98 +0.03
SCF 7 3.4+1.0 20.84+0.1 | —0.43£0.05 | 1.02+0.04
qq 1373 1375.0£0.9 41.3+0.1

My

sg 0 —1.3+0.5 8.4+0.1 —0.124+0.06 | 1.04 +0.05
SCF 0 —74+43 81.24+0.3 | —0.03£0.04 | 1.01 +0.03
@ 8913 8919.0+3.8 | 121.8+0.1

bb 0 0 (fixed)

sg 10 12.2+0.4 10.14+0.1 0.18 £ 0.04 1.00 4+ 0.03
SCF 7 —2.8+4.0 83.54+0.2 | —0.08£0.04 | 1.01 £+ 0.04
qq 8896 8898.0+ 3.8 | 122.8 £0.1

bb 0 0 (fixed)

sg 0 —-0.2+0.4 8.6 +0.1 —0.05+£0.05 | 1.00 +0.01
SCF 0 6.5+3.8 80.5+ 0.2 0.07 £ 0.05 1.01 £0.04
qq 8913 8895.0 +36.7 | 618.3+ 1.4

bb 0 13.14+35.1 609.7+ 1.3 0.01 £0.05 1.09 4+ 0.05
sg 10 11.4+0.5 10.1+0.1 0.15+0.05 | 0.954+0.04
SCF 7 —2.8+14.1 83.3+0.2 0.014+0.04 | 0.9440.04
qq 8896 8909.0+37.9 | 621.7+ 1.4

bb 0 -3.94+37.7 | 6126+ 1.3 | —0.054+0.05 | 1.10 + 0.05
sg 0 —-0.9+04 9.0+0.1 —0.10+£0.05 | 1.07+0.04
SCF 0 1.3+4.1 85.44+0.3 0.03 +£0.05 1.01 £0.04
qq 5661 5705.0+35.7 | 678.2+3.3

bb 3252 3206.0+35.5 | 670.6 £3.8 | —0.05+0.05 | 1.11 +0.05
sg 10 11.84+0.5 10.6 0.1 0.154+0.04 | 0.984+0.04
SCF 7 —-0.3+4.3 88.0+0.2 | —0.06 £0.05 | 1.00+0.04
qq 5644 5590.0+36.9 | 679.2 £+ 3.2

bb 3252 3309.0+36.9 | 670.7+3.2 | 0.104+0.05 | 1.06 +0.04

Table 7.43: Results of 500 MC Toy experiments fo' K= modes. We show MC
signal and SCF embedded yield33 and continuum background generated events,
means of the reconstructed yields, means of the error okttenstructed yiels, means
of the signal and3 B pull, o of the signal and3 B pull (see text for more details).
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[ Component [ #Events [ YieldMean [ YieldError | Pull Mean [ Pull o |
nyy K3y
sg 30 32.3£0.5 11.2 £ 0.1 0.19 £ 0.04 0.94 £ 0.03
qq 806 803.9 4+ 0.5 29.9 4+ 0.1
bb 0 0 (fixed)
sg 30 32.0£0.5 11.7 £ 0.1 0.14 £ 0.04 1.07 £ 0.04
qq 806 807.4 4 2.3 53.0 + 0.2
bb 0 —3.04+2.4 47.6 +£0.2 | —0.04 +£0.05 | 1.05 + 0.04
sg 30 34.5 £ 0.5 11.5 £ 0.1 0.38 £ 0.04 0.96 £ 0.03
qq 787 801.6 4 0.5 30.0 £+ 0.1
bb 19 0 (fixed)
sg 30 33.9 £ 0.5 122 £0.1 0.29 £ 0.04 0.95 £ 0.03
qq 787 795.5 4+ 2.1 53.6 £ 0.2
bb 19 6.8 + 2.3 48.54+0.3 | —0.234+0.05 | 0.97 +0.04
sg 30 33.6 £0.5 11.5 £ 0.1 0.35 £ 0.04 0.93 £ 0.04
qq 787 783.1 4+ 0.5 30.0 £ 0.2
bb 19 19 (fixed)
n3x KO
sg 12 13.0 £ 0.2 6.6 £ 0.1 0.12 £ 0.04 0.94 £ 0.03
qq ‘ 328 ‘ 327.1 4+ 0.2 18.9 +£ 0.1
Ny Ki'y
sg 103 110.0 £ 0.8 19.4 £0.1 0.35 £ 0.04 1.00 £ 0.03
qq 2469 2462.0 + 0.8 | 52.2+0.1
bb 0 0 (fixed)
sg 103 109.6 £ 0.8 204 £0.1 0.27 £ 0.04 0.98 £ 0.03
qq 2469 2476.0 2.9 | 88.7 £0.2
bb 0 —14.9 £ 3.1 75.34+0.2 | —0.174£0.04 | 0.88 £0.03
sg 103 116.9 £ 0.9 19.8 £ 0.1 0.70 £ 0.04 0.99 £ 0.03
qq 2407 2455.0 + 0.8 | 52.2+0.1
bb 62 0 (fixed)
sg 103 114.9 £ 0.9 20.9 £ 0.1 0.59 £ 0.04 0.96 £ 0.03
qq 2407 2414.0 3.6 | 87.9+0.2
bb 62 43.6 + 3.8 77.84+0.2 | —0.2540.05 | 1.02 4+ 0.04
sg 103 109.7 £ 0.8 19.8 £ 0.1 0.36 £ 0.04 0.92 £ 0.03
qq 2407 2400.0 £ 0.9 | 52.2+0.1
bb 62 62 (fixed)
n3x KTy
sg 41 42.9 £ 0.4 11.7 £ 0.1 0.19 £ 0.04 0.99 £ 0.03
qq 1155 1153.0 £ 0.4 | 35.3 £0.1
bb 0 0 (fixed)
sg 41 425 £ 0.5 13.2 £ 0.1 0.12 £ 0.04 1.00 £ 0.03
qq 1155 1161.0 £ 2.1 | 56.8 + 0.1
bb 0 —8.44+2.3 50.1+0.2 | —0.214£0.05 | 0.98 £0.04
sg 41 458 £ 0.5 12.0 £ 0.1 0.39 £ 0.03 0.95 £ 0.03
qq 1140 1150.0 £ 0.4 | 35.3+£0.1
bb 15 0 (fixed)
sg 41 443 E0.5 13.4 £ 0.1 0.23 £ 0.04 0.95 £ 0.04
qq 1140 1157.0 £ 2.1 | 57.3+£0.1
bb 15 —5.1+2.3 51.0+0.1 | —0.40+0.05 | 1.02+0.04
sg 41 41.6 £0.5 11.9 £ 0.1 0.06 £ 0.04 0.98 £ 0.04
qq 1140 1139.0 £ 0.5 | 35.3 £0.1
bb 15 15 (fixed)

Table 7.44: Results of 500 MC Toy experiments#4@fy modes. We show MC signal
embedded yield, MG3B embedded, mean of the reconstructed yields, mean of the
error of the reconstructed yields, mean of the signal pudlf the signal pull (see text

for more detalils).
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| Component] # Events| Yield Mean | YieldError | PullMean | Pullo |
My Y
sg 9 9.2+0.2 4.34+0.1 0.02£0.04 1.02 £0.03
qq 129 1288402 | 11.840.1
1, Ky
sg 12 14.1 £0.7 14.9+0.1 0.19+0.05 0.93 +£0.04
qq 2819 2817.0+ 0.7 54.94+ 0.1
bb 0 0 (fixed)
sg 12 13.8£0.8 15.0£0.1 0.18 £ 0.05 0.98 £0.04
qq 2819 2825.0+4.3 109.5 £ 0.3
bb 0 —14.94+4.5 96.9+04 | —0.084+0.05 | 0.97+0.04
sg 12 16.6 £ 0.7 15.6 £0.1 0.28 +£0.04 0.91 +0.04
qq 2696 2815.0£0.7 | 55.1+0.1
bb 123 0 (fixed)
sg 12 13.6 £0.7 15.4+0.1 0.08 £0.04 0.97 £0.04
qq 2696 2711.0+4.7 110.9+0.3
bb 123 107.3 £ 4.6 99.8+£0.3 | —0.174+0.04 | 0.96 +0.03
sg 12 12.4+0.6 15.1+0.1 0.04 +£0.04 0.97 +0.04
qq 2696 2696.0 £ 0.7 55.0£0.1
bb 123 123 (fixed)
M K5
sg 30 31.6 0.3 8.04+0.1 0.19£0.03 0.98 £0.03
qq 432 430.6+0.3 | 21.5+0.1
bb 0
sg 30 31.6 0.3 8.040.1 0.11 +£0.03 0.97 +£0.03
qq 430 430.5+0.3 | 21.5+0.1
bb 2
K=y
sg 61 7824+ 1.3 29.84+0.1 0.52 £+0.04 0.90 +£0.03
qq 10150 10133+ 1.3 | 104.6+£0.1
bb 0 0 (fixed)
sg 61 71.84+ 1.4 30.3+0.1 0.34 +0.05 0.97+0.04
qq 10150 10139.1 +10.1 | 214.2+0.3
bb 0 0.0 +10.3 193.1£+0.3 | —0.00 4+ 0.05 | 1.00 £ 0.04
sg 61 93.6+14 31.6+0.1 1.01 £0.04 0.94 +0.03
qq 9706 10117.4+1.4 | 105.0+0.1
bb 444 0 (fixed)
sg 61 755+ 1.5 31.5+0.1 0.61 +£0.05 1.02 +0.03
qq 9706 9747.0+ 9.7 218.3+0.3
bb 444 390.4 +£10.1 199.6 £0.3 | —0.32+0.05 | 0.98 £0.04
sg 61 74.6 +1.3 31.0+0.1 0.44 +0.04 0.954+0.03
qq 9706 9693.0+ 1.3 104.8 £0.1
bb 444 444 (fixed)

Table 7.45: Results of 500 MC Toy experiments#tk+y modes. We show MC signal
embedded yield, M@BB embedded, mean of the reconstructed yields, mean of the
error of the reconstructed yiels, mean of the signal pubhf the signal pull (see text

for more detalils).
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| Component] # Events | Yield Mean | Yield Error | PullMean | Pullo |
7737TKS
sg 11 (from PDFs)| 10.4 +0.3 5.7+0.1 —0.16 £0.05 | 1.04 £0.04

qq 1369 1381.6 0.3 | 37.4+£0.1
bb 12 (from MC)
sg 11 (from MC) 11.54+0.2 5.5+0.1 —0.16 =0.04 | 1.01 £0.03
qq 1369 1380.5+0.2 | 37.4+£0.1
bb 12 (from MC)
nwKS
sg 19 (from PDFs)] 18.6+0.4 | 10.1+0.1 | —0.05+ 0.05 | 1.01 + 0.05
qq 3290 3292.3+1.4 | 60.8+0.1
bb 24 (from PDFs)| 19.9+1.1 20.24+0.1 | —0.12+£0.05 | 1.06 &= 0.05
sg 19 (from MC) 194+04 10.0 £0.1 0.054+0.04 | 1.02 £0.03
qq 3290 329544+ 1.1 | 60.8+0.1
bb 24 (from MC) 19.7+ 1.0 20.24+0.1 | —0.26 £0.05 | 1.05 &= 0.05
Ty Thyy
sg 17 (from PDFs)| 15.8 £0.5 10.0£0.1 | —0.10 £ 0.05 | 1.06 £ 0.04
qq 2035 2037.6 £ 0.5 | 46.0 +0.1
bb 2 (from MC)
sg 17 (from MC) 19.7+0.4 10.0 £0.1 0.26 £0.04 | 0.92 £0.03
qq 2035 2034.3 £0.4 | 46.0 £ 0.1
bb 2 (from MC)
Ty M3m
g 10 (from PDFs)] 10.3+0.3 | 6.3+0.1 | —0.03+0.05 | 1.06 + 0.04
qq 1979 1979.9 + 0.3 | 44.8+0.1
bb 1 (from MC)
sg 10 fromMC) | 108+0.3 | 62+0.1 | 0.04+£0.04 | 0.98+0.03
qq 1979 1979.0 + 0.3 | 44.8+0.1
bb 1 (from MC)
N37 737
sg 2 (from PDFs) 2.04+0.2 2.8 +0.1 0.04 £ 0.06 1.02 £ 0.06
qq 419 419.0 £ 0.2 20.6 £ 0.1
sg 2 (from MC) 2.3+0.1 2.7+0.1 0.04+0.04 | 0.97£0.04
qq 419 418.7+0.1 | 20.6 £0.1

Table 7.46: Results of 500 MC Toy experiments#f@¢? andnn modes. We show MC
signal andB B embedded/generated events, continuum background gedenants,
means of the reconstructed yields, means of the error oéttmnstructed yields, means
of the signal pullg of the signal pull (see text for more details).
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| Component] # Events | YieldMean | YieldError | PullMean | Pullo
77371'926
sg 6 (from PDFs) 6.4+0.2 4.3+0.1 0.14 +0.05 1.02 £0.04
qq 2057 2059.5+ 0.2 45.5+0.1
bb 3 (from MC)
59 6 (from MC) 72+0.2 43+0.1 | 023+0.04 | 0.96+0.03
qq 2057 2058.9 1+ 0.2 45.5+0.1
bb 3 (from MC)
77v'y¢
sg 0 0.5+04 7.7+0.1 —0.034+0.05 | 1.02+0.05
qq 5198 5198.1+£0.7 | 73.1£0.1
bb 44 (from PDFs)| 44.5+0.9 | 16.0£0.1 | 0.05£0.05 | 1.09 4 0.04
sg 0 —-194+04 7.5+0.1 —0.31+£0.07 | 1.12 £ 0.06
qq 5198 5186.7+£0.6 | 73.1£0.1
bb 44 (from MC) 59.0+ 0.9 16.44+0.1 0.86 = 0.05 1.04 £ 0.04
Myrn®
sg 1 (from PDFs) 0.8+0.2 2.7+0.1 —0.194+£0.09 | 1.13+£0.10
qq 1168 1168.2 £ 0.2 34.3+0.1
59 1 (from MC) 02+0.2 27+£0.1 | —0.26+0.08 | 0.99 £0.07
qq 1168 1168.8 £ 0.2 34.3+0.1
0oy @
sg 0 —-1.0+04 6.0+0.1 —0.04 £ 0.07 | 0.97 £ 0.06
@ 17107 17113.140.4 | 131.0£0.1
bb 7 (from MC)

Table 7.47: Results of 500 MC Toy experimentsfigrandr,’¢ modes. We show MC
signal andB B embedded/generated events, continuum background getenants,
means of the reconstructed yields, means of the error oéttmnstructed yields, means
of the signal pullg of the signal pull (see text for more details).
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| N, K
Signal events 460
Bkg. events 9245
BB events 0
Sg BB
Value 474.3+0.8 | —27.1+£2.0
Value Error | 27.64 +0.02 | 38.14 + 0.11
| Wyer K |
Signal events 194
Bkg. events 438
Sy
Value 193.6 £ 0.3
Value Error 15.20 £ 0.01

Table 7.48: Mean values of signal yield parameters and #nmesrs for 500 embedded

toy MC experiments fon/ K0, _ modes.
| N K
Signal events 1343
Bkg. events 37663
BB events 776
Sy BB Acn (%)
Value 1389.9+1.5| 710.14+3.9 | —1.5+0.2
Value Error | 50.44 +0.02 | 85.41 +0.07 | 3.5+0.1
| My 5 |
Signal events 606
Bkg. events 1277
Sy Acn (%)
Value 605.1+0.5 | —0.4+£0.2
Value Error 26.60 £0.01 | 44+0.1

Table 7.49: Mean values of of signal yield and charge asymynpetrameters and their
errors for 500 embedded toy MC experiments/fdk = modes.
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Figure 7.4: MC toy-experiments for yields in;, . K¢, (upper left);n) K9,  (up-
per right); n, .. K * (bottom left); n,,, K + (bottom right). Arrow indicates the value
obtained in the data fit.
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Figure 7.5: MC toy-experiments for charge asymmetryyjn, K + (left) andsfgr;;wK +
(right). Arrow indicates the value of MC signal events= 0.
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7.9 Systematic Errors

We present here the main sources of systematic uncertintitbe measurement of
branching fractions and charge asymmetries.

7.9.1 Branching Fraction Systematics

We consider systematic errors from the fit yield and efficyefidie former are mostly
additive while the latter are multiplicative. The resulte aummarized in tables 7.50—
7.53 and described below. Some of the systematics soufeesaspecific modes, like
the photon spectrum in®) K~ analyses, but most of them are common to all modes.

e ML fit bias: We determine the fit bias, from toy MC studies (seeti®n. 7.8.2).
This bias is due to the fact that we neglect correlations énfithand the small
feed due to thé3 B background. We quote the systematic uncertainty summing
in quadrature half of the fit bias and the statistical unaetyaof the bias itself.

For the modeg K?Y, nn, n¢, andn’'¢ we consider an additional effect due to the
small sample size, obtained from toy experiments wherevalts are generated
from PDFs.

e MC/data corrections: In section 7.7.3 we have describedshiies and scale
factors to apply to our signal PDFs. We use the errors of tha@lses to calculate
a systematics effect due to the variation of these corneééictors when we vary
them of+10. In this way, we apply these variations, one at a time, to mmas
PDFs and re-run the ML fit. In thg’ X’ modes, since we vary the main signal
PDF parameters in the fits, this uncertainty is included éstatistical error and
no systematic uncertainty is assigned.

e BB background: We quote a systematic effect due toRfizbackground only
for they K modes, where we want a precise measurement. We investigate t
effect of neglectingB B background for they, .. modes with generi&B MC.
The scaled expectation for input to the fit for thje, K mode is 24 events from
which we estimate the signal-yield systematic uncertegngiiven in tab. 7.51.
For then, K * mode, we have performed a study by embedding the expected
number ofb — ¢ events into data and refit to determine the resulting bialsen t
yield from this source. Three such samples give yield shifts-2, 4, and 10
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events. We take the largest of these as the systematic amtgiin the effect of
includingb — ¢ in the gqg PDF component and scale this for t1I7(,gK0 mode.
The uncertainty for charmless background is already iredud the fit bias un-
certainty (see above), where more than one-half of the biasi¢ to theBB
component in the fit.

Track multiplicity: We have requested the reconstructibmatdeast 1 charged
tracks in the rest of the event. Signal MC inefficiency fostbut is of the order
of about 2 %. We assign an uncertainty of 1.0%.

Track finding efficiency: Study of absolute tracking effi@grprovides a sys-
tematic error associated with the tables@odTr acksLoose tracks of 0.8%.

K? finding/efficiency: We have determinéd’ efficiency correction and associ-
ated systematic error for the MC events, following the desion of the BABAR
tracking working group. We assign a 2.1% systematic error;

Single photonsz® andr, ., efficiency: Following the efficiency corrections pro-
cedures described lBaBAR neutral working group, we assign a systematic error
of 3% perr” andr,, and 1.8% for single photons.

Luminosity, B counting: TheB counting group recommends a systematic un-
certainty of 1.1 %.

Daughter branching fractions: This value is taken direfttiyn PDG [99].

MC statistics: This is calculated for the number of MC sigengnts simulated
for each decay.

cos O cut: A systematic uncertainty of 0.5% for modes where we tQt&and
2.0% for then,gmn;w[(i mode, where we cut at 0.7, is assigned as found from
D7 control sample looking at the variation of the shape of dign@ events
before and after theos 6+ cut.

PID: We have evaluated the systematic error due to PID vetndsselection.
This is about 1%. For/K*, where we require a cut on the pull Cherenkov
angle, conservatively we estimate that the efficiency ctioe for this cut to be
0.5%.
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e Photon spectrum in”) Ky modes: The photon spectrum is not known. Different
models predict different photon spectra. Our MC event haenlsimulated with
the Kagan-Neubert model [97]. A different photon spectrias heen obtained
from B — X,y generated with Jetset fragmentation. There is a systematic
uncertainty due to the different shape of the photon spectand a systematic
uncertainty due to the cuts applied in the event selectities& two systematic
errors have been added in quadrature. We show in fig. 7.6, aaap&s, the
photon spectra in the two modellization for the decaysik*~ andr, K+~
as generated in MC simulation. For the same decays we show tineass in
fig. 7.7. Using theX, mass distributions for the two models and the efficiency
distributions shown in the fig. 6.12—6.15, we calculate the &fficiencies for
each model and we estimate the systematic error from theor ra

Branching fraction and asymmetry results from differentaje sub-modes are
combined using their log-likelihood curves. These curves aljusted to consider
the effects of systematic uncertainties. Three types dfesyatic uncertainties are
considered:

e Additive Systematic Uncertaintiaffect the fit yield and thus the statistical sig-
nificance of a result. For example, a bias in the maximumilioeld fitter could
systematically increase or decrease the number of evgruged.

e Uncorrelated Systematic Uncertaintiase mode-independent. Generally these
are a superset of the additive systematic uncertaintieghadinclude multi-
plicative systematic uncertainties on quantities whiahaffect the central value
of the final result but not the statistical significanaag, uncertainties in the
daughter particle branching fractions affect the coneersif the fit yield into a
branching fraction, but not the statistical significancéheffit yield itself.

e Correlated Systematic Uncertaintiaffect all modes in the same direction. For
example, a Monte Carlo PID selection efficiency correctionld bias all modes
which use the selector up or down.

Additive systematic uncertainties are included in the gdatatistical significance
of individual and combined results. The final combined bhamg fractions and asym-
metries include both uncorrelated and correlated sysiematertainties.
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7.9.2 Charge Asymmetry Systematics

Most of the systematic uncertainties found for branchiagtion measurements cancel
for the charge asymmetry measurement. The primary soufd#asocould be due to
tracking differences between opposite charged tracks,difErences or differences
due to the interaction cross sections in the detector. Ahebias has been estimated
to be —0.005 & 0.010 or —0.16 & 0.05 for nK*~ or y K= modes, respectively, from
the studies of signal Monte Carlo, control samples, andutation of the asymmetry
due to particles intereacting in the detector. We correcttese biases and assign a
systematic uncertainty equal to their error.
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Figure 7.6: Generated energy photon spectrufd iest frame for,., K=y mode (left)
andn;WKiy mode (right): black dashed line refers to events generaiidetset, red
solid line to events generated with Kagan-Neubert model.
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Figure 7.7: Generated; invariant mass for,, K*v mode (left) andy;WKiv mode
(right): black dashed line refers to events generated wief, red solid line to events
generated with Kagan-Neubert model.
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Quantity (/R o A ¢ S T @
ML Fit bias (A) 0.2 1.9 0.3 4.3
MC/data Corr. (A) 0.1 0.2 0.1 0.8
MC statistics (M) 1.3 1.1 1.2 1.2
Branching frac. (M) 4.9 3.5 4.9 3.5
Track multip. (M) 1.0 1.0 1.0 1.0
Tracking eff/qual (M) 3.2 3.2 4.0 4.0
1y eff.(M) 6.0 3.0 6.0 3.0
~ eff.(M) - 1.8 - 1.8
K eff. (M) 2.1 2.1 - -
NumberBB (M) 1.1 1.1 1.1 1.1
cos O (M) 0.5 0.5 0.5 2.0
Particle ID (M) 1.0 1.0 1.0 1.0
Total Uncorr. (events) (A) 0.2 1.9 0.3 4.4
Total Uncorr. (%) (M) 5.1 3.7 5.0 3.7
Total Corr. (%) 74 5.5 7.4 5.9

Table 7.50: Estimates of systematic errors. We divide tisgesyatics in two parts: un-
correlated errors (first part of the table) and correlatearsi(second part of the table).
Uncorrelated and correlated refer to the different daugiiéeays of the same mode.
Some of these errors are additive (A) and given in eventgrstire multiplicative (M)
and given in % . Contributions are combined in quadrature.
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Quantity Mo KO Men KO K K
ML Fit bias (A) 7.2 0.2 23.5 0.5
BB Bkg (A) 3.0 1.0 10.0 3.0
Branching fractions (M) 3.4 3.4 3.4 34
MC statistics (M) 0.2 0.2 0.4 0.4
Track multip. (M) 1.0 1.0 1.0 1.0
Tracking eff/qual (M) 1.6 1.6 2.4 2.4
v, Ny eff. (M) 1.5 3.0 1.5 3.0
K efficiency (M) 2.1 2.1 - -
NumberBB (M) 1.1 1.1 1.1 1.1
cos Op(M) 0.5 0.5 0.5 0.5
Track PID (M) - - 0.5 0.5
Total Uncorr. (events) (A) 7.8 1.0 25.5 3.0
Total Uncorr. (%) (M) 3.4 3.4 3.4 3.4
Total Corr. (%) 3.4 4.3 3.3 4.2

Table 7.51: Estimates of systematic errors. We divide tisgesyatics in two parts: un-
correlated errors (first part of the table) and correlateorsi(second part of the table).
Uncorrelated and correlated refer to the different daugiiéeays of the same mode.
Some of these errors are additive (A) and given in eventgrstire multiplicative (M)
and given in % . Contributions are combined in quadrature.
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Quantity K&y m3aKdy 0y Ky s K5y ) K8y 0, K3y . Ky 0, K*y
ML Fit bias (A) 1.9 0.4 4.3 0.9 2.9 2.7 0.3 3.4
MC/data Corr. (A) 0.9 0.1 0.4 0.2 1.3 1.9 0.2 2.0
MC statistics (M) 0.7 0.8 0.6 0.7 0.8 0.9 0.7 0.7
Branching frac. (M) 0.7 1.8 0.7 1.8 3.4 3.4 3.4 3.4
Track multip. (M) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
MC ° lineshape (M) — — — — — 2.0 — 2.0
Tracking eff/qual (M) — 1.6 0.8 2.4 1.6 1.6 2.4 2.4
70, eff.(M) 3.0 3.0 3.0 3.0 3.0 — 3.0 —
~ eff.(M) 1.8 1.8 1.8 1.8 1.8 3.6 1.8 3.6
KO eff. (M) 2.1 2.1 - - 2.1 2.1 — —
NumberBB (M) 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1
cos O (M) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Particle ID (M) - 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Photon spectrum (M) 2.6 2.7 1.8 2.0 4.5 5.6 5.2 5.6
Total Uncorr. (events) (A) 2.1 0.4 4.3 0.9 3.2 3.3 0.4 3.9
Total Uncorr. (%) (M) 1.0 2.0 0.9 1.9 3.5 3.5 3.5 3.5
Total Corr. (%) 5.2 5.5 4.5 5.1 6.6 7.7 7.0 7.6

Table 7.52: Estimates of systematic errors. We divide tiséesyatics in two parts: un-
correlated errors (first part of the table) and correlateorsi(second part of the table).
Uncorrelated and correlated refer to the different daugiiéeays of the same mode.
Some of these errors are additive (A) and given in eventgrstire multiplicative (M)
and given in % . Contributions are combined in quadrature.
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Quantity | Ty Ty Mise M3allsn | Wyen® Non® | Dyn® W32 | 197 KD 13 K2
Fit bias (A) 2.4 0.6 04 | 05 06| 14 06| 08 0.9
MC/data corr. (A) 0.2 0.5 0.2 0.3 06 | 0.8 0.1 1.1 0.4
Branch. frac. (M) 1.0 19 2.5 3.6 36| 14 22| 0.7 1.8
MC statistics (M) 0.6 0.6 0.7 | 0.7 08| 0.6 08| 05 0.6
Track multiplicity (M) 1.0 1.0 1.0 1.0 10| 1.0 10| 1.0 1.0
Tracking eff/qual (M) — 1.6 3.2 3.2 32| 16 32 — 1.6
7015, v eff (M) 6.0 6.0 6.0 | 3.0 18| 3.0 30| 3.0 3.0
K9 eff. (M) — — — — — — — 2.1 2.1
NumberBB (M) 1.1 1.1 1.1 1.1 1111 11 1.1 1.1
cos 61 (M) 0.5 0.5 05 | 05 05| 05 05| 05 0.5
Total Uncorr. (events) (A) 2.4 0.8 0.5 0.6 0.8 | 1.6 0.6 1.4 1.0
Total Uncorr. (%) (M) 1.2 2.0 2.6 3.7 3.7 | 1.5 23 0.9 1.9
Total Corr. (%) 6.2 6.4 7.0 4.7 4.0 | 3.7 47 4.0 4.3

Table 7.53: Estimates of systematic errors. We divide tistesyatics in two parts: uncorrelated errors (first part efttdble)
and correlated errors (second part of the table). Uncaeeland correlated refer to the different daughter decayheobame
mode. Some of these errors are additive (A) and given in syettters are multiplicative (M) and given in % . Contribucare
combined in quadrature.
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7.10 Results

In this section we will present the results of branchingtitacand charge asymmetry
measurements. Summary of all results of ML fit is shown indabl.54-7.59. We
give the number of events to fit, the signal yield, the variefiigiencies and product
of daughter branching fractions (where we consider alsdsthe— K?), the fit bias,
the statistical significance and 90% confidence level (Clpengimit (for the modes
where the statistical significance is lower tha#)5The statistical error on the number
of events and the charge asymmetry is taken as the change aetitral value when
the quantityy? = —21n £ changes by one unit. The statistical significance is taken as
the square root of the difference between the valug?dbr zero signal events and the
value at its minimum. The 90% C.L. upper limit is taken to be lmanching fraction
below which lies 90% of the total likelihood integral in thegitive branching fraction
region.

Statistically combining the results of different sub-dexas equivalent to mul-
tiplying likelihood curves,i. e., adding the log-likelihood curves and adjusting the
minimum back to 0. Including a systematic uncertainfy,, involves convoluting the
likelihood with a Gaussian of width,;. If the original likelihood curve is Gaussian
with width o4, this produces a new Gaussian likelihood curve with= o2, ,+02,,;.
Equivalently, this adjusts the log-likelihood curve by:

2 2
2 Xstat Xsyst

X'=——""— (7.7)
that + ngst

whereyZ,,, is the result of the fit with only statistical error, and,,, = (z — u)*/02,,,
wherez is the quantity the we combine with as fit result. This has the effect of
broadening the log-likelihood curve to account for the eysdtic uncertainty.

We show in figs. 7.8—7.14 the In £ for the branching fraction of the sub-decay
modes and for the their combination. In figs. 7.15 and 7.16heg/the same plots for
the charge asymmetries. These figures are done fixing in thk fiarameters to the
values obtained in final fit and varying only the parametes fignal yield and charge
asymmetry in our case) for which we do th€ In £ scan.

In figs. 7.17 and 7.18 we show tké’/ot of invariant mas$) K and ofn energy in
CMS for the sub-decay modes @K'+, respectively.
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Table 7.54: Branching fractions results fgry/ K’ modes.
ML Fit Quantity 7 D U 7 ) S0 U7 A O | G T A 0
Events to fit 467 8741 1390 8913
Signal yield 1 418 413 14713
BB yield - 9651308 —~ 467017
SCF yield T 108753 —478 17+
# Data combs/event 1.78 1.48 1.74 1.47
# MC combs/event 2.00 1.66 1.92 1.59
SCF(%) 42.6 42.7 40.9 39.8
ML-fit bias (events) +0.5 +3.8 +0.5 +8.5
MC € (%) 3.3 4.1 3.8 3.6
Track corr. (%) 97.6 97.6 97.0 97.0
1y~ Corr. (%) 94.2 97.1 94.2 97.1
K? corr. (%) 95.7 95.7 — —
1B (%) 1.1 3.6 3.1 10.4
Corr. e x [ B: (%) 0.032 0.134 0.108 0.353
Stat. sign. ) 0.5 0.0 2.1 0.5
B(x1075) 6.27107 1.0726 14.97129 6.47157¢
90% CL UL(x1079) 50.2 45.0 39.2 27.1
CombinedB(x10~%) 475538 £ 0.3 11.2485 £ 1.0
Stat. sign. (incl. syst.)o() 0.5 2.0
90% CL UL(x1079) (incl. syst.) 30.7 24.8
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Table 7.55: Branching fractions and Charge asymmetrytefardy’ K modes.

Analysis T ICE 1, K* e 1, K°
Events to fit 1883 39782 632 9705
Signal yield 609 + 28 1347 + 57 198 +16 457 +30
BB yield — 797 + 115 — —10 £59
# Data combs/event 1.050 1.067 1.103 1.070
# MC combs/event 1.056 1.081 1.109 1.084
ML-fit bias (events) —0.94+0.5 46.9+ 1.5 —-04+0.3 143+0.8

MC € (%) 23.9 27.1 25.4 27.2
Tracking corr. (%) 98.2 98.2 98.8 98.8
Neutrals corr. (%) 97.1 99.0 97.1 99.0
K9 corr. (%) — — 95.7 95.7
Corr. € (%) 22.8 26.3 23.3 25.5
[18; (%) 17.5 29.5 6.02 10.2
Corr.e x [[ B; (%) 3.99 7.76 1.40 2.60
B(x107) 66 + 3 72+ 3 61 +5 73+5
CombinedB(x10~°) 68.9 £2.0 +3.2 67.4+3.3+32
BackgroundA., —0.026 +£0.029 —0.016 + 0.005 - —
Corr. SignalA,., —0.001 4+ 0.044 0.055 4 0.036 — —
Combined Signal., 0.033 4+ 0.028 + 0.005 —
90% CL interval [—0.012,0.078] —
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Table 7.56: Branching fractions results fpi~+ modes.

ML Fit Quantity N KOy 13 KOy Ny KEy Ngr K7y
Events to fit 786 310 2391 1108
Signal yield 40T 1578 11972 55715
BB yield —16739 - 38778 —45750
# Data Combs/event 1.09 1.19 1.09 1.13
# MC Combs/event 1.13 1.24 1.14 1.24
SCF(%) 18.7 27.2 19.0 26.5
Fit bias (events) +3.7 +0.7 +8.6 +1.8
MC ¢ (%) 11.0 7.6 13.4 9.3
Track corr. (%) — 98.8 99.4 98.2
7 /n, corr. (%) 97.1 96.8 97.1 96.8
K7 corr. (%) 95.7 95.7 — —
[18; (%) 13.6 7.8 39.4 22.6
Corr. e x [] B; (%) 1.39 0.54 5.10 2.00
Stat. sign. ¢) 4.6 2.9 8.0 6.6
B(x1075) 11.2739 115783 9.4+18 11.4+39
90 CL % UL (x1075) 15.9 19.4 — -
Combineds (x10~%) 11.3758 4+ 0.6 10.0+1.3+0.5
Stat. sign. with syst.o) 5.3 10.0
BackgroundA,,, — - 0.014 +£0.022 —0.028 +0.031
Corr. SignalA., — — —0.013+0.153 —0.219 +0.205
Combined Signal.;, — —0.086 = 0.120 + 0.010
90% CL interval — [—0.282,0.113]
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Table 7.57: Branching fractions results g+ modes.

ML Fit Quantity Man K07 1, KOy nngiv n’pyKiv
Events to fit 119 2464 401 8792
Signal yield —5%3 19719 78 1743
BB yield - 17482 — 52750
# Data Combs/event 1.17 1.10 1.17 1.11
# MC Combs/event 1.24 1.17 1.26 1.18
SCF(%) 20.9 29.3 21.2 29.1
Fit bias (events) —5.8 +5.3 +0.5 +6.7
MC € (%) 6.8 5.6 8.6 10.1
Track corr. (%) 98.8 98.8 98.2 98.2
1+ COrr. (%) 97.1 — 97.1 —
K? corr. (%) 95.7 95.7 - -
[1B; (%) 6.0 10.2 17.5 29.5
Corr. e x [ B; (%) 0.37 0.54 1.44 2.93
Stat. sign. §) 0.4 1.2 1.6 0.5
B(x10-°) 0.6725 11.2M28 19714 1.5733
90 CL % UL (x107°) 5.9 27.4 4.6 7.0
Combineds (x 10~°) 11735 +£0.1 19715 +0.1
Stat. sign. w syst.«) 0.6 1.7

90% C.L. UL (x1079) (incl. syst.) 6.6 4.2
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Table 7.58: Summary of ML fit results gf; andn K° modes.
Quantity T Ty Ty 113 13773 Ty K N3 K°
Events to fit 2054 1990 421 3333 1392
Signal yield 1740 1017 213 19740 1176
BB yield — — — 24 4 20 —
# Data Combs/event 1.06 1.14 1.25 1.02 1.10
# MC Combs/event 1.04 1.14 1.25 1.02 1.13
SCF (%) 9.8 13.1 16.6 8.4 22.5
ML-fit bias (events) +39+06 +05+04 +03+04 +08£06 +1.1+04
MC ¢ (%) 22.1 19.7 12.6 28.4 18.7
Track corr. (%) 100.0 98.8 97.6 100.0 98.8
K corr. (%) - - - 96.7 96.7
7 /1, corr. (%) 94.2 93.9 93.6 97.1 96.8
[18; (%) 15.5 17.9 5.1 13.5 7.8
Corr. e x [[ B; (%) 3.23 3.27 0.59 3.60 1.35
Stat. sign. ) 1.9 2.1 1.1 2.6 2.7
B(x1079) 13750 0.979¢ 11116 15199 2.4714
90 CL % UL (x1079) 2.6 1.9 4.0 2.8 4.5
Combineds (x10~6) 11755 £ 0.1 1.8%0¢ £0.1
Stat. sign. w syst.«) 3.0 3.5
90% C.L. UL (x107) (incl. syst.) 1.8 2.9
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Table 7.59: Summary of ML fit results gf» andn’¢ modes.

Quantity Ny N3 - NG
Events to fit 5231 2066 1169 17111
Signal yield —11+] 675 13 —3+9
BB yield 44 £ 15 - — -
# Data Combs/event 1.03 1.13 1.18 1.08
# MC Combs/event 1.03 1.13 1.20 1.13
SCF (%) 5.8 19.2 13.6 13.5
ML-fit bias (events) —244+06 +08+03 —-06+03 —-1.04+04
MC ¢ (%) 33.7 21.9 24.4 23.1
Track corr. (%) 98.8 97.6 97.6 97.6
7°/n, corr. (%) 97.1 96.8 97.1 —
[1B; (%) 19.4 11.1 8.6 14.5
Corr.e x [[ B; (%) 6.27 2.30 1.99 3.27
Stat. sign. ¢) 0.0 1.5 0.8 0.0
B(x107°) —0.4%03 0.7+01 0.370% —0.2192
90 CL % UL (x107) 0.4 1.9 1.3 1.6
CombinedB (x107°) 0.07532 £ 0.01 0.167039 £ 0.01
Stat. sign. ¢) 0.0 0.5
90% C.L. UL (x1079) (incl. syst.) 0.55 0.98
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7.10.1 Projections

We draw thengs and A E projection plots for our decays. To reduce the contribution
of background, we make a cut on the quantity:

Psig

R=— %9
Psig+Pbkg

(7.8)
where P,;, and P, are the probability for the event to be signal or backgrouad,
spectively. These probabilities are calculated from P@ksluding in the computation
the variable being plotted. These projections are showmyg #.19-7.23. Fit curves
shown are not a fit to the data in the histogram but the prajeaif the overall fit
scaled to take into account the effect of the cutron
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Figure 7.8:—21n L as a function of the branching fraction. Plots arerfof X’ modes:
top, neutral mode (right plot is a zoom near zero); bottorargéd mode. Blue dashed
line for n;..n, K; red dotted-dashed line for the subdecays with ;.. K black
solid line combined.
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Figure 7.17: sPlots of invariant mag& for the sub-decay modes g~ (neutral on
top, charged on bottom): left for the subdecays wjith; center for the subdecays with
13 ; right for the two sub-decays added. The blue points reptebe on-resonance
data, the black points are for signal MC. The points are nbzethto on-resonance
ones.
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Figure 7.18: sPlots af energy in CMS for the sub-decay modes)df v (neutral on
top, charged on bottom): left for the subdecays wjitlt center for the subdecays with
13, right for the two sub-decays added. The blue points reptabe on-resonance
data, the black points are for signal MC. The points are nbzethto on-resonance
ones.
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Chapter 8

Time-DependentCP asymmetries
measurements inB" — n’ K'Y

8.1 Introduction

We describe in this chapter the measurement of the timerdigmeCP asymmetries
in the charmles®° meson decays tg K0 andn’ K? through the decay modes shown
in tab. 4.1 and tab. 4.2We extract the parameters 6f violating asymmetrys and

C from a combined maximum likelihood fit to the time evolutiohspK? andn' KY
(see section 1.4.3 for definitions of these quantities).

8.2 Theoretical Overview and SU(3) Upper Bounds on
S — sin2f3

Decays of B mesons toy’ K° proceed mostly via a single penguin (loop) ampli-
tude with the same weak phase [12] presenBfnmeson decays through a Cabibbo-
Kobayashi-Maskawa (CKM) favordd— ccs. However CKM-suppressed amplitudes
and multiple particles in the loop introduce other weak pkashose contribution is
not negligible [13, 14, 15, 16].

Figure 8.1 shows th8° — B° mixing diagram (a), together with some possible de-
cay amplitudes fo3° — ' K. The diagrams (b-d), together with electroweak coun-

1The time-dependent measurements is also performéftin— 7’ K* modes, where we expect
S =C =0, as acheck.

217
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terparts and other variants, all contribute in principld.ake CKM suppressed. How-
ever the tree (fig. 8.1b) is also Cabibbo (and for the neut@dercolor) suppressed,
and expected to be small [12, 15]. The observed branchimgjdrais larger than at
least initially expected [102], spawning a variety of catjges by way of explana-
tion. These include flavor singlet [103], charm enhancedi[1nd constructively
interfering internal penguin diagrams (fig. 8.1c,d) [182]L0The last is reinforced by
a recent NLO QCD factorization calculation [15], which fintisit the singlet mech-
anisms do not enhance the rate significantly, which is in éagquately predicted
by constructive interference of the— n’ andb — K diagrams (fig. 8.1c,d). Both
penguin amplitudes have, like the Golden mode, vanishirakypdases. Thus a time-
dependent asymmetry measurement should, in the absenesvgshysics, yield an
alternative measurement gh2/3. That is, with the usual additional assumption that
CP is conserved in the mixing itself, the predictions for owrametry measurements
are—ncpS = sin23 andC' = 0.

d__ bou b a
7
+
B W+ W-B0 B W E .
KO
_ _ -
b T d d d
(a) (b)
W W
b 5 b 5 4
S N d K
0 n 0 r _
B [ 9 g » B £ g % )
d g d d g d

Figure 8.1: Feynman diagrams describing/84)— B° mixing; the decayB’ — 1’ K°
via (b) color-suppressed tree, (c, d) internal gluonic pémgFor the charged mode
the corresponding tree diagram is external, not color sagsed.
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Additional higher-order amplitudes with different weakggles would lead to devi-
ations of—7¢p S from sin23 For theB® — 7' K° mode, so the time-dependent asym-
metry measurement for this decay provides an approximassunement ofin2(.
Theoretical bounds for the small deviatiovt = (—ncp.S) — sin23 have been calcu-
lated with an SU(3) analysis [13, 14, 105], which uses thadang fractions of the
7%, n, andn’ two-body combinations fron° decays. Such bounds were improved
by last measurements [41], like our measurementbf— nn mode reported in this
thesis work. QCD factorization calculations [15] conclutat AS is smaller than
what found in these SU(3) based upper bounds. A deviatiSrsuperior to this limit
can be considered an effect of phases coming from new phyl€its

We have calculated SU(3) based bounds using new recent regasuts from
BABAR [106, 107] and Belle taken from HFAG [41]. The SU(3) basedearppound
calculation has been done using a macro written by Denis @ji08]. This macro
allows calculation of upper bounds for 10 different finaltesa including alsa)’ K°
which we have used. We have updated the relevant experihiefdemation now
available. The relevant theoretical formalism with allaikst for the calculation of
these bounds can be found in [13, 14]. Here we mention onlyvatiams to make
more clear what we have done.

Constraints orCP asymmetries in) K° can be written in terms of rates of other
SU(3) related processes in different superpositions, ridipg on the level of approx-
imation chosen. In one of these combinations, amplitudésostcalar pairs including
7%, n andn’ mesons in final state are involved:

1 1 )
A 00——A 0 A 0,/
(77") = 5 A(a"n) + 5= Al

2 11 )
+——=A ———A(n'n") — —=A(nn 8.1
373 () 273 (') W (') (8.1)
Another combination is based on the assumption that a sBIdI&) amplitudes

dominates decays into a singlet and an octet pseudoscélaifinvolves four decay
processes:

! 00 1 tTK~ _g oy _i /
ﬁA(Ww)+ﬁA(K K7) 3A( n) \/§A(m7) (8.2)

Another combination, valid in the approximation of no exeha and no pen-
guin annihilation contributions [14], involves only threangeness-conserving am-
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Mode n K° 7070 70 70/ mm n'n nn’ KTK~
B |649+35|1454+029 | <1.3 | 155708 | <18 | <24 | <1.7]0.05%0.09

Table 8.1: Branching fraction§ and 90% CL upper limits (in units of0—°) for the
modes used in SU(3) based upper bound calculationnfdin B° — 7' K° mode (see
text for more details).

plitudes:

-2 awn) + =) - L) 83

Branching fractions (or upper limit at 90% confidence lev@l)) used here are
givenin tab. 8.1.

In "Denis" analysis program one can choose between a Bayastha frequentist
approach. We have followed a frequentist approach. The \aegke~y has been
generated following an asymmetric Gaussian with m&af° and widths4.9° and
4.1°. Then — n’ mixing angle has been takex)°. The cosine of the strong phase
(which is unknown) is taken flat betweenl and 1. We have generated 4000 MC
simulated experiments and obtained the 90% CL upper limithifie A S bound.

For the combination in eq. 8.1, we find:
AS =0.15
For the combination in eq. 8.2, we find
AS =0.09
For the combination in eq. 8.3, we find
AS =0.08

There upper bounds were 0.23, 0.15, and 0.12, respectwitlyprevious branching
fractions values [14].

These bounds are affected by a theoretical error (due t@gjppations and flavor
SU(3) considerations) of order 20 or 30 %. We have to note kientbat such bounds
are certainly overestimated because all amplitudes indhmbmations 8.1, 8.2, and 8.3
carry different strong phases and we should not expecthiegtall add up coherently
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(which is what is done in the calculation 4fS).

The bounds forAS have been calculated in other different theoretical apgres
as QCD factorization [15, 55], QCD factorization with maoeklrescattering [109],
Soft Collinear Effective Theory (SCET) [56]. These modeitraate| A S| to be of the
order0.01, and with uncertainties give bounfsS| < 0.05. A new correlated bounds
on theCP asymmetries parametersfi{B° — ' K°) using SU(3) have been recently
updated:—0.05 < AS < 0.09 [57].

8.3 Previous Results

The measurement of time-dependent (TI}) asymmetry parameters fé° — ' K°
decay reported in this thesis work is an update of the meamsnts we sent to HEP2005
conference [110] based on an integrated luminosity of 211 .fitn such a measure-
ment we have included for the first time thegx? modes, withy, .. andn,,,. The
latter mode has an high background and gives a negligibl&ibation to the final
measurement of andC', but an additional systematics, and for this reason we decid
to not use in the new update. The results forth€? modes are based on the same
integrated luminosity off K modes and have been published in 2005 [111]. In this
analysis we had added the modes wijth ., and K¢, in order to increase the statis-
tics with respect to the firdBABAR measurements, based on an integrated luminosity
of 82 fb™!, where only the modes witlf, ., 7/, andK_, _ were considered [91].
The results sent to HEP2005 conference are shows in tabl'lBe2zombined result
for S is 2.8 standard deviations (only statistical error) fromdin23 = 0.722 4+ 0.046

value measured bBABAR at that time [112].

Mode —NepS C
7 K? +0.30 +0.14 —0.2140.10
n K9 +0.60 4 0.31 +0.10 4+ 0.21

K% +0.364+0.1340.03 —0.16 £ 0.09 £ 0.02

Table 8.2: BABAR results presented at HEP2005 conferenceSand C' from the
B — n’KY andB° — 1 K time-dependent fits with statistical error only and results
from combined fits with statistical and systematic errors.
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8.4 Data and Monte Carlo Samples

The analysis presented in this document is based on thealaa byBABAR in the
period 1999-2006Run1- Run5). Results in this version of the note are based on the
following samples:

e On-peak data:

— 349.0 fo !, (383.6 + 3.8) million of BB pairs.
e Off-peak data:

— 272 fo!
e genericBB Monte Carlo:

— 471.6 million events for generiB’ B°.

— 469.2 million events for generiB*B~.

e Signal Monte Carlo: Statistics used for the different modas be seen in

tab. 8.3.
777/7(’7’7)7"7TK2+_ Tl;WKg'i‘— 771/7(37r)7r7rKg+— 771/7(77)7r7rKg00 n;)ng()O
675K 675K 117K 134K 103K
+ + + [0]
n;l(vv)m 77;WK 777/7(37r)7r7rK 77;77r7rK L
675K 675K 134K 143K

Table 8.3: Monte Carlo signal events.

8.5 Preparation of the input to ML fit

The events for each mode are reconstructed (chapter 4) &udexk(chapter 6). For
each event we can have more candidates due to the possiBlexrifcombinations of
the reconstructed particles of the event. To prepare thelgarfor the input to ML fits,
we have to choose one of these candidates per event (of coutse case of multiple
candidates per event). In this way we obtain the final inpMldfits. In this sections
we will report the events selection efficiencies and mudtighndidates selection. The
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reconstruction and selection of the on-peak data eventgfor K7, _, n, K7, _,
nj?(w)mKi, andn;WKi modes have been done by another group oBA#4R collab-
oration which has participated to this analysis.

8.5.1 Selection Cut Efficiencies

We report in the tables 8.4-8.11 the selection efficien@eg#fch cut applied to the
reconstructed events of on-peak data and MC signal. Exjitemef the cuts is given

in section 6.4.2. The efficiencies for each row of the tablesamputed after applying
all the cuts in the previous rows. For the signal MC samplegiwe in the final row

the raw efficiency, calculated as the ratio of the number eh&vinput to ML and

the number of generated MC signal events (table 8.3). Resuiltthe MC events
are shown in tables 8.4-8.7. The same informations for @hk-plata are shown in
tables 8.8—-8.11. For these tables the last row gives the auaflcandidates surviving
to all cuts and entering in the input to ML fit.

Table 8.4: Efficiency (%) and selection cuts (all candidgiesevent) iny K2(r 7 ™)
MC sample. Efficiencies for each row are computed after apglgll the cuts in the
previous rows. The last row gives the raw efficiency cal@adats ratio of the number
of events surviving all cuts, including the best candidaleion, and the number of
generated events.

W%(WW)MK&— M K5y 77;7(37T)7T7FK2+‘

Generated 675000 675000 117000
Preliminary cuts 238909 295818 37476
PID vetoes for pions 98.9 96.3 98.0
7% mass 78.3
7 Mass 92.8 98.2
oY mass 97.2

o hel. 97.3

n’ mass 89.9 81.7 95.3
K9 mass 97.6 97.6 97.5
K cuts 96.8 96.9 97.4
At cuts 98.8 98.9 98.5
oAt CUtS 97.3 97.9 97.7
tagged events 75.1 75.1 74.7
Raw efficiency 18.1 20.9 8.8
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Table 8.5: Efficiency (%) and selection cuts (all candidggesevent) iny’ K™ MC
sample. Efficiencies for each row are computed after apglgihthe cuts in the pre-
vious rows. The last row gives the raw efficiency calculatedatio of the number
of events surviving all cuts, including the best candidaleion, and the number of
generated events.

Men B | T K™ | 0y K

Generated 675000 | 675000, 134000
Preliminary cuts 248565 | 356827 50164
PID vetoes for piong 98.9 95.9 97.2
Veto fast particle 98.4 98.3 98.6
¥ mass 78.5
7 Mass 94.5 98.4
pY mass 97.2

p¥ hel. 97.3

n’ mass 92.3 81.8 96.3
# DIRC photon 86.7 85.7 87.8
DIRC angle pull 95.5 95.2 95.4
At cuts 98.9 98.9 98.7
oAt CULS 98.3 97.9 98.0
tagged events 76.6 76.4 74.7
Raw efficiency 18.2 21.8 9.3

Table 8.6: Efficiency (%) and selection cuts (all candidasevent) iny’ K2,, MC
sample. Efficiencies for each row are computed after apglgihthe cuts in the pre-
vious rows. The last row gives the raw efficiency calculatedatio of the number
of events surviving all cuts, including the best candidaleion, and the number of
generated events.

My K00 | 7 K00
Generated 134000 | 103000
Preliminary cuts 32112 31511
PID vetoes for piong  99.1 96.2
7 Mmass 93.3
p° mass 98.6
P hel. 97.0
n’ mass 90.1 82.3
7% mass 97.6 97.2
K9 mass 88.8 89.2
At cuts 98.8 98.8
oAt CULS 95.0 97.5
tagged events 75.6 75.3
Raw efficiency 10.0 11.9




8.5 Preparation of the input to ML fit 225

Table 8.7: Efficiency (%) and selection cuts (all candidgesevent) iny K MC
sample. Efficiencies for each row are computed after apglglhthe cuts in the pre-
vious rows. The last row gives the raw efficiency calculatedadio of the number
of events surviving all cuts, including the best candidaledion, and the number of
generated events.

Myen K7
Generated 143000
Preliminary cuts 49153
PID vetoes for piong 98.7
7 Mass 92.0
n’ mass 86.5
cosfp, ... cut 94.9
PO cut 83.6
At cuts 98.3
oAt CUtS 94.0
tagged events 74.9
Neural Network cut| 90.1
Raw efficiency 11.6

Table 8.8: Efficiency (%) and selection cuts (all candidasevent) iny K2(r 7 ™)
data. Efficiencies for each row are computed after applyiin@ cuts in the previous
rows. The last row gives the raw efficiency calculated a® m@tthe number of events
surviving all cuts, including the best candidate selectard the number of generated
events.

77;7(37r)7r7rK~2+—
Preliminary cuts 2173
PID vetoes for pions 73.8
7% mass 70.7
7 Mass 97.3
n’ mass 93.6
K9 mass 73.7
K? cuts 63.4
At cuts 98.8
oA¢ CUtS 97.3
tagged events 64.2
Events to fit 177
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Table 8.9: Efficiency (%) and selection cuts (all candidg@tesevent) iny K data.
Efficiencies for each row are computed after applying alldis in the previous rows.
The last row gives the raw efficiency calculated as ratio eftbmber of events sur-
viving all cuts, including the best candidate selectiond #me number of generated
events.

77;7(37r)7r7rK:t
Preliminary cuts 7534
PID vetoes for piong 73.7
Veto fast particle 95.2
¥ mass 70.6
7 Mass 96.0
n’ mass 92.4
# DIRC photon 85.0
DIRC angle pull 51.8
At cuts 98.6
oA+ CUtS 98.3
tagged events 67.3
Events to fit 581

Table 8.10: Efficiency (%) and selection cuts (all candigg@er event) iny K2 (7%7°)
data. Efficiencies for each row are computed after applyiinfp@ cuts in the previous
rows. The last row gives the raw efficiency calculated a® m@tthe number of events
surviving all cuts, including the best candidate selectaord the number of generated
events.

77;77r7rK200 U/pngoo
Preliminary cuts 4224 164526
PID vetoes for piong  77.5 65.5
7 Mass 81.4
oY mass 96.7
o hel. 88.7
n’ mass 62.5 50.0
79 mass 93.2 91.6
K mass 76.1 76.2
At cuts 97.6 97.7
oAt CULS 93.5 96.4
tagged events 56.5 58.0
Events to fit 490 13915
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Table 8.11: Efficiency (%) and selection cuts (all candisigter event) iny K° data.
Efficiencies for each row are computed after applying alldiies in the previous rows.
The last row gives the raw efficiency calculated as ratio efrtbmber of events sur-
viving all cuts, including the best candidate selectiord #me number of generated
events.

en K1
Preliminary cuts 149154
PID vetoes for piong 71.8
7 Mass 80.7
1’ mass 55.3
cosfp, ... cut 80.1
PO cut 35.0
At cuts 95.0
oAt CUtS 89.7
tagged events 62.3
Neural Network cut| 66.8
Events to fit 4199

8.5.2 Multiple Candidate per Event

We have analyzed the problem of multiple signal candida¢e®pent. We first make
the choice of the best candidate and then look for events MiEhtruth or without

MC truth. In some modes with multiple particles in the finatstwe consider as MC
truth also events where there is a permutation of the pesti¢?P) inside th& candi-
date. Events where th@ exchanges a track with the rest of the event are called self-
crossfeed (SCF) events. Efficiency of the candidate selecéfers to events which
have one candidate with MC truth or which have one PP everdelecting the best
candidate we have applied an algorithm based3orertex probability. Efficiency of
this algorithm is in the range 95-98%.

In K modes we distinguish the candidates in two categories,ndipg on the
sub-detector where th&? candidate informations are taken: EMC and IFR. If the
direction of IFR candidate is compatible with a candidaté&=bfC, we consider the
two candidates as the same candidate (category EMC+IFR)yarmthtop the IFR one.
We use the&3 vertex probability to select the best candidate. If seveaatlidates have
the sameB vertex probability, we choose the candidate with #iecoming from (in
order): EMC+IFR, EMC, IFR.

We summarize in tab. 8.12 the number of combinations pertégedata and MC
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events, the efficiency of the algorithm of selection (coesiy MC truth events and
MC truth plus PP ones) and the fraction of SCF events.

Mode # combs/event #combs/event efficiency SCF
(data) (MC signal) (%) (%)
MCtruth  MCtruth+PP
”Z(WMK&— 1.09 1.10 98.2 13.8
n;JVK2+_ 1.08 1.07 97.8 15.2
n;](%)MKSJF, 1.64 1.77 91.5 98.1 16.2
ﬁ;(w)mKi 1.04 1.06 98.9 13.2
n — pPyK* 1.07 1.07 97.9 15.8
n;(gﬂ)mKi 1.61 1.73 92.3 98.4 15.8
n;]WKSOO 1.22 1.23 94.7 95.7 20.4
n;nKSOO 1.24 1.22 94.1 95.0 215
n;MKQ 1.13 1.17 95.6 27.7

Table 8.12: Results of “best candidate” selection algarith

8.6 Background Sources

In our previous analyses of the modes studied in this doctimenhave verified that

in all our target decays we have background contributioy &oim continuumudsc
production with negligibleBB non continuum crossfeed. Infact most of our target
decay modes are clean or very clean. In the modesajiththere is a possible back-
ground coming from charmled3B events. These events in fact could be source of
bias in our yield results. In the modes wif{ there is a small contribution from the
same modes wit? or charged kaon instead &f°.

Our procedure in the3 B analysis is realized in three steps. First we apply the
full analysis selection to M@ B generic samples. We show in tab. 8.13 the input to
the maximum likelihood inB*B~ and B°B° (results are normalized to the integrated
luminosity). Signal MC events have been removed from theseptes. Note that
we have reconstructed about 2.4 times of gen&ig with respect to the statistics
expected at the integrated luminosity of data.

We look at all the MC events separating possiBIB crossfeed from charm and
charmless decay. We focus our attention to charmless ebegtuse they are the
peaking contribution to our background. In this first stepase interested in finding
categories of events which could contribute to backgrout find that the decay
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Mode BB B*B-
Temen s | 6 1
n, K9, 329 174
n;;(37r)7r7r Kg—i-— 3 1
771,7”[((5)00 1 3
MKl | 117 129
/
Thy(yy)mm 5 17
0, K* 430 1470
T);Z(SW)MKi 1 14
0, KO 128 71

Table 8.13: Estimated input to ML at the integrated lumitokir BB events for each
target decay mode.

modes which need a detailed control of crossfeed are modes‘wi- o'~y and modes
with KY. In the second step we reconstruct large samples of MC siyslts of
candidate crossfeed modes and we evaluate reconstruffimarey and number of
expected candidates (normalized to our integrated luritinas ML input. In modes
with 7 — p~ we use these MC events to prepare the PDFs to introduce intthe fi
prepared using weighted numbers of events from each decdg.rR®DFs are prepared
with the events surviving all cuts and with the best candidaiection. Finally, we
perform toy-experiment studies where we embed a numbeeséthvents, taken from
MC events, as expected in the ML input. In this way we confrthé candidate is a
source of bias or not.

In the tables 8.14, 8.15 and 8.16 we report the results of3tBestudies for the
decay modes/, K7, , 1, K%, andrn/, K=, respectively. In the Table 8.17 we re-
port the results of thés B studies for mode with<®. The branching fractions of the
backgrounds B modes studied are taken from PDG [99] and HFAG tables [100].

8.7 Maximum Likelihood Fit

8.7.1 Overview

An unbinned multivariate maximum likelihood (ML) analysisas been done, using
MiFit. The events are selected with the cuts described iséotion 6.4.2. If an event
has multiple combinations, the program selects the bestising a the besB vertex
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Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) (1079
B — 7t K9, 1.017 44.873% 0.343 60
B — af(ptn ) K9, _ 1.518 150 0.172 30
B* — afK? 0.715 157 0.500 21
B® — ¢4, K, 4704 83%12 0.053 8
BE — p*KD 0.595 5.6"  0.500 6
B — p K*(1430) 0.033 40t 1.000 5
B* — pOK;ggMi (Long.) 1.288 3.671% 0.229 4
B — p K*(1430) 0.039 20" 1.000 4
B =, K 2275  4.9%%5 0.067 3
B - K*K-K?, _ 0.081 24.7%23 0.343 3
B® — K .m 0.222 9.8 0.333 3
B - wKY, 0.426  4.875% 0.306 2
B — KO, 0.128 64.973% 0.060 2
B* - 7t K9, 0.048 24773 0.343 1
B® — KOK30, 0.652 0.95%99 0.230 1
B — p K% (Long.) 0.260 2f0.229 0
S4—
Bt ¢37TK}§S) . 0.150 9.7t 0.035 0
B* — KK, 0.245 095" 0.167 0
S
Total 153

Table 8.14: PotentiaB B background for the;;ngJr_ mode. For each decay mode
we give the MC reconstruction efficieneybranching fractionff), daughter branching
fraction product, estimate background (normalized tombegrated luminosity) in ML
input. Branching fractions withare estimated since no measurement exists.
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Cross Feed Channel M€  Est.B [[B; #evtsin ML
(%) (107°)

B - 7mtr K9,  0.502 44.873% 0.155 13
B — afK? 0.154 151 0.500 4
B* — p*p° (Long.) 0.059 18.3734 0.96 4
B° — ptp~ (Long.) 0.028 24.2737%  0.96 3
BY — af (p°7n")x®  0.061 20" 0.500 2
B* — 1, p* 0.236  6.8739 0.295 2
BE — p* K 0.154 5.6"  0.500 2
B® — po7070 0.041 5.0 1.000 1
B® — K .m 0.046 9.8} 0.333 1
BY — pt K, _ 0.004 10t 1.000 0
B® — r7°K*0 . 0.008 1 0.666 0
B* — af (p*n%)7® 0.016 177 0.500 0
B* - KK . 0136 0957 0.167 0
S
BY — KYK0, 0.052 0.95%99 0.230 0

w
N

Total

Table 8.15: PotentiaB B background for they,, K2y, mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized toibegrated luminosity) in ML
input. Branching fractions withare estimated since no measurement exists.



232 Time-DependentCP asymmetries measurements iB° — 1’ K°

Cross Feed Channel ME Est.B [[B:; #evtsin ML
(%) (10-°)
B* - K*ntn— 1.212  54.8%33%  1.000 255
B — ay (p°m)K T 1.606 171 0.500 52
B* — a{K* 1.362 9.0t 1.000 47
B — ptK~ 1.051  9.9%7¢ 1.000 40
BE — ¢3 K+ 4537 83798 0.155 22
B* — pK*(1430) 0.114 40T 1.000 17
BT - K*K-K+ 0.082 33.77}%  1.000 10
B - wK* 0.369  6.770% 0.891 9
BE  pOr* 0.270 87717 1.000 9
B — af (o7 t)m 0.118 39.7737  0.500 9
BY — a7 (p~mO) KT 0.296 157 0.500 8
BY — pK*(1430) 0.102 20" 1.000 8
BY — n= K3t ,(1430) 0.136 46.675¢ 0.310 8
B* — afn* 0.088 20" 1.000 7
B — Kt~ 0.086 18.9707 1.000 6
B* — oK%, (Long.) 1.318 3.6%:% 0.333 6
BY - K2 2122 38713 0.197 6
B* — p*,0 (Long.) 0.075 18.3%34  0.96 5
BE -y, nt 1.625 26707 0.295 5
B -y K* 0.086 69.7738 0.174 4
B — Kt m~ 0.331 9.87}] 0.333 4
B* -l Ki& 2224 4.97%5  0.098 4
B* — prK:9, " (Long.) 0.228 4.6570%0  0.666 3
B® — p°K3:0  (Long.) 1.253 0.6570%82  0.667 2
B* — ai (p°nF) KPS (Long.) 0.089 207 0.233 2
BY — ptp~ (Long.) 0.019 24.273%  0.96 2
B* - r¥rta= (N.R) 0.160 3.0735 1.000 2
BY — foK30, 0.419 2.00  0.444 1
B — aYK;0. _ (Long.) 0.052 107 0.467 1
BY — p~ K, (Long.) 0.236 2.0f  0.333 1
BY — n07rtn— 0.011 30" 1.000 1
B* = pErtpt 0.008 5.0 1.000 0
BY — K30, 0.002 18.7F}17T 0.262 0
B — ¢35, K22, __ (Long.) 0.136 4.75%04  0.103 0
Total 556

Table 8.16: Potentiab B background for the;;,yKi mode. For each decay mode we
give the MC reconstruction efficieney branching fraction ), daughter branching
fraction product, estimate background (normalized toibegrated luminosity) in ML
input. Branching fractions withare estimated since no measurement exists.
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Cross Feed Channel ME Est.B [[B; #evtsin ML
(%) (1079

BY = if K, 0.480 649737 0.060 6
B* —unK* 0063 69.773% 0.174 2
Total 3

Table 8.17: PotentiaB B background fommK(L) mode. For each decay mode we give
the MC reconstruction efficieney branching fractionf§), daughter branching fraction
product, estimate background (normalized to the integrat@inosity) in ML input.

probability as described in section 8.5.2.

In our fit we have considered three components: signal, moath background,
and BB background (the last one only for the modes wijth— p°). In the Tag04
tagger we have 6 tagging categories. We use the indefd, 2, 3, 4 ,5 ,6) to indicate
that the event belongs to one specific category. For each @yaunt: and category,
the likelihood (; ;) is defined as:

Li,c = nsgfsig,c,]);; + nqtfqu,cpéq + nbl_)fsig,cpél‘, (84)

where P, P.. and P;; are the probability for signal, continuum background and
BB background, evaluated with the observables ofitheevent as the product of the
probability density functions (PDFs) for each of the obabte. With f,;, . and f,; .

we indicate the fraction of events for each category for espeftie (we consider the
fractions forB B background egual to signal ones),, (number of signal events),,;
(number of continuum events) ang; (number of BB events) are free parameters in

the fit.

The extended likelihood function for all events belongiogategory is:

Nc
Ec = exXp (_nsgfsig,c - nq(ij(j,c - an;fSig,c) H Li,c (85)

where N, is the total number of input events in categeryrinally the total likelihood
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function for all categories can be written as:

c=1Jc. (8.6)
To fit two (or more) different sub-decay modes, the totalliik@od becomes:
L=]Jc (8.7)
d

where the indexi runs over the fitted sub-decay modes. Our fitter minimizes the
expression- In £ with respect to a set of free parameters.

8.7.2 Probability Distribution Functions for Discriminat ing Vari-
ables
We describe in this section PDFs of the discriminating \@es for signal and back-

ground. We show in tab. 8.18 which discriminating varialdes used in the ML fits
for eachB decay mode.

Mode PDFs
n’K(S) mys, AE, F, At
K? AFE, F, At

!
77777r7r

Table 8.18: Variables used in ML fits.

PDFs for signal and3 B have been done using Monte Carlo simulated events and
using all events independently from Monte Carlo truth. PEdfsbackground have
been done using off-peak events (f6f modes) or on-peak sidebands (f6f modes),
defined as:

e Grand Side BandGSB):5.25 < mgg < 5.27 GeV/c?
e AF Side BandDESB):0.1 < |AE| < 0.2 GeV

The tab. 8.19 reports the parameterization chosen for ffezeht PDFs. For thg
PDFs andngs BB PDFs, we use asymmetric Gaussians, i.e. Gaussians wighediff
widths on the left and right sides of its peak. Instead of theall parametrization
which uses a mean and two sigmas (left and right sigmandor), we use a new
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parametrization which uses a mean, a sigma (o, + or)/2, and an parameter
A= (oL —or)/(oL + or).

The goal of the new parametrization is to reduce the corogldietween the pa-
rameters of the asymmetric Gaussian.

From our study we found that therg endpoint in the Argus distribution is shifted

to 5.2893 GeV/c? (previously was 5.29GeV/c?) as shown in fig. 8.2. We use this
value in the fit.

' K* qqg background ' K* qqg background
n, K aa 9 Xoin=3.182 n, K aa 9 Xein = 1.363
R W BT e T
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Figure 8.2: Fit tomgs ¢q distribution forn;WKi: on left with endpoint fixed 5.29
GeV/c? and on right fixed to 5.2898:eV/ 2.

Vertex resolution is mostly independent of the reconseui@@ decay mode and
small differences are reflected in the assigiederrors so parameters of the res-
olution function can be taken from fit to the BReco sample. ¢tarCP sample we
use theCP model PDF convoluted with the resolution function desatibeeq. 8.8.

The resolution functiorR,(t) is the same triple Gaussian as described for BReco
(naturally since the parameters are in common):

Rsig<t) = feore G (tv Store0ts Sgoroat) + (1 — feore — fout) G (tv Stailgtv Sgailat)
+ fout G <t7 ,U/outu Uout) (88)

whereG(x, zy, o) is a Gaussian with biag, and standard deviation Theqg back-
ground At distribution is modeled using on-peak sideband data. larsupeterized
with a triple Gaussian where we uée /o, as in signalAt resolution model.

Most of the background parameters are left floating in theAfiggus parameter for
mgs (AE in K modes); coefficient of Chebyshev polynomial &2; mean,oy.s
and o, Of aymmetric Gaussian faf; all At PDF parameters. For thegg and
F background parameters in charged modes and modegs#iitive have decided to
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put them in common in the simultaneous fit for all modes, ineort have a better
determination of these parameters in the modes with a snpaltto ML. The values
obtained in this way are then used in the fit for each singleenod

Appendix B shows PDFs plots and the correlations betweeut vgriables for all
decay modes. We deal with uncertainties in PDFs parametéie systematic section.

| Fit Component || AE | mes | F | At \
Signal DG (CBinKY) | CB AG + G CP model
qg Background || CHL(Ain KY) | A AG+CH1 | TG
BB Background|| G + CH3 AG+A | DG TG

Table 8.19: PDF parameterization used for siggghackground and B background
(G = Gaussian, DG = double Gaussian, TG = triple Gaussian, CBystal Ball, AG
= asymmetric Gausssian, A = Argus, @i n'"* order Chebyshev polynomial).

8.7.3 MC/data Matching Corrections

We have to correct MC signal events in order to have a bettérhimey with data. For
shifts and scale factors df £’ in neutral modes witti? and in the charged modes we
use data and Monte Carlo control sample — D 7~ to measure systematic differ-
ence for these variables. Forgg the shifts are included in the conditions database
and is thus included in our reconstruction for Runsl1-4. /keg and A E' corrections

in Run5 data, because we have enough signal events, we detgtram by allowing
them to float in our on-peak data sampleygﬂ(i. For AE corrections ink? modes
we use the values suggestedjif K? analysis. We show shifts and scale factors in
tab. 8.20.

8.8 BReco Fits

We fit the BReco data sample to obtain the signal fractiontagigactions and mistag
differences, and the parameters of sigAalresolution model, in order to fix them in
our CP fit for our decay modes. The BReco modes are self-tagging fetlonstructed
B decays. These modes are reconstructed by a specific gr&@apar, which provides
the data for the fits.



8.8 BReco Fits 237

Shift (MeV)  Scale Factor

AFE in K modes
runl-5 0+5 1.05 £ 0.05
AF in K? modes
runl-5 —0.40 £ 0.25 —
MEs
runl — —
run2 - —
run3 - —
rund - —
runs —0.34+0.2 1.00£0.06

Table 8.20: Shifts and scale factor to apply to the core Gangssed to fit signal for
MC/data matching. The corrections is given for the data fiédent runs.

In our fits we fix the values oAm, and theB lifetimes to the PDG values [36]:
Amyg = 0.507 £ 0.005 pst, 7+ = 1.638 = 0.011 ps, andrzo = 1.530 £ 0.009 ps.

In order to tag the flavor of the "tag" side of the event, we eeltag04 tagger
with six tagging categories (we do not consider untaggedtsye We split several
guantities according to these tagging categories: sigaeatibn, mistag fractions and
mistag differences, tag efficiency differences, backgdogialds, and core offset of the
signal At resolution function.

We use thengg distribution to discriminate between signal and backgcevents.
As signal PDF we use a double Gaussian obtained from fit on i@sevents, while
for background we use an Argus function. We find the Argus shpgyameter sepa-
rately for each tagging category, and leave them floatingpenfit. We fit theAt¢ for
both signal and background using tBemixing physics model convoluted with a reso-
lution model. TheB mixing physics model uses as parameters six quantitiesinié,
Amyg, mistag fraction, mistag difference, tag and reco effigyattitferences. We have
four components foA¢:

e signal
The lifetime andAm, are fixed to their PDG values for neutrBl We use a
triple Gaussian as resolution model (core, tail and oytlishere the core and
tail biases and resolutions are scaled i@ (with the tail scale factor fixed at 3.0),
and the outlier Gaussian has mean value fixed at zero and fixethat 8 ps. The
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signal efficiency, mistag fraction, mistag difference, ¢fficiency difference for
each tagging category are listed in tab. 8.21 for real datiat@n 8.22 for MC
events. The signal resolution parameters are given in taB.f8r real data and
tab. 8.24 for MC events.

e peaking background
The lifetime is fixed to the PDG value for charg&dand Am, is fixed to zero.
The mistag differences are fixed at zero. We fix the fractiopezking back-
ground to signal component at 1.5%. The resolution modglatal reco effi-
ciency differences are the same of the signal component.

o lifetime background
The mistag differences\m, and tag and reco efficiency differences are fixed
to zero. The mistag fractions and the background lifetinediated in tab. 8.25.
We use a double Gaussian resolution model (core and outliegje the core
bias and resolution are scaledda@; and the outlier Gaussian again has a fixed
mean and width. The background resolution parameters aversim tab. 8.26.

e prompt background (i. e. zero lifetime)
The lifetime, mistag differenceg)m, and tag and reco efficiency differences
are fixed to zero. The resolution model is the same as thanigebackground
component. The fraction of prompt background and backgtouistag frac-
tions are listed in tab. 8.25.

Table 8.21: BReco signal tagging fractiornd,(mistag fractions {()), mistag differ-
ences Qw), and tag efficiency differenceg) for each tagging category determined
from fit to the neutral BReco sample.

Category fsig (w) Aw 1

Lepton 0.1162 £ 0.0008 0.0297 +£0.0033 —0.0015 £ 0.0064  0.0056 £ 0.0113
Kaonl 0.1469 £ 0.0009  0.0535 £ 0.0038 —0.0057 £ 0.0071  0.0025 £ 0.0110
Kaonl | 0.2307 £0.0010 0.1546 +=0.0039 —0.0044 £ 0.0066  0.0027 £ 0.0096
Kor PI 0.1846 = 0.0010 0.2349 +0.0048 —0.0237 £ 0.0078 —0.0167 £ 0.0107
Pions  0.1928 £0.0010 0.3295+0.0051  0.0524 £0.0078  —0.0284 £ 0.0107
O her 0.1288 = 0.0008 0.4193 +=0.0063  0.0459 £ 0.0094  0.0245 £ 0.0124
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Table 8.22: MC BReco signal tagging fractiornfy,(mistag fractions(w)), mistag dif-
ferences Aw), and tag efficiency differenceg)for each tagging category determined
from fit to the neutral MC BReco sample.

Category fsig

(w)

Aw

W

Lepton 0.1162 4+ 0.0008

Kaonl 0.1469 £ 0.0009
Kaonl | 0.2307 £ 0.0010
Kor PI 0.1846 £ 0.0010
Pions  0.1928 £ 0.0010
O her 0.1288 £ 0.0008

0.0294 + 0.0006
0.0655 £ 0.0007
0.1651 £ 0.0007
0.2626 £ 0.0009
0.3507 £ 0.0009
0.4235 £ 0.0011

0.0016 £ 0.0011
0.0016 £ 0.0013

—0.0022 £ 0.0012
—0.0186 £ 0.0014

0.0604 = 0.0014
0.0463 = 0.0017

—0.0041 £ 0.0022
0.0010 =+ 0.0022
0.0041 £ 0.0020
0.0106 £ 0.0022

—0.0221 £ 0.0022
0.0072 £ 0.0026

Table 8.23: Summary of BReco signal resolution functiorapaaters.

Parameter

BO

ScalelLept on (core)
ScaleNot Lept on (core)
0(At) Lept on (core)

1.0631 £ 0.0489
1.0985 = 0.0235
—0.0709 £ 0.0321

0(At) No Lepton (core) —0.1805=+0.0145

f (core) 0.8888 + 0.0092
Scale (tail) 3.0 (fixed)
S(A) (tail) —1.1140 4 0.1380
f (outlier) 0.0033 £ 0.0006
Scale (outlier) 8.0 (fixed)
0(At) (outlier) (ps) 0.0 (fixed)
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Table 8.24: Summary of MC BReco signal resolution functiargmeters.

Parameter B

0.9952 + 0.0098
1.0898 = 0.0047
—0.0618 £ 0.0061
—0.2472 £ 0.0028

ScaleLept on (core)
ScaleNot Lept on (core)
0(At) Lept on (core)
0(At) No Lept on (core)

f (core) 0.8894 £ 0.0019
Scale (tail) 3.0 (fixed)
S(A) (tail) —1.1782 + 0.0290
f (outlier) 0.0041 £+ 0.0001

Scale (outlier)

0(At) (outlier) (ps)

8.0 (fixed)
0.0 (fixed)

Table 8.25: Fit results for BReco prompt background anditife mistag fractions and
the fraction of prompt background for the neutral BReco damphe fit background

lifetime is 1.202 + 0.032 ps.

Category fr (we) (wp)

Lepton 0.3067 +0.0942 0.4788 £ 0.0758 0.0774 & 0.1350
Kaonl  0.6738 +0.0222 0.2377+0.0276 0.1880 4 0.0133
Kaonl |  0.6850 +0.0166 0.3097 = 0.0201 0.2457 4 0.0096
KorPl  0.6728 +0.0190 0.3595 = 0.0235 0.3435 4 0.0119
Pions  0.6892+0.0173 0.4550 £ 0.0233 0.4255 4 0.0111
Cther  0.7311+£0.0182 0.4930 4 0.0295 0.4613 +0.0118

Table 8.26: Summary of BReco background resolution fungbiarameters.

Parameter

BO

Scale (core)
0(At) (core)
f (core)

Scale (outlier)
0(At) (outlier) (ps)

1.3147 £ 0.0093
—0.0205 £ 0.0070
0.9802 £ 0.0012

8.0 (fixed)

0.0 (fixed)
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8.9 \Verification Tests

8.9.1 Vertexing Validation for 'Ky, and ], K7, modes

To check and validate th&? vertexing reconstruction we made a comparison on ver-

texing resolution between charged and neutfadecay modeX?,, andK?, ) using

MC truth signal events. We fit the distributions of th@osition of the reconstructed

B, z¢p, and its pull distributions, on MC truth events with a triglaussian foeqp.

The results are shown in tab. 8.9.1 and 8.9.1.
The results for neutrak?? decay are in good agreement with the ones for the

chargedK? decay, so we verify that the vertexing reconstruction ddpenostly from

the informations on the’ meson.

/ 0
nn7r7r KSOO

KO

!
Ty(y)n P 54—

Bep

,ucore

Ucore

—0.0009 £ 0.0006
0.0099 £ 0.0013

—0.0001 £ 0.0001
0.0062 =+ 0.0002

Bep Pull

,ucore

Ucore

0.0056 £ 0.0161
0.8605 £ 0.0166

—0.0006 £ 0.0094
0.9708 £ 0.0096

At Pull

,ucore

Ucore

—0.1612 £ 0.0198
1.0555 4+ 0.0188

—0.2100 £ 0.0111
1.0409 £ 0.0119

Table 8.27: Results for vertexing validation.

! 0
Moy Koo

! 0
np'yKS-l-—

Bep

,ucore

Ucorc

0.0003 £ 0.0002
0.0058 £ 0.0003

0.0001 £ 0.0002
0.0133 £ 0.0004

Bep Pull

,ucore

Ucorc

0.0404 £ 0.0168
0.9224 £ 0.0153

—0.0032 £ 0.0085
0.9381 £ 0.0080

At Pull

,ucore

Ucorc

—0.1819 £ 0.0226
1.0706 = 0.0231

—0.2323 £0.0110
1.0766 £ 0.0110

Table 8.28: Results for vertexing validation.

We made some checks in order to understand how the SXF ewemtisbate to
the CP asymmetry parameters. Because the vertexing reconsinustimade using
the information on they meson, we study thét resolution for signal events with
1’ misreconstructedi( e. reconstructed with particles not belonging to the trie
denoted as SXfevents) and withy' true or with permutated daughters. Due to the fact
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that most of the SX|r contributions come from the decays wiffy, ., we decided
to study these subdecays.
We show in figs. 8.3 and 8.4 th&t andoa, distributions. There isn’t any signifi-

cant difference between the distributions.
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Figure 8.3: At distributions (left: linear, right: logarithmic) for truevents (black
continuos line) and SXf-events (red dashed line) if) 4., K2
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Figure 8.4: 0, distributions (left: linear, right: logarithmic) for truevents (black
continuos line) and SX[-events (red dashed line)if} ;... K?.

We calculate and fit with a double Gaussian the pull in the channels with
Mammr TO7 €vents with and without SXJ- contribution. The results are shown in
tab. 8.29. The\t pull distributions are shown in fig. 8.5.

We also checkAt residual for noSX F,, and SXF,, signal events. Both events
are fitted using PDF defined as eq. 8.8. Results are shown 8138b

We calculate th&'P parameterg’ andS for MC signal events, considering sepa-
rately events with SXF and without SXF. The results are shioviab. 8.31. As shown
in the table, the”P asymmetry parameters are quite similar for the two categpsio
the effect of the SXF events ghandC' is negligible. For this reason we decide to fit
the asymmetry parameters with the sash@ndC value for both kind of event.
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777/7(37r)7r7rK2
At Pull SXF fheore | —0.2080 £ 0.0184
At Pullno SXF| ficore | —0.1994 £ 0.0104
At Pull SXF Ocore | 0.9873 £ 0.0209
At Pullno SXF| oeore | 0.9809 4 0.0106

Table 8.29: Results for vertexing validation.

Parameter

7 0
nn(Bﬂ)ﬂﬁKS

no SXF, events

SXF, events

Scale (core)

0(At) Lept on (core)
0(At) Kaonl (core)
0(At) Kaonl | (core)
0(At) Kor PI (core)
0(At) Pi ons (core)
0(At) O her (core)
Scale (tail)

f (tail)

0(At) (tail)

f (outlier)

Scale (outlier)

0(At) (outlier) (ps)

1.1550 £ 0.0119
—0.0994 £+ 0.0370
—0.2209 £+ 0.0348
—0.2297 £+ 0.0300
—0.2668 £+ 0.0335
—0.2665 £+ 0.0321
—0.2865 £+ 0.0394

3.0 (fixed)

0.1009 £ 0.0075
—1.3357 £0.1327

0.0107 + 0.0015

8.0 (fixed)
0.0 (fixed)

1.1802 £ 0.0242
—0.1866 £ 0.0886
—0.2182 4+ 0.0790
—0.1437 £+ 0.0559
—0.3994 £ 0.0613
—0.3457 £ 0.0586
—0.1996 £+ 0.0677

3.0 (fixed)

0.1151 +0.0156
—1.1962 £ 0.2198

0.0260 + 0.0038

8.0 (fixed)
0.0 (fixed)

Table 8.30:At residual parameters for no SXF signal and SXF events.

Decay mode S C
n;ngOO

SXF events 0.744 £ 0.156 | —0.022 +0.102

no SXF events 0.639 = 0.058 | 0.046 £ 0.040
n/ KO

nmmw=* 500

SXF events 0.648 +£0.138 | —0.006 =+ 0.089

no SXF events 0.640 = 0.062 | 0.027 £ 0.040
n/ KO

n3m)rw= s

SXF events 0.658 £0.068 | 0.011 = 0.048

no SXf events| 0.687 & 0.031 | 0.003 £ 0.022

Table 8.31:CP asymmetry parameters for signal and SXF events.
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Figure 8.5:At pull with (left) and without (right) SXF fraction L F7APP (¢

8.9.2 \Vertexing Validation for K? modes

Using the MC signal events and MC truth informations, we hiénag our MC signal
sample in input to ML forn,’mKB is composed of:

- Events withoutB MC truth: 25.0% of total events
- Events withouty’ MC truth: 13.8% of total events

We think that for TD analysis is more important the perceng\@nts withouty MC
truth than the percent of events withaBtMC truth (because the vertex information
comes fromy’ vertex). We show in the fig. 8.6 the distributions of the Valés used
in the ML fit and in the fig. 8.7 the residuals faxt variable. We don't see an effect of
misreconstruction foAt distributions.

8.9.3 MC Toy experiments

We have generated 500 experiments for each decay mode mtostady any possible
bias in the fit results. The events are taken from the MC faraligndB B background
and generated from PDFs for continuum background. Numbkesgyoal events in
each experiment are as measured in data, whikeand continuum are as expected in
data. Number of embedddsiB events are those shown in Tables 8.14- 8.17. Results
of these toy experiments are shown in Tables 8.32—-8.35.elsetloys we use the MC
BReco parameters (Tables 8.22 and 8.24).
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Figure 8.6: Comparison between the distributions of théaées used in the ML fit
for 1K<} mode: events wittB MC truth (black solid line), events without MC
truth (red dashed line) and events withqUMC truth (blue dotted line).
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Figure 8.7: Comparison between the distributions of thelueds of theAt variable
used in the ML fit fory, K mode: events witlB MC truth (black solid line), events
without B MC truth (red dashed line) and events witheutMC truth (blue dotted
line).
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In these tables we show results of fit of 500 toy experimentsafothe decay
modes. We give the number of embedded events of the typefispeand the mean
of the Gaussians used to fit the distributions of the fitteddyi&, and C' with their
corresponding errors. We show also the mean and sigma ofdahedizans used to fit
the pull distributions ofS andC'. In the tables we show also the effect of embedding
BB background and fitting wit3 B component.

We see that when we emb&B events in the decay modgs K2, _, 7/, K3, and
I the value forS'is diluited and we observe a bias which we correct multiplica
tively using the ratio of the value ¢f found fitting without embedding B events and
the value ofS found fitting with BB embedded events. We will assign a systematic
uncertainty.

Another kind of bias is present when we fit without embeddihg events. This
bias has been studied extensively in the previous analysisz(in 2004) where it was
finally considered as a fluctuation. In fact using MC samphed tvere ten times as
large as before the effect disappeared. Furthermore th@ésdi bias is not present in
pure toy experiments. For this reason we do not correct feibilas and we will assign
a systematic uncertainty.

8.9.4 Pure Toy experiments

We have generated 500 experiments for each decay mode intostady any possible
bias in the fit results due to the fit itself. All events are gatedd from PDFs. We have
done this check only for th@%(w)ngJr_. The results are shown in tab. 8.36.

8.9.5 Fitting with CP asymmetry information in 55 background

As a check we have used in the charml&d3 background th&’P model for theAt
PDF. We use the sam@P model used in the signak¢ PDF, with properS and C'
parameters (here calletl;; andCy5). We fit for all sub-modes (simultaneous fit).
We have charmles8 B componentiny, K9, andy/, K3, modes. Results of this fit
are shown in tab. 8.37, together with the results of the stahfit for comparison. As
we can see the values 6f, ; andC, 5 are consistent with zero and the effectoand
C from the different parameterization 8f8 At PDF is negligible. For this reason we
can consider adequate a triple Gaussian parameterizdtiBiba\t PDF. We assign
a systematic uncertainty t® andC' equal to the change ifi andC when we us&’P
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Table 8.32: Mean values 61P violating parameters and their errors for 500 embedded
toy MC experiments for neutral sub-decays. MC events arergéed withS = 0.7
andC = 0.0.

| My o
Signal events 566
Bkg. events 11377
BB events 0
Sg BB S C
Value 571.5+0.7 | —=9.3£1.2 | 0.704 £ 0.006 | —0.002 4 0.005
Value Error | 28.6 0.1 | 19.04+0.2 | 0.129£0.001 | 0.101 4+ 0.001
Mean Pull — — 0.054+0.05 —0.04 +0.05
Sigma Pull — — 0.95+0.04 0.98 +0.04
‘ n;)vKng—
Signal events 566
Bkg. events 11224
BB events 153
Sg BB S C
Value 580.74+0.9 | 118.8 £ 1.5 | 0.686 £ 0.007 | —0.004 + 0.005
Value Error | 29.44+0.1 | 30.54+0.1 | 0.132+0.001 | 0.102 + 0.001
Mean Pull — — —0.05+0.06 | —0.07£0.05
Sigma Pull — — 1.06 +0.05 1.01 +£0.05
Mty 54—
Signal events 224
Bkg. events 440
Sg S C
Value 222.6 +0.3 | 0.694 +0.011 | 0.010 4+ 0.007
Value Error 15940.1 | 0.211 £0.001 | 0.149 £+ 0.001
Mean Pull — —0.07 £ 0.05 0.10 + 0.05
Sigma Pull — 1.03+£0.04 1.02 £ 0.04
n;(?ﬂr)mrKg-‘r—
Signal events 73
Bkg. events 104
Sg S C
Value 71.8+£0.2 | 0.7174+0.017 | 0.016 £ 0.016
Value Error 9.0£0.1 |0.371+£0.003| 0.257 4 0.001
Mean Pull - 0.06 £ 0.05 0.09 £ 0.05
Sigma Pull — 0.98 +£0.04 1.06 4+ 0.04
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Table 8.33: Mean values 61P violating parameters and their errors for 500 embedded
toy MC experiments for neutral sub-decays. MC events arergéed withS = 0.7

andC = 0.0
‘ 77ng200
Signal events 137
Bkg. events 13778
BB events 0
Sg BB S C
Value 148.0+£09 | —6.6 £1.4 | 0.693 £0.017 | —0.014 £ 0.013
Value Error | 21.54+0.1 | 27.74+0.3 | 0.313£0.002 | 0.254 4+ 0.001
Mean Pull — — 0.02 + 0.06 —0.09 + 0.05
Sigma Pull — — 1.03 +0.05 1.08 +0.04
‘ U;WKgoo
Signal events 137
Bkg. events 13746
BB events 32
Sg BB S C
Value 1489409 | 14.3+1.4 | 0.671 £0.015 | —0.005 £+ 0.012
Value Error | 22.1+0.1 | 30.3+0.2 | 0.325£0.002 | 0.261 +0.001
Mean Pull - — —0.06 + 0.05 0.00 + 0.05
Sigma Pull — — 0.96 +0.04 1.03 +0.04
‘ n;megoo
Signal events 52
Bkg. events 438
Sg S C
Value 51.74+0.3 | 0.703 £0.015 | 0.019+ 0.010
Value Error 8.8+£0.1 | 0.524+0.006 | 0.346 £ 0.003
Mean Pull — 0.10 +0.05 —0.10 +0.05
Sigma Pull — 0.95+0.04 1.03 4+ 0.04
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Table 8.34: Mean values @fP violating parameters and their errors for 500 embed-
ded toy MC experiments for charged sub-decays. NOTE: tlmserefer to a lower
luminosity that used in analysigg8.5fb~!. MC events are generated with= 0.0
andC = 0.0.

| M 5
Signal events 1499
Bkg. events 36708
BB events 0
Sg BB S C
Value 1532.14+1.1 | —3.8+1.8 | 0.008 £ 0.003 | 0.026 4+ 0.003
Value Error | 48.1 £0.1 35.7+£0.3 | 0.079 4+ 0.001 | 0.062 4+ 0.001
Mean Pull — — 0.06 + 0.04 0.39 + 0.04
Sigma Pull — — 1.00 £0.03 0.92 +0.03
| S
Signal events 1499
Bkg. events 36237
BB events 471
Sg BB S C
Value 1546.2+ 1.6 | 387.94+2.9 | 0.009 £ 0.004 | 0.022 £ 0.003
Value Error | 49.2 £0.1 60.7 £0.1 | 0.080 4 0.001 | 0.062 4 0.001
Mean Pull — — 0.16 + 0.05 0.34 +0.05
Sigma Pull — — 0.96 + 0.03 1.00 4+ 0.04
| e
Signal events 668
Bkg. events 1024
Sg S C
Value 667.2 + 0.5 | 0.019 4+ 0.005 | 0.010 £ 0.004
Value Error 27.7+0.1 | 0.11240.001 | 0.082 4+ 0.001
Mean Pull — 0.15 +0.05 0.13 +0.05
Sigma Pull - 0.96 £+ 0.03 1.00 +0.03
e
Signal events 194
Bkg. events 298
Sg S C
Value 191.7+£ 0.3 | 0.004 £ 0.010 | 0.002 £ 0.007
Value Error 15.0£ 0.1 | 0.209 + 0.001 | 0.153 4+ 0.001
Mean Pull — 0.02£0.05 | —0.01 £0.04
Sigma Pull — 1.06 4+ 0.04 0.97 +£0.03
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Table 8.35: Mean values a@fP violating parameters and their errors for 500 SP8
embedded toy MC experiments for neutral sub-decays. MCtgaa generated with

S =0.7andC = 0.0.

| Myer 17
Signal events 206
Bkg. events 3993
BB events 0
Sg S C
Value 204.6 £1.0 | 0.699 +0.014 | —0.024 +0.010
Value Error | 25.1+£0.1 | 0.318 =0.002 | 0.224 4 0.001
Mean Pull — —0.01+0.05 | —0.09+£0.05
Sigma Pull — 1.01 £0.04 0.97 + 0.04
| e I
Signal events 206
Bkg. events 3985
BB events 8
Sg S C
Value 208.3+ 1.1 0.679+0.016 | —0.021 +0.012
Value Error | 25.3+£0.1 | 0.3174+0.002 | 0.221 4+ 0.001
Mean Pull — —0.04+0.05 | —0.10+£0.05
Sigma Pull — 1.05 £ 0.04 1.00 £ 0.04
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Table 8.36: Mean values @fP violating parameters and their errors for 500 Pure toy
MC experiments for neutral sub-decays. NOTE: these toys tefa lower luminosity
that used in analysi€g88.5fb!. Signal events are generated with= 0.7 andC' =

0.0.

‘ 77:7(“/“0#7r K 2+— ‘
Signal events 206
Bkg. events 406
Sg S C

Value 205.4+ 0.6 | 0.704 = 0.011 | 0.014 £ 0.008
Value Error | 15.54+0.0 | 0.230 & 0.001 | 0.159 + 0.000
Mean Pull — 0.06 £ 0.05 0.08 £ 0.05
Sigma Pull — 1.01 £ 0.04 0.98 + 0.04

model for BB with respect to the standard fit.

We fit also the singley,, K2,  mode withCP model for the charmlesB B back-
ground At PDF. Results of this fit are in tab. 8.38. To validate this fit vawe per-
formed 500 MC toy experiments and the results are shown in8t89. In the same
tab. 8.38 we show the results when we fit without fh8 component. We have per-
formed 500 MC toy experiments to validate the fit
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‘ Quantity T];](’yfy)wwK2+— n§,7K2+_ W;(gw)wng-s-— n;ywngoo U;ngoo %WKQ ‘
Standard fit |
Signal yield 224+ 16 566 £ 30 73+9 5249 133+24 204 £ 24
BB yield - 334 441 - - 159 + 41 -
# Free parameters 93
S 0.579 £0.100
c —0.158 £ 0.071
Fit with CP model for charmles® B component

Signal yield 224+ 16 565 + 30 73+9 52+ 9 129 + 24 204 + 24
BB yield - 343 4+ 41 - - 176 + 42 -
Sy5 - 0.065 & 0.236 - - 0.023 & 0.404 -
Cps - 0.025 + 0.234 - - 0.055 + 0.397 -
# Free parameters 97
S 0.578 +0.101
C —0.162 £ 0.072

Table 8.37: Summary of ML fit results for all the neutral decagdes.
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Fit Configuration Quantity My Ko

Signal yield 566 + 30

_ BB yield 335 £ 39
Standard Fit S 0.565 + 0.141
C —0.237 4+ 0.103

Signal yield 565 £ 30

o BB yield 341 £ 39
Fitwith S5 andCp g 0.560 + 0.145
C —0.245 4 0.105
SBE 0.069 £ 0.240
CBE 0.066 £ 0.238

Signal yield 644 £ 30
. _ S 0.481 +0.126
Without BB component C —0.927 & 0.094

Table 8.38: ML fit results when we fit using for tli&B3 At PDF a model like signal

one withS,z andCjp 5 free in the fit and when we fit without B component.

| n/p'ng-ﬁ-—
Signal events 565
Bkg. events 11037
BB events 341
Sg BE S C SBE CBE
Value 582.0+0.9 | 285.9+1.6 | 0.684 +0.007 | —0.009 +0.004 | —0.018 £0.013 | 0.000 £+ 0.013
Value Error | 30.0 £ 0.0 384+0.1 | 0.1394+0.000 | 0.107+ 0.000 0.318 £0.002 | 0.272 4+ 0.002

Table 8.39: Mean values afP violating parameters and their errors for 500 SP8
embedded toy MC experiments fgf, K¢(— «"7~) mode withCP model for the
charmlessB B backgroundAt PDF. MC signal events are generated with= 0.7
andC = 0.0. MC charmlessBB events are listed in Table 8.14 (taken in the same

proportion).
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8.10 Systematic Errors

Contributions to the systematic uncertaintiessiandC' are estimated for the follow-
ing:

e For PDF shapes, we estimate the errors by variation of theafdrpeters. In
tab. 8.40, we summarize all the variations and their restts the signal and
BB PDF we vary the MC/data corrections inside their errors. tRerFisher
discriminat parameters we use the uncertanties descrilggested by another
group inBAaBAR. All changes are summed in quadrature to obtain an errorfwhic
we round to 0.017 fof and 0.011 foC'.

e We correct for a possible dilution ¢f due to embedde® B background. We
have used a multiplicative correction for this bias. We fithrand without this
correction and the difference in the resultsSof assigned as systematic uncer-
tainty. We find a systematic contribution éhof 0.014.

e Toy studies (section 8.9.3) show that there is a systematsaiS andC related
mainly to the limited statistics of MC toy experiment that ean perform. We
take as systematic half of the maximum bias we find in toy erpats summed
in quadrature with his uncertainty. We assign an uncestain©.012 forS and
0.013 forC'.

e We assign a systematics due to uncertanty ofRecontent in theB B back-
ground (see section 8.9.5). For this reason we fit withmodel for the charm-
lessBB At PDF. We find the values of andC in BB background consistent
with zero and we take as systematics the change$ &mdC' in signal when we
useCP model for BB with respect to the standard fit. We find 0.001 foand
0.004 forC.

e We have studied a systematic for the appropriateness aj 8seto data for the
B — 7/ K° signal. This is not quite as obvious as foK? since the resolution
on the signal side is not completely negligible so the resmiufunction could
be slightly different. We take a systematic errofdf04 for S and 0.012 folC'.

e The systematic uncertainties related to the SVT alignmasdm-spot position
and tag-side interference have been studied by anothep gnoBaBAr [113].
The systematic uncertainties due to the first two terms (SK@ lzeam-spot)
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Table 8.40: Results of systematic variations. We show timeimal values, the amount
that we vary these, the source of this variation amount, badhange of andC for
this amount of variation. We group similar quantities tdgetafter combining their
variations in quadrature.

Quantity Nominal = variation Source of Change # Change inC
variation
mes, AE, F PDF parameters, MC/data Corrections 052 +0.011
Am 0.507 0.005 PDG +0.007 +0.003
- 1.530 0.009 PDG +0.603 0ot
w Table 8.21 Table8.21 Table8.21 1353 +0.003
Aw Table 8.21 Table8.21 Table8.21 35 +0.007
1 Table 8.21 Table8.21 Table8.21 0% +0.002
Signalf.,, ~ Table8.21 Table8.21 Table8.21 0% +0.002
Signal At Table 8.23 Table 8.23 Table8.23 )05 +0.000
Total +0.025 10.015

—0.010 —0.007

are found negligible both fa andC' while the systematic uncertainties for the
interference with some tag-sid¢ decays are 0.002 fa¢ and 0.014 foil”'. We
assume that all these systematic uncertainties are theisateecay modes.

Summing all systematic errors in quadrature, we find 0.03fdh S andC' as
shown in tab. 8.41.

Table 8.41: Estimates of systematic errors.

Source of error a(S) o(C)
PDF Shapes 0.017 0.011
BB Background 0.018 0.013

CP content inBB Background 0.001 0.004
Breco signal shape 0.004 0.012
SVT alignment 0.001 0.001
Beam position/size 0.001 0.001
Tag-side interference 0.002 0.014
Total 0.025 0.025
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8.11 Results

Results of ML fits for the 3B° — 1’ K2 and theB° — ' K? sub-decays are shown in
tab. 8.42. We give the number of events to fit, the signal Antlyield, the number of
free parameters in the fit, the correlation betwSeandC found in the fit, the dilution
multiplicative bias correction fof due to5 B, and the parametefsandC. The same
results for charged modes sub-decays are shown in tab. 8.43.

Incosistency of our result faf with CP conservation{ = 0) has a significance of
5.6 standard deviations (only statistical error contidmit Our result for the direct-
CP violation parametef’ is 2.2 standard deviations from zero (only statistical rerro
contribution). The statistical significance is taken asdipeare root of

L(z=0)

2] ,
T

(8.9)
wherez is the parameter for which we calculate the statisticaliGgance (in our case
is S orC), L(z = 0) is the likelihood function obtained fitting with = 0, and £,,.x
is the likelihood function obtained whenis floating in the fit.

Considering statistical and systematic errors, incasctef our result forS with
CP conservation§ = 0) has a significance of 5.5 standard deviations. This repre-
sents the observation of mixing-induc€® in the rare decay modB® — ' K°. For
the direct-CP violation parametét is 2.1 standard deviations from zero (statistical
and systematics included). To include the systematicsensthtistical significance
calculation, we convolute the systematic error to the stiaéil £, using a Gaussian
approximation. In particular using the coefficient

2
f:(mﬁﬁ, (8.10)
Oz
where zg.q IS the value ofr obtained when it is floating in the fit ang>* is its

systematic error, we correct the eq. 8.9 to include the syaies:

—2In[L(z = 0)/Lax]

“IIL (e = 0)) L] + T (8.11)

The statistical significance with systematics includethésrbot square of the eq. 8.11.
We measure a correlation 8R2% betweenS andC' in the fit.
Essentially in the fit for each mode we have as free paramefers, signal yield,
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BB background yield, continuum background yield and 5 fraxtjdackground\¢

and AE PDF parameters. Backgroumdgs and 7 PDF parameters foK? modes

are fixed in the fit for each single mode to the values found enjoimt fit. When we
combine different sub-decays, we have in comripty, backgroundngs andF PDF
parameters foi’? modes. So, in the all sub-decays TD combined fit we have 93 free
parametersS, C, signal yields (6)BB background yield (2), continuum background
yields (6) and fractions (30), background PDF parameter$. (4or all fit we run
HESSE and we check that its status is OK after fitting.

8.11.1 Projections

We draw themgs, AFE, andAt projection plots for our decays. To reduce the contri-
bution of background, we make a cut on the quantity:

Psig

R=— "%
Psig+Pbkg

(8.12)
where P,;, and Py, are the probability for the event to be signal or backgrouae,
spectively. These probabilities are calculated from P@ksluding in the computation
the variable being plotted. The projectionsimfs and AE are shown in fig. 8.8 for
K? and charged modes and fig. 8.9 féf mode. The projections okt and the raw
asymmetries foik? and K modes are shown in fig. 8.10. Fit curves shown are not a
fit to the data in the histogram but the projection of the oNditascaled to take into
account the effect of the cut dr.
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Quantity M K= | B | Mamymn K94 — | Mrn K o0 1, Koo e KD
Events into fit 664 11943 177 490 13915 4199
Signal yield 224+ 16 566 £ 30 73+9 5249 137+ 24 206 £+ 24
BB yield - 335+ 39 - - 156 £ 39 -
# Free parameters 16 17 14 16 17 19
S — C correlation (%) 11.8 3.8 -39 —13.9 —12.7 4.5
S correction - 1.03+£0.01 - - 1.03+0.03 1.03 +£0.03
S 0.61 £0.23 0.56 +0.14 0.89 +£0.35 0.84 +0.42 0.56 £0.41 0.324+0.28
C —-0.26+0.14 | —0.24 £0.10 0.144+0.25 | —0.26 +0.36 0.154+0.27 0.08 £0.23
TD Combined fit:

Signal yield 224+ 16 565 £ 30 73+9 5249 132+ 24

BB yield - 335441 - - 160 + 41

# Free parameters 76

S — C correlation (%) 3.4

S 0.62+0.11

C —0.18 £0.07
TD all modes Combined

Signal yield 224+ 16 566 + 30 73+9 524+9 133+ 24 204 + 24

BB yield - 334 441 - - 159 + 41 -

# Free parameters 93

S — C correlation (%) 3.2

S
C

0.58 £ 0.10 £ 0.03
—0.16 £ 0.07 £ 0.03

Table 8.42: Summary of ML fit results for all the neutral decagdes.
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Quantity M K 1 K* Msmymn K
Events into fit 1987 47942 581
Signal yield 804 + 30 1826 + 54 227+ 16
BB yield — 978 £ 68 —
# Free parameters 16 17 16
S —0.06 £0.10 | —0.07 £ 0.07 | —0.17 +£0.19
C 0.05 + 0.07 0.04 £0.06 | —0.15£0.14
TD Combined fit:

Signal yield 804 + 30 1826 + 54 228 £ 16

BB yield - 978 £ 73 -

# Free parameters 49

S —0.08 £ 0.06

C 0.03 £ 0.04

Table 8.43: Summary of ML fit results for all the charged decedes.

200 (&) o
o 15¢ 1>
> 10¢ | 3
> 50 ]
A X
2 () c
S 400 1 2
LUl I L
200 ]
075526 527528529 0201 0 01 02
M. (GeV/c?) AE (GeV)

Figure 8.8: Projections omgg (left) and AE (right) in the dacays: (a, b)Y K?, (c,
d) 7 K*. We consider all sub-decays. Points with error bars (sizdisonly) repre-
sent the data, the solid line the full fit function, and thehdakline its background
component.
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Figure 8.9: Projections oA E for  KY mode. Points with error bars (statistical only)

represent the data, the solid line the full fit function, ameldashed line its background
component.
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Figure 8.10: Projections ontat for (a) ’ KY and (c)r’ K? of the data (points with
error bars forB° (blue solid circles) and3® (red empty rectangles) tags), fit function
(blue solid and red dashed lines fBf and B° tagged events, respectively), and back-
ground function (black shaded regions), and the asymmeitryden;® and B° tags
for (b) ’ KY and (d)n' K°.



8.11 Results 261

8.11.2 Event Display

Using theBABAR Event Display, we draw one event og(W)MK‘S)+_. We require a
tight cut on the probability ratio eq. 8.12 in order to extrasignal event in data. We
show the event display in fig. 8.11. The tracks and clustel@igeng to our signal
event are shown in fig. 8.12.

.The PEP-II/BaBar B-Factory
e o
Run: 27085
Timestamp: 7f:7fffff:22d433/ce80336f:Q

/ AN N <
Date Taken: Fri Mar 22 15:49:31.110776000 2002 PST?

\ AN 3
HER: 8.990 GeV, LER: 3.112 GeV .

Figure 8.11: Event display of one eventsngz‘w)mK&_ data. We show all recon-
structed tracks (magenta, red, and yellow lines), EMC elgsand the reconstructed

photons (green lines).
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8.12 Comparison with previous results

We compare our previous published resuts: 0.304+0.14 [111] (obtained with data
reconstructed with release 14, R14 ) with the new Sne 0.58 + 0.10 (R18). You
should consider that in R14 we didn’t use thi€ mode.

In tab. 8.44 we summarize the numbers of events common togrottessings,
and found to differ between both processings. Because iRft&analysis we use
only tagged events, this comparison refers only to taggedtsy Table 8.45 reports
the mean and RMS of the shifts observed for the fit variableg¥ents common to
both reprocessing cycles. Using these shifts for the fitteagables, we perform 500
toy-experiments where we generate and fit events using RE8 WD smear these
events using the means and RMSs of the shifts and then wed# tiew events with
R14 PDFs. In this way we can compare results from the bothooegsing. This
comparison is shown in fig. 8.13 fof, K, and fig. 8.14 fory) . K7 . Of
course this test assume that all events are common, whereaslity the overlap
fraction is less than unity.

Mode Overlap inR14 only (%) in R18 only (%
n;(w)mf%_ 272 113 (29.4) 163 (37.5)
1, K9y 4124 2027 (33.0) 3438 (45.5)
ng(gw)ng L 60 46 (43.4) 63 (51.2)

1 e S 00 138 138 (50.0) 137 (49.6)
17, 200 3654 3494 (48.9) 4279 (53.9)

Table 8.44: R14-R18 overlap event comparison.

We fit the events for each mode for the Run 1-4 dataset, bottaRd4R18 dataset,
where R14 results are taken from the previous analysis. &hkelts are shown in
tab. 8.46. From th previous studies we can say that the diftas between the two
reprocessing releases are due to statistical fluctuatrmhdifferent analysis approach.

Then we fit the common events for R14 analysis and R18 anaysithe results
are summarized in tab. 8.47. We find that fitting on the comnvemtsS = 0.273 +
0.153 in R14 andS = 0.356 £+ 0.155 in R18. The common sample contains 511
signal events in R18. From tab. 8.42, we obtain that our fulhR5 sample has an
additional 741 signal events (unique to the reprocessiiyiml-4, added from Runb).
Then, we calculate the probability to firfl = 0.58 (our final result for Run1-5) or
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Figure 8.13: Distributions fory;an mode of the shifts observed it (left) and C'
(right) for 500 toy-experiments that have been smeared &ypbserved RMS for the
R18 to R14 reprocessing. The arrows indicate the observéd shdata. Note: these
toys assume that all events are common, whereas in readitgvierlap fraction is less
than unity.
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Figure 8.14: Distributions fo*r;;ng mode of the shifts observed i (left) andC'
(right) for 500 toy-experiments that have been smeared éypbserved RMS for the
R18 to R14 reprocessing. The arrows indicate the observéd shdata. Note: these
toys assume that all events are common, whereas in readitymirlap fraction is less
than unity.
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greater. The method is described in BAD 1509, section 14£%8entially we consider
a Gaussian distribution of values fSrwith a mean of 0.273 and sigma of 0.153 for
the 511 common events, and another Gaussian with mean otrtre Value” of S
with a sigma of 0.129 (rescaling 0.155 to the different nundiesvents) for the 741
additional events. We add the two Gaussians, weighted éontimbers of events 511
and 741, respectively, to have the total distribution. Wethss distribution to perform
100000 toy-experiments and then we calculate the fractiofi walues greater than
0.58. This is our probability (actually we can also diredtijegrate analytically the
distribution). Performing toys in two cases, with a truewneabfS = 0.7 and.S = 0.61,
where the latter is the current world average$an ' K°, we obtain a probability of
49.0% and 35.5%, respectively. A probability of nearly 58&learly a reasonable
result consistent with statistics.
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mgs (MeV) AFE (MeV) F At (ps) oat (pS)

Mo yyan B 94— | Shift -0.457 -3.095 0.028 -0.006 -0.002
RMS 2.087 28.211 0221 0.662  0.094

K9, shift -0.631 -0.116  -0.000 -0.007  -0.004
RMS 1.492 19.112  0.186 0.557  0.119

Mamymn B 81— | Shift -0.897 -5.565  0.156 0.292  -0.01%
RMS 2.936 37.126  0.261 1.425  0.15(

eI 900 shift -0.850 -0.564 0.050 -0.008 -0.041
RMS 3.071 45465  0.200 0.789  0.141

15, K00 shift -0.613 4.958 0.003 0.019 -0.037
RMS 3.482 56.476 ~ 0.221 0.915  0.162

e I shift — 1.143 0.001 -0.042 -0.058
RMS - 8.199 0.120 1541  0.204

Table 8.45: R18-R14 shift and RMS in the fit variable valuescfimmon events.

| R14 | R18
7 0
e
Signal Yield 188 + 15 132+ 12
S| 0.01+0.28 0.13+0.31
C| —-0.184+0.18 | —0.26 +0.19
MBS
Signal Yield 430 + 26 365 + 24
S| 044+0.19 0.60 +£0.17
C| -0.30+0.13 | —0.31+0.13
n':](37r)7r7rK2+*
Signal Yield 54 £ 8 47+ 7
S| 0.79+0.47 0.64 £ 0.46
C| 0.114+0.35 0.01+£0.34
,'71/771'7TK§00
Signal Yield 4449 34£7
S| —0.04+£0.57 | 0.31+0.63
C| —0.65+0.42 | —0.43+0.44
ﬁ;ngoo
Signal Yield 94 4+ 23 77T £19
S| —0.45+0.68 | 0.61+0.57
C| 0.4140.40 0.42 +0.35

Table 8.46: Comparison of the results (Runl-4) betweemseld4 data (second col-
umn) and release 18 data (third column). Note that in R14yarsalve use also un-
tagged events in the fit, which are not used in R18 analysis.



Table 8.47: Summary of ML fit results for the neutral decay s®fitting on R14-R18 overlap events for R14 analysis and R1

analysis.

Quantity 777/7(77)71'71'[(24’* Moy KO~ n;(gﬂ)ﬂﬂKg*F* ' — nr T Ky My B 200 ‘
R14 |
Signal yield 104 £ 11 297 + 21 30+6 28 +6 704+ 17
S —0.26 £ 0.32 0.50£0.19 0.734+0.53 0.11 £ 0.66 —0.54+0.58
C -0.27+0.21 —-0.24+0.13 0.10+=0.39 —-0.30+0.45 0.58 +£0.36
TD Combined fit:
Signal yield 104 £ 11 297 + 21 30+6 28+ 7 64 +17
S 0.273 +£0.153
C —0.1754+0.104
| R18 |
Signal yield 106 £ 11 292 4+ 21 30+6 24 +6 72417
S —0.26 £ 0.34 0.52+0.19 0.66 & 0.57 0.19 + 0.66 0.20 £ 0.58
C —-0.33+0.21 —-0.28+0.14 0.10 +0.38 —0.23+0.49 0.60 £ 0.30
TD Combined fit:
Signal yield 105 £ 11 289 4+ 21 30+6 24 +6 63 £ 16
S 0.356 +=0.155
C —0.177 £ 0.105

s)nsaJ snoiaaid yum uosuredwo?d ZT's

L9¢
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8.13 Cross Checks

We report here on a few checks we have done on the correctnédggedgormance of
the fitting procedure.

8.13.1 Likelihood ratio

In Figure 8.15 we show the likelihood rati& S¢)/[L(Sg) + > L(Bg)] for all modes.

8.13.2 FitswithC =0

We fit the data for full fit with all subdecays for neutral modeth the constraint of
C = 0. The value ofS' is 0.58 + 0.10.

8.13.3 Consistency of Runl-3, Run4 and Run5 results

We fit Run1-3, Runl-4, Run4, and Run5 data, separately, foeatral modes simul-
taneous fit. The three samples are chosen in order to corméspmost to the same
integrated luminosity. The results fSrandC' are shown in tab. 8.48.

Data sample S C
Runl-3 | 0.400 +0.177 | —0.127 £ 0.119
Run1-4 | 0.490 +0.130 | —0.170 + 0.090

Run4 0.660 + 0.186 | —0.258 £+ 0.136
Run5 0.683 £0.153 | —0.149 £ 0.112
Run1-5 | 0.579 +0.100 | —0.158 + 0.071

Table 8.48: ML fit results for all neutral modes simultanebuahen we split data in

different samples. The last row refers to the full sample.

We can compare these results with the previous ones obtasied R14 process-

ing [110]:

S
C

= 0.36=x0.13
= —0.16 £0.09

We see a movement in thecentral value of about & due to the new processing of
the data. Adding the Run5 data we see a further movement ¢f demtral value and
it becomesS = 0.58 + 0.10.
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Figure 8.15: The likelihood ratio L(SQ)/[L(Sg)+ L(Bg)] fahe all sub-decay modes:
(a) nlp’yKi! (b) n;(,y,y)mKi, (c) n,’?(gw)mKi, (d) nlpng_y_' (e) 77,,7(W)WK2+_1 (f)
Mamyer B 04— (@) 7o KSo0r (M) 0n Koo, () 1) K. The on-resonance data are
shown as points with error bars; the sum of all simulated gamknd samples is shown
by the shaded (dashed-line) histograms; and the sum ofblae&grounds plus the sig-
nal from the PDF model are given by the open (solid-line)dgsams.
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For only modes withk?, we find for R18 Run1-4:

S = 050+£0.14
C =-0.22%+0.10

We can compare these results with the previous publishes o&ined using R14

processing [111]:
S = 030+0.14

C = —-0.21%£0.10

We see a movement in the central value 0f).20 due to the new processing of the
data.



Conclusions

In this thesis work we have measured the following branchiactions or upper limits
at 90% of confidence level, in the case where we do not sedisggmti signal events,
for B decays (in units of0~%):

BB — K% < 31  [114
B(B* - ny'nf'K*) < 25  [114
B(B® - 7K’ = 689420432  [11]
B(B* — n'K¥) 674+334+32  [111
B(B® — nK%) 11.3t28406  [115
B(B* — nK*y) = 10.0+13+05  [115
B(B® — n'K%) < 6.6 (115
B(B* - nK*y) < 42  [115
B(B® - nK% < 29  [107
BB —nm) < 1.8 (107
B(B® —n¢) < 055  [107
B(B* —1n'¢) < 098  [107

We have also measured the dirégt asymmetry for the charged modes where we
see significan signal:

An(B* — ' K*) =0.03340.028 £ 0.005  [111
A (BEnK*y) = —0.086 +0.120 £ 0.010  [115
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which are consistent with zero value.

All these results are published (see references) and tipegsent substantial im-
provements on the previous ones [91, 92, 93]. For the mgides andrn’ K we have
the first measurements in the world.

For time-dependent analysis, we have reconstrutsgl+ 50 flavor-tagged3® —
n'K° events. We use these events to measure the time-depengemhasy param-
etersS andC. We findS = 0.58 + 0.10 £+ 0.03, andC' = —0.16 + 0.07 £ 0.03.
We measure a correlation 8f2% betweenS andC' in the fit. A non-zero value of
C would represent a directiy” non-conserving component i’ — 1’ K°, while S
would be equal tein23 measured iB® — J /4 K" [36], a mixing-decay interference
effect, provided the decay is dominated by amplitudes ohglsiweak phase. The
new measured value 6f can be considered in agreement with the expectations of the
“Standard Model”, inside the experimental and theoreticadertainties. Incosistency
of our result forS with CP conservation{ = 0) has a significance of 5.5 standard
deviations (statistical and systematics included). Th@e@sents the observation of
mixing-inducedCP in the rare decay modB® — 1’ K°, which is the first observation
of CP violationin ab — s mode. Our result for the direct® violation parametet’ is
2.1 standard deviations from zero (statistical and sydiemimcluded). These results
have been published on PRL [116].



Appendix A

PDF libraries for branching fraction
and charge asymmetry measurements

We show for each decay modes the signal, self-crossfee@lsigontinuum back-
ground andB B background PDFs used in ML fits. We show also tables of the cor-
relations between fit discriminating variables and the @alaf the background PDF
parameters which are floating in the fits. Signal PDFs areméted from MC signal
events. For background continuum PDFs we have used on-pistiasids. FoB B
background PDFs we have used MC events.

273
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0
S

Al BO - 777,7777777;77711'[{

MES AE 7' (1) mass 7' (2) mass F

AE 0.040 1.000

7’ (1) mass 0.005 —0.003 1.000

7’ (2)mass 0.018 0.017 0.019 1.000

F 0.015 —0.001 0.011 0.015 1.000

Table A.1: Correlation matrix for signal MCtruth+PP events

MES AE 7' (1) mass 7’ (2)mass F

AE 0.064 1.000

7’ ()mass 0.026 -0.005 1.000

7’ (2) mass —0.028 0.002 —0.019 1.000

F —0.021 -0.007 —0.029 0.010 1.000

Table A.2: Correlation matrix for signal MC SCF events.

MES AE 7' (1) mass 7’ (2) mass F

AE —0.003 1.000

7’ (1) mass —0.021 -0.071 1.000

7’ (2)mass 0.079 -0.046 —0.014 1.000

F 0.078 0.016  —0.021 0.087 1.000

Table A.3: Correlation matrix in on-peak side band data.

deltakE cl1 _bg EPP float = -0.412 +/- 0.073

nES xi _bg EPP float = -0.646 +/- 1.374
fisher _Mul _bg EPP float = 0.198 +/- 0.084
fisher_Sigmal _bg EPP_fl oat 0.548 +/- 0.053
fisher _Signa2_bg EPP _fl oat 0. 607 +/- 0.055
et apMassO_Frac_bg EPP float = 0.019 +/- 0.030
et apMassO_cl1 bg EPP fl oat 0.461 +/- 0.073
et apMassl cl1l bg EPP fl oat 0.373 +/- 0.070

Final values for the parameters which were allowed to flothénfit.
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Figure A.1:AE PDFs: signal, double Gaussian; signal SCF, Gaussian plelsyShev
second order polynomial; continuum background: Cheby$§hsvorder polynomial.
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Figure A.2: mgs PDFs: signal, Crystal Ball; signal SCF, Crystal Ball, contim
background: Argus function.
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Figure A.3: F PDFs S|gnal Gaussian plus asymmetrlc Gaussian; sigrigl Saus-
sian plus asymmetric Gaussian; continuum background: amtric Gaussian plus
Chebyshev first order polynomial.
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Figure A.4:7/ (1) mass PDFs: signal, Breit-Wigner plus Gaussian; sig#, &aus-
sian plus Chebyshev second order polynomial; continuunkdgraand, Chebyshev
first order polynomial.
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Figure A.5:n' (2) mass PDFs Breit-Wigner plus Gaussian; signal SCF sanplus
Chebyshev second order polynomial; continuum backgroM@:Breit-Wigner plus
Chebyshev first order polynomial.
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A2 B’ — n n K

mes AFE nmass 1n,..mass F H,
MES 1.000
AFE 0.019 1.000
17 mass —0.004 0.057 1.000
Npre Mass —0.025  0.108  —0.005 1.000
F 0.008 —0.009 0.010 0.001 1.000
H, 0.003 —0.006 0.021 0.028 —0.017 1.000

Table A.4: Correlation matrix for signal MCtruth+PP events

mus AE nmass 1,.,mass F H,
Mmegs 1.000
AFE 0.041 1.000
7 Mass 0.043 0.010 1.000
77;77777 mass —0.010 0.010 —0.040 1.000
F —0.0.13 —-0.006 0.013 —0.019 1.000
H, —0.003 0.0.13 0.008 —0.003 0.024 1.000

Table A.5: Correlation matrix for signal MC SCF events.

mus AE nmass 1n,..mass F H,
mEes 1.000
AFE 0.013 1.000
7 mass 0.001 0.019 1.000
Myer Mass  0.000 —0.011 —0.009  1.000
F 0.021 0.021 —0.005 —0.011 1.000
H, —0.021 0.010 —0.023 —0.0.13 0.015 1.000

Table A.6: Correlation matrix in on-peak side band data.
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mus AE nmass 1n,.,mass F H,
AFE 0.0.13 1.000
7 Mass 0.027 0.005 1.000
%m mass 0.003 0.006 —0.013 1.000
F —-0.0.13 —-0.009 —0.006 0.024 1.000
H, 0.009 0.029 0.021 0.010 0.0.13 1.000

Table A.7: Correlation matrix in MC generig®B°.

mES AFE nmass 1., mass F H,
AFE 0.001 1.000

7 mass 0.023  0.025 1.000

Myrr Mass 0.015  —0.0.13  0.0.13 1.000

F 0.001 —-0.023 -0.028 —0.0.13 1.000

H, 0.036  0.018 0.0.13 0.000 —0.020 1.000

Table A.8: Correlation matrix in MC generi6*B~.

deltakE cl1 bg RG fl oat -0.325 +/- 0.026
deltaE c2_bg RG fl oat 0.073 +/- 0.020

nES xi _bg_RG float = -11.640 +/- 3.145
fisher_Mul bg RG float = 0.277 +/- 0.030
fisher _Signmal bg RG fl oat 0.597 +/- 0.015
fisher_Sigm2_bg RG fl oat 0.643 +/- 0.015
fisher _Frac_bg RG float = 0.992 +/- 0.003
etaMass_Frac_bg RG float = 0.108 +/- 0.0.13
etaMass c0 bg RG float = -0.238 +/- 0.023
et apMassO_Frac_bg RG float = 0.027 +/- 0.009
et apMassO_cO0_bg RG float = 0.430 +/- 0.020
helicityl cl1 bg RG float = 0.005 +/- 0.021

Final values for the parameters which were allowed to flothénfit.
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Figure A.6: AF PDFs: signal, double Gaussian; signal SCF, Gaussian plabych
shev second order polynomial; continuum background, Cétedysecond order poly-
nomial; BB background Chebyshev second order polynomral

LT L o L U] T T N TP T
927015 01 005 0 005 01 015 02 B2 761501 005 0 o0 01 01 02 B27615 01 o050 005 01 0 02
2E (Gev)

TN TN T
SR 52525 27 5276 525 ] 55285 526 5265 527 5275 628 3 5265 527 5275 528 3 5285 526 5265 527 5275 525 5285 520
me (G iy rs o rs o Mes (GeVIc)

Figure A.7: mgs PDFs: signal, Crystal Ball; srgnal SCF Crystal Ball; caotim
background, Argus functio3 B background, Argus function.
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Figure A.8: F PDFs srgnal Gaussran plus asymmetrrc Gaussian; srgrial S@Js-
sian plus asymmetric Gaussian; continuum background, @sfrit Gaussian plus
Chebyshev first order polynomiak B background, Gaussian plus asymmetric Gaus-
sian.
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Figure A.9: n» mass PDFs: signal, double Gaussian; signal SCF, doubles(aaus
continuum background, MC Gaussian plus Chebyshev firstrgdiynomial; BB
background, Gaussian plus Chebyshev first order polynomial
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Figure A.10:7,,. mass PDFs: signal, Breit-Wigner plus Gaussian; signal B&#-
Wigner plus Chebyshev second order polynomial; continuaokground, MC Breit-
Wigner plus Chebyshev first order polynomiBI3 background, Gaussian plus Cheby-
shev first order polynomial.
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Figure A.11:H, PDFs: Chebyshev second order polynomial; signal SCF, Ginetyy
second order polynomlal, continuum background, Cheby$ih&wvorder polynomial;
BB background, Chebyshev first order polynomial.
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+ +
A3 B _>n7,77r7rn;77r7rK

MEgS AE 7' (Q)mass 7' (2)mass F

MES 1.000

AFE 0.018 1.000

7 (L) mass 0.018 0.037 1.000

7 (2) mass —0.031 0.048 —0.015 1.000

F —0.019 0.008 —0.015 0.000 1.000

Table A.9: Correlation matrix for signal MCtruth+PP events

mES AE 7 (Q)mass 7' (2)mass F

AFE 0.019 1.000

7 ()mass 0.041 0.013 1.000

7' (2)mass —0.059 0.034 0.025 1.000

F —0.054 0.020 —0.013 —0.006 1.000

Table A.10: Correlation matrix for signal MC SCF events.

MES AE 7' (1) mass 7’ (2)mass F

AE 0.024 1.000

7’ ()mass 0.000 —0.010 1.000

7 (2) mass —0.007  0.061 0.060 1.000

F 0.0.13 0.029 —0.004 0.033 1.000

Table A.11: Correlation matrix in data on-peak side band.dat

deltakE cl1 bg EPPK float = -0.403 +/- 0.044
nES xi _bg EPPK float = -7.823 +/- 6.879
fisher _Mul bg EPPK float = 0.134 +/- 0.045
fisher _Sigmal bg EPPK float = 0.541 +/- 0.030
fisher Sigma2 bg EPPK float = 0.688 +/- 0.031
et apMassO_Frac_bg EPPK float = 0.004 +/- 0.015
et apMassO_cl bg EPPK float = 0.488 +/- 0.044
et apMassl Frac_bg EPPK fl oat 0.049 +/- 0.014
etapMassl cl1l bg EPPK float = 0.497 +/- 0.043

Final values for the parameters which were allowed to flothénfit.
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Figure A.12: AFE PDFs: signal, double Gaussian; signal SCF, Gaussian plekych
shev second order polynomial; continuum background: Céledyfirst order polyno-
mial.

P o
H E 3
& oo HEE
g 3
S so0f B § 100
2 aooF- E 2 g
a00f- B 60
200 E Y
1005 E 2
o " T T T TTATIN T T TTAIN
SRS S N6 27 5275 526 5285 5 %5285 526 5265 527 5275 520 5285 529 %5285 526 5265 527 5275 520 5285 529
e, (Gevic?) e, (GeVIc) e, (GeVIc)

Figure A.13:mys PDFs: double Gaussian; signal SCF, Crystal Ball; continbaok-
ground, Argus function.
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Figure A.14:F PDFs: signal, Gaussian plus asymmetric Gaussian; sigrigl&gm-
metric Gaussian; continuum background, asymmetric Gangdus Chebyshev first
order polynomial.
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Figure A.15:7' (1) mass PDFs: signal, double Gaussian; signal SCF, dowhlesn;
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+ ’ / +
_)
A4 B M) mK
mes AE nmass 1,..mass F H,
AFE —0.043 1.000
7 Mass 0.028 0.045 1.000
77;77”7 mass —0.009 0.014 —0.005 1.000
F —0.001 0.0.13 0.0.13 0.009 1.000
H, 0.0.13  0.000 0.015 0.007 0.000 1.000

Table A.12: Correlation matrix for signal MCtruth+PP ewent

mes AE nmass n,..mass F H,
mes 1.000
AE 0.060 1.000
7 mass 0.015 —0.023  1.000
Mpre Mass  0.005  0.009 —0.015 1.000
F —-0.019 -0.028 0.010 —0.005 1.000
H, 0.011  —-0.017 —0.009 0.007 0.0.13 1.000

Table A.13: Correlation matrix for signal MC SCF events.

mus AE 7 mass %m mass F H,
megs 1.000
AFE 0.013 1.000
17 mass 0.001 0.019 1.000
nj]m mass 0.000 —0.011  —0.009 1.000
F 0.021 0.021 —0.005 —0.011 1.000
H, —0.021  0.010 -0.023 —0.0.13 0.015 1.000

Table A.14: Correlation matrix in on-peak side band data.
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mus AE nmass 1n,.,mass F H,

AFE 0.0.13 1.000

7 mass 0.027 0.005 1.000

%m mass 0.003 0.006 —0.013 1.000

F —-0.0.13 —-0.009 —0.006 0.024 1.000

H, 0.009 0.029 0.021 0.010 0.0.13 1.000

Table A.15: Correlation matrix in MC generig’B°.

mes AFE nmass n,..mass F H,

MES 1.000

AFE 0.001 1.000

7 mass 0.023  0.025 1.000

Myrr Mass 0.015  —0.0.13  0.0.13 1.000

F 0.001 —-0.023 -0.028 —0.0.13 1.000

H, 0.036 0.018 0.0.13 0.000 —0.020 1.000

Table A.16: Correlation matrix in MC generig¢™B~

deltaE c1l bg R&K float = -0.087 +/- 0.046
fisher _Mul bg R&XK float = -0.161 +/- 0.025
fisher _Signmal bg RCGK fl oat 0.360 +/- 0.0.13
fisher_Sigma2_bg RGK fl oat 0.457 +/- 0.016
fisher _Frac_bg R&K float = 0.966 +/- 0.006
etaMass_Frac_bg RGK float = 0.081 +/- 0.019
etaMass c0 bg R&K float = -0.221 +/- 0.038

et apMassO_Frac_bg R&K float = 0.025 +/- 0.014
et apMassO_c0_bg RCK fl oat 0.416 +/- 0.034
helicityl cl bg RCGK fl oat 0.031 +/- 0.036

Final values for the parameters which were allowed to flothénfit.
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Figure A.17: AFE PDFs: signal, double Gaussian; signal SCF, Gaussian plekych
shev second order polynomial; continuum background, Cétedyfirst order polyno-
mial; BB background, Chebyshev second order polynomial.
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A5 B’ —n K9, _

megs AFE F
mgs  1.000
AE  0.029 1.000
F —0.038 —0.017 1.000

Table A.17: Correlation matrix for MC signal events.

Mmegs AFE F
mgs  1.000
AE —0.017 1.000
F 0.001 —0.013 1.000

Table A.18: Correlation matrix for on-peak side band data.

bMass xi _bg RG float = -20.382 +/- 2.755 L(-45.000 - -10.000)
dE c1l bg RG float = -0.319 +/- 0.018 L(-2.000 - 2.000)
fisher Mul bg RG float = 0.344 +/- 0.018 L(-5.000 - 5.000)
fisher _Signmal bg RG fl oat 0.515 +/- 0.012 L(0.000 - 5.000)
fisher_Sigm2_bg RG fl oat 0.645 +/- 0.012 L(0.000 - 5.000)
fisher Frac_bg RG float = 0.967 +/- 0.004 L(0.900 - 1.000)
deltaT_Mu2 bg RG float = 0.154 +/- 0.047 L(-10.000 - 10.000)
deltaT_Sigma2 _bg RG float = 1.961 +/- 0.076 L(0.000 - 3.000)
deltaT_Mul bg RG float = 0.033 +/- 0.013 L(-10.000 - 10.000)
deltaT_Sigmal bg RG float = 0.713 +/- 0.019 L(0.000 - 3.000)
deltaT _Fracl bg RG float = 0.300 +/- 0.022 L(0.000 - 1.000)
deltaT_Frac2_bg RG float = 0.022 +/- 0.003 L(0.000 - 1.000)

Final values for the parameters which were allowed to flothénfit.
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A6 B -/ KI _

megs AFE F
mgs  1.000
AE  0.083 1.000
F —0.026 —0.023 1.000

Table A.19: Correlation matrix for MC signal events.

Mmegs AFE F
mgs  1.000
AE —0.030 1.000
F 0.054 —0.061 1.000

Table A.20: Correlation matrix for on-peak side band data.

bMass xi _bg EPP float = -10.498 +/- 12.028 L(-45.000 - 0.000)
dE c1 bg EPP float = -0.294 +/- 0.080 L(-2.000 - 2.000)
fisher _Mul bg EPP float = 0.388 +/- 0.077 L(-5.000 - 5.000)
fisher _Signmal bg EPP float = 0.558 +/- 0.049 L(0.000 - 5.000)
fisher _Sigma2 bg EPP fl oat 0.532 +/- 0.067 L(0.000 - 5.000)
fisher Frac_bg EPP float = 0.957 +/- 0.030 L(0.600 - 1.000)
deltaT_Mu2 bg EPP float = 1.136 +/- 0.886 L(-10.000 - 10.000)
deltaT _Sigma2 bg EPP float = 1.836 +/- 0.292 L(0.000 - 3.000)
deltaT _Mul bg EPP float = -0.049 +/- 0.079 L(-10.000 - 10.000)
deltaT_Sigmal bg EPP float = 0.904 +/- 0.096 L(0.000 - 3.000)
deltaT _Fracl bg EPP float = 0.181 +/- 0.115 L(0.000 - 1.000)

Final values for the parameters which were allowed to flothénfit.
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A7 B*f -1 K=

megs AFE F
AE  0.030 1.000
F —-0.043 —0.015 1.000

Table A.21: Correlation matrix for MC signal events.

megs AFE F
AE  0.008 1.000
F —0.003 —0.033 1.000

Table A.22: Correlation matrix for on-peak side band data.

bMass xi _bg RGK float = -18.562 +/- 1.359 L(-45.000 - -10.000)
dE c1 bg R&X float = -0.250 +/- 0.009 L(-2.000 - 2.000)
fisher _Mul bg R&K float = 0.388 +/- 0.009 L(-5.000 - 5.000)
fisher_Sigmal _bg RGK fl oat 0.536 +/- 0.006 L(0.000 - 5.000)
fisher _Signma2_bg RCGK fl oat 0.613 +/- 0.006 L(0.000 - 5.000)
fisher _Frac_bg R&K float = 0.978 +/- 0.001 L(0.000 - 1.000)
deltaT_Mi2_bg RGK float = 0.027 +/- 0.018 L(-10.000 - 10.000)
deltaT_Sigma2 bg R&K float = 1.499 +/- 0.030 L(0.000 - 3.000)
deltaT_Mul bg R&K float = 0.000 +/- 0.005 L(-10.000 - 10.000)
deltaT_Sigmal _bg R&K float = 0.579 +/- 0.008 L(0.000 - 3.000)
deltaT_Fracl _bg RGK float = 0.309 +/- 0.013 L(0.000 - 1.000)
deltaT _Frac2_bg R float = 0.012 +/- 0.001 L(0.000 - 1.000)

Final values for the parameters which were allowed to flothénfit.
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A8 B* -1, K=+

megs AFE F
AE  0.001 1.000
F —0.023 —0.008 1.000

Table A.23: Correlation matrix for MC signal events.

megs AFE F
AE  0.006 1.000
F —-0.016 —0.011 1.000

Table A.24: Correlation matrix for on-peak side band data.

bMass xi _bg EPPK float = -9.600 +/- 7.456 L(-45.000 - 5.000)
dE cl bg EPPK float = -0.238 +/- 0.049 L(-2.000 - 2.000)
fisher _Mul bg EPPK float = 0.244 +/- 0.045 L(-5.000 - 5.000)
fisher_Signmal bg EPPK float = 0.438 +/- 0.031 L(0.000 - 5.000)
fisher_Si gma2_bg EPPK fl oat 0.596 +/- 0.036 L(0.000 - 5.000)
fisher Frac_bg EPPK float = 0.918 +/- 0.026 L(0.000 - 1.000)
deltaT_Mu2_bg EPPK float = 0.073 +/- 0.102 L(-10.000 - 10.000)
deltaT_Sigma2_bg EPPK float = 1.482 +/- 0.136 L(0.000 - 3.000)
deltaT_Mul _bg EPPK float = -0.037 +/- 0.035 L(-10.000 - 10.000)
deltaT_Sigmal bg EPPK float = 0.643 +/- 0.048 L(0.000 - 3.000)
deltaT _Fracl bg EPPK float = 0.335 +/- 0.073 L(0.000 - 1.000)

Final values for the parameters which were allowed to flothénfit.
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A9 B'— n, Ky

MES AE npmass F
AFE 0.039 1.000
nmass 0.026 0.054 1.000
F -0.029 -0.002 -0.003 1.000

Table A.25: Correlation matrix for signal MC events.

MES AE npmass F
AFE 0.024 1.000
nmass -0.049 0.024 1.000
F -0.069 -0.009 0.006 1.000

Table A.26: Correlation matrix in on-peak side band data.

nES xi _bg_float = -29.847 +/- 10.842
deltakE cl1 bg float = -0.265 +/- 0.060
fisher_Mul _bg float = 0.202 +/- 0.057
fisher_Sigm2_bg float = 0.589 +/- 0.039
etaMass_Frac_bg float = 0.150 +/- 0.033
etaMass c0 bg float = -0.331 +/- 0.068

Final values for the parameters which were allowed to flothénfit.
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A.10 B* — n,. K*~y

MES AE npmass F
MES 1.000
AE 0.029 1.000
nmass 0.028 0.040 1.000
F -0.039 -0.004 -0.000 1.000

Table A.27: Correlation matrix for signal MC events.

MES AE nmass F
MmEs 1.000
AFE 0.039 1.000
nmass -0.001 0.011 1.000
F -0.070 -0.052 0.000 1.000

Table A.28: Correlation matrix in on-peak side band data.

nES xi _bg float = -22.929 +/- 6.868
deltaE cl1 bg float = -0.295 +/- 0.036
fisher_Mul bg float = 0.299 +/- 0.040
fisher_Signmal bg float = 0.677 +/- 0.028
fisher_Sigma2 _bg float = 0.596 +/- 0.025
etaMass_Frac_bg float = 0.205 +/- 0.021
etaMass_c0 _bg float = -0.275 +/- 0.042

Final values for the parameters which were allowed to flothénfit.
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BB background, Argus function plus Gaussian.

n, Ky signal N, K*y background nwK*v BB background EnToTT
T

5 ; = T [T = T T BT 1= -0.4445 £ 00386
S 10 N g s T E 0,=050700.0244
< E| 2 10 | - F 0,=0,6169 £ 0.0253
P = E| @
© 2 T ]
§ £ §
@ [ 2
10? [}

101

XeIn = 0.466
1, =0.2674 £0,0483
0,=0.6693 £ 0.0370
| 0,= 05007 0.0381
W, = 04541405428 R
0, =1.2000£ 00100 RE|

XeIn = 0.817
| u,=-0.7551 0.0101
0,=0.43910.0078

0,=0610100172

h, =-0.0649:£0.1184
0,=0.7640 £0.0493
1209224+ 0.0290

f=0.9600 400100

104 | Lot
25 -2 15 -1 05 0 05 1 15 2 25
Fisher Discriminant Fisher Discriminant Fisher Discriminant

| L I L I 1 | L |
0 05 1 15 2 25 1035 245 1 05 0 05 1 15 2 25

H
5
IS
&
%
I
&
o
&
&

Figure A.41.F PDFs: signal, Gaussian plus asymmetric Gaussian; comtirnack-
ground, Gaussian plus asymmetric Gaussiai; background, asymmetric Gaussian.

K*y signal - K*y background . K*y BB background

Ny ® YS9 Xéin =1.061 Ny Y 9 Xéin = 0.817 MY 9 XIn = 1.084
S F H, = 05490 +0.0002 Gevic® % 120F 1 = 0.5490 + 0.0002 GeVic? N3 c,= -0.3665 £ 0.0487
S 800 0,=0.0131+ 0.0003 GeV/c* > E 0=0,0131+0,0003 GeVIc?| S a5
3 1, =0.5380 + 0.0008 GeV/c?| 3 S ©,=-0.2211+0.0493 K3 £
o 700 ,=0.0301+ 00010 Gevic? ig 100 + 10,1659 £0.0230 & 40
3 : s S
S 1=0.5603+0.0244 > >
S 600 S sol- S 3
< s 2 30
£ 500] e =
§ 2 2
z i i}

60%1
L] r 20F
300 L £
401 15F
200) P L 10F
20 E
100 r sE
055 os2 o84 056 058 06 055 0s2 084 056 058 06 0

05 052 054 056 058 0.6
n Mass (GeV/c?) n Mass (GeV/c?) n Mass (GeVic?)

Figure A.42: n mass PDFs: signal, double Gaussian; continuum backgradad,
Gaussian plus Chebyshev first order polynomial3 background, Chebyshev first
order polynomial.



298 PDF libraries for branching fraction and charge asymmety measurements

All B° — 13 K2y

MES AE npmass F
AFE 0.047 1.000
nmass 0.015 0.013 1.000
F -0.023 -0.016 0.006 1.000

Table A.29: Correlation matrix in signal MC events.

MES AE npmass F
AFE 0.105 1.000
nmass -0.055 0.006 1.000
F -0.150 -0.130 -0.005 1.000

Table A.30: Correlation matrix in on-peak side band data.

nES xi _bg_float = -25.828 +/- 24.130
deltakE cl1 bg float = -0.353 +/- 0.100
fisher_Mul bg float = 0.193 +/- 0.108
fisher_Sigml bg float = 0.576 +/- 0.072
fisher _Signa2 bg float = 0.543 +/- 0.076
etaMass _Frac _bg float = 0.265 +/- 0.044
etaMass c0 bg float = 0.290 +/- 0.125

Final values for the parameters which were allowed to flothénfit.
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A12 B* — n3 K+

MES AE nmass F
AFE 0.051 1.000
nmass 0.014 0.008 1.000
F -0.025 -0.005 -0.008 1.000

Table A.31: Correlation matrix in signal MC events.

MES AE npmass F
AE 0.032 1.000
nmass 0.008 -0.024 1.000
F -0.039 -0.020 -0.038 1.000

Table A.32: Correlation matrix in on-peak side band data.

deltaE cl1 bg float = -0.298 +/- 0.052
fisher_Mul bg float = 0.157 +/- 0.064
fisher_Sigmal bg float = 0.623 +/- 0.037
fisher _Signa2 bg float = 0.643 +/- 0.040
etaMass _Frac _bg float = 0.241 +/- 0.024
etaMass_c0 _bg float = 0.278 +/- 0.064

Final values for the parameters which were allowed to flothénfit.
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ground, Gaussiam3 B background, asymmetric Gaussian.
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Al13 B° —n  Kgv

MES AE nmass n'mass F
MES 1.000
AE 0.044 1.000
nmass 0.002 0.021 1.000
7’ mass -0.011 -0.010 -0.009 1.000
F -0.020 0.002 -0.014 -0.000

Table A.33: Correlation matrix in signal MC events.

MmEs AFE npmass n’ mass F
AFE 0.092 1.000
nmass 0.073 0.166 1.000
n’mass 0.008 0.050 0.002 1.000
F -0.012 -0.088 -0.100 -0.036

Table A.34: Correlation matrix in on-peak side band data.

deltaE cl1 bg float = -0.465 +/- 0.135
fisher_Mul bg float = -0.012 +/- 0.117
fisher_Signmal bg fl oat 0.517 +/- 0.071
fisher _Sigma2 bg fl oat 0.694 +/- 0.081
etaMass c0 bg float = -0.462 +/- 0.145
etapMass_cl bg float = -0.213 +/- 0.145
etapMass_c2 bg float = -0.773 +/- 0.174

Final values for the parameters which were allowed to flothénfit.
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Figure A.51:AF PDFs: signal, double Gaussian; continuum background, ey
first order polynomial.
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Figure A.52:mgs PDFs: signal, Crystal Ball; continuum background, Argusction.
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Figure A.53:F PDFs: signal, Gaussian plus asymmetric Gaussian; comtirnack-
ground, Gaussian.

_-.
Z

Events /(0.0044 GeVic?

L L
054 056

L L
054 056 058 0.
 Mass (Gevic?)

Figure A.54: n mass PDFs: signal, double Gaussian; continuum backgrdiad,
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Al4 B* —n  K*v

MEs AFE nmass n’ mass F
AFE 0.019 1.000
nmass 0.005 0.033 1.000
n’ mass -0.013 -0.004 -0.010 1.000
F -0.042 0.005 -0.022 -0.001

Table A.35: Correlation matrix in signal MC events.

MmEs AFE mnmass n’mass F
AFE 0.091 1.000
nmass 0.010 -0.001 1.000
7’ mass -0.017 0.081 0.082 1.000
F 0.009 -0.058 -0.073 -0.089 1.000

Table A.36: Correlation matrix in on-peak side band data.

deltakE cl1 bg float = -0.153 +/- 0.091
fisher_Mul bg float = 0.057 +/- 0.110
fisher_Sigmal _bg fl oat 0.448 +/- 0.068
fisher _Signa2_bg fl oat 0.675 +/- 0.072
etaMass_Frac_bg float = 0.208 +/- 0.049
etaMass c0 bg float = -0.157 +/- 0.103
et apMass_Frac_bg_fl oat 0.151 +/- 0.042
etapMass_cl bg float = 0.125 +/- 0.087
etapMass c2 bg float = -0.805 +/- 0.119

Final values for the parameters which were allowed to flothénfit.
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A.15 B° — n’p,ng'y

MmEs AE n'mass F H,
MES 1.000
AFE -0.011 1.000
7 mass -0.012 0.174 1.000
F -0.058 0.006 0.004 1.000
H, -0.011 -0.008 0.009 0.009 1.000

Table A.37: Correlation matrix in signal MC events.

MES AE n'mass F H,
AFE 0.007 1.000
7’ mass 0.021 -0.006 1.000
F -0.005 0.005 -0.005 1.000
H, -0.020 0.008 0.001 -0.026 1.000

Table A.38: Correlation matrix in on-peak side band data.

nES xi _bg float = -23.290 +/- 6.028
deltaE cl bg float = -0.265 +/- 0.043
fisher_Mul bg float = 0.118 +/- 0.045
fisher_Sigmal _bg fl oat 0.597 +/- 0.025
fisher _Sigma2 bg fl oat 0. 655 +/- 0.027
helicity cl1 bg float = -0.032 +/- 0.035
et apMass_Frac_bg float = 0.026 +/- 0.014
etapMass cl bg float = 0.058 +/- 0.036

Final values for the parameters which were allowed to flothénfit.
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Figure A.61:AE PDFs: signal, double Gaussian; continuum background, yaihely
first order polynomialB B background, Chebyshev first order polynomial.
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Al6 B* —n/ K*y

MES AE n'mass F H,
AFE -0.010 1.000
n’mass 0.008 0.157 1.000
F -0.055 -0.006 0.001 1.000
H, -0.001 -0.001 0.004 0.015 1.000

Table A.39: Correlation matrix in signal MC events.

MES AE n'mass F H,
AFE 0.000 1.000
n’mass 0.008 -0.017 1.000
F -0.018 -0.012 -0.013 1.000
H, -0.010 -0.012 -0.000 -0.013 1.000

Table A.40: Correlation matrix in on-peak side band data.

nES xi _bg_float = -20.419 +/- 3.231
deltakE cl1 bg float = -0.277 +/- 0.024
fisher_Mul _bg float = 0.182 +/- 0.026
fisher_Signal bg float = 0.641 +/- 0.015
fisher _Signma2 bg float = 0.639 +/ - 0.017
fisher_Mi2_bg float = 0.718 +/- 0.184
helicity cl1 bg float = -0.023 +/- 0.020
et apMass_Frac_bg float = 0.018 +/- 0.008
etapMass _cl bg float = 0.099 +/- 0.020

Final values for the parameters which were allowed to flothénfit.
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BB background, Argus function plus Gaussian.
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Figure A.68:F7 PDFs: signal, Gaussian plus asymmetric Gaussian; comtirnack-
ground, Gaussian plus asymmetric Gaussiam, background, Gaussian plus asym-
metric Gaussian.
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Figure A.69:H, PDFs: signal, second order Chebyshev polinomial; contmback-
ground, first order Chebyshev polynomi&@3 background, Chebyshev second order
polynomial.
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Al17 B° — . K?

F AE  mgs nmass

F 1.000
AFE —0.004 1.000
MES —0.007 0.013 1.000

nmass —0.003 0.186 0.026 1.000

Table A.41: Correlation matrix for MC signal events.

F AFE mgs 1) Mass
F 1.000
AFE 0.024 1.000
MES —0.044 0.034 1.000

nmass —0.048 —0.010 0.038 1.000

Table A.42: Correlation matrix for on-peak side band data.

nES xi _bg_float = -7.974 +/- 4.573
deltakE cl1 bg float = -0.294 +/- 0.030
fisher_Mul _bg float = 0.351 +/- 0.027
fisher_Sigmal bg float = 0.565 +/- 0.019
fisher _Signa2 bg float = 0.621 +/- 0.017
etaMass _Frac _bg float = 0.362 +/- 0.029
etaMass cl bg float = -0.180 +/- 0.040
etaMass_c2 bg float = 0.018 +/- 0.070
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A18 B® — 13, K"

F AFE mgs 1) Mass

F 1.000
AFE —0.014 1.000
MEs —0.015 0.016 1.000

nmass —0.002 0.003 —0.008 1.000

Table A.43: Correlation matrix for MC signal events.

F AFE mgs 1) Mass
F 1.000
AFE —0.025 1.000

MmEs 0.035 0.000 1.000
nmass 0.018 —0.002 -0.002 1.000

Table A.44: Correlation matrix for on-peak side band data.

nES xi _bg float = -4.112 +/- 6.601
deltakE cl1 bg float = -0.344 +/- 0.044
fisher _Mul _bg float = 0.369 +/- 0.043
fisher_Sigmal bg float = 0.582 +/- 0.028
fisher _Signa2 bg float = 0.640 +/- 0.028
etaMass _Frac _bg float = 0.313 +/- 0.024
etaMass cl bg float = 0.444 +/- 0.053
etaMass_c2 bg float = -0.238 +/- 0.067
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Figure A.76:mggs PDFs: signal, Crystall Ball; continuum background, Argusdtion.
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A19 B® — nyymyy

MES AE n(l)mass n(2) mass F

AFE —0.046  1.000

n (1) mass 0.125 —0.077 1.000

n(2)mass 0.094 0.105 0.028 1.000

F —0.147 0.030 —0.062 —0.026  1.000

Table A.45: Correlation matrix for MC signal events.

MES AE n(l)mass n(2) mass F

MES 1.000

AE 0.077  1.000

7 (1) mass 0.050 —0.044 1.000

n(2) mass 0.037 —0.026 0.036 1.000

F —-0.032 0.007 —0.027 —0.003  1.000

Table A.46: Correlation matrix for on-peak side band data.

nNES xi _bg float = -8.688 +/- 5.567
deltaE cl1 bg float = -0.285 +/- 0.038
fisher_Mul bg float = 0.502 +/- 0.033
fisher_SigmaL_bg fl oat 0.586 +/- 0.026
fisher_Si gmaR _bg _fl oat 0.574 +/- 0.021
et aMassO_Frac_bg_fl oat 0.368 +/- 0.020
etaMassO cl1l bg float = -0.450 +/- 0.048
etaMassl Frac _bg float = 0.301 +/- 0.021
etaMassl cl bg float = -0.330 +/- 0.046
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Figure A.80:mggs PDFs: signal, Crystall Ball; continuum background, Argusdtion.
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Figure A.81:n (1) mass PDFs: signal, double Gaussian; continuum backdrddC
Gaussian plus a Chebyshev linear polynomial.
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Figure A.82:7n (2) mass PDFs: signal, double Gaussian; continuum backdraiC
Gaussian plus a Chebyshev linear polynomial.
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A20 B° — Ny~ "37

MES AF Ty N3 Mass F
AFE 0.031 1.000
7 mMmass 0.006 0.146 1.000
n3r mass 0.010 0.033 1.000
F —0.012 0.000 —-0.001 —0.011 1.000

Table A.47: Correlation matrix for MC signal events.

MEs AE  1n,,mass 1, mass F
MES 1.000
AE —0.052 1.000

N Mmass —0.037 —0.025 1.000
N3- mass 0.090 —0.006  0.004 1.000
F —0.021 —-0.013  0.014 —0.013 1.000

Table A.48: Correlation matrix for on-peak side band data.

nES xi _bg_float = -12.769 +/- 5.614
deltakE cl1 _bg float = -0.284 +/- 0.038
fisher_Mil bg float = 0.448 +/- 0.034
fisher_SigmalL_bg float = 0.567 +/- 0.023
fisher_Si gmaR _bg _fl oat 0.601 +/- 0.022
et aMassO_Frac_bg_fl oat 0.295 +/- 0.021
etaMassO cl1 bg float = -0.301 +/- 0.047
etaMassl Frac _bg float = 0.324 +/- 0.021
etaMassl cl bg fl oat 0.419 +/- 0.044
etaMassl c2 bg fl oat -0.436 +/- 0.058
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A.21 BO — N3x73x

MEs AFE  n(l)mass n(2) mass F

MES 1.000

AFE 0.033  1.000

n (1) mass —0.001 0.013 1.000

n(2) mass 0.002 0.033 0.002 1.000

F —-0.016 —-0.009  —0.001 —0.004 1.000

Table A.49: Correlation matrix for MC signal events.

MEs AFE  n(l)mass n(2) mass F

AFE —0.131 1.000

n(l)mass 0.006 0.010 1.000

7 (2) mass —0.056 —0.220 0.060 1.000

F —-0.019 —0.077 0.058 0.104 1.000

Table A.50: Correlation matrix for on-peak side band data.

nES xi _bg_float = -11.074 +/- 11.474
deltakE cl1 _bg float = -0.317 +/ - 0.080
fisher _Mul bg float = 0.488 +/- 0.069
fisher_SigmaL_bg fl oat 0.605 +/- 0.045
fisher_Si gmaR _bg_fl oat 0.578 +/- 0.045
et aMassO_Frac_bg_fl oat 0.421 +/- 0.038
etaMassO cl1 bg float = 0.552 +/- 0.110
etaMassl Frac_bg fl oat 0.400 +/- 0.037
etaMassl cl1l bg float = 0.301 +/- 0.118
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A22 B —n,.¢

F AFE mgs nMmass  H,
F 1.000
AFE —0.004 1.000

MEs 0.011 -0.012 1.000
nmass 0.007 0.179 0.021 1.000
Hy 0.003 0.007 0.006 —0.006 1.000

Table A.51: Correlation matrix for MC signal events.

F AFE MEs nmass Hgy
F 1.000
AFE —0.028 1.000

MEs 0.032 —-0.002 1.000
nmass —0.019 —-0.008 0.011 1.000
He 0.015 0.004 -0.027 —-0.019 1.000

Table A.52: Correlation matrix for on-peak side band data.

deltaE cl1 bg float = -0.326 +/- 0.023
nES xi _bg_float = -14.704 +/- 3.527
fisher _Mul bg float = 0.445 +/- 0.023
fisher_Sigmal bg float = 0.558 +/- 0.015
fisher_Sigma2 _bg float = 0.651 +/- 0.015
phi Hel _c1 bg float = -0.017 +/- 0.024
phi Hel _c2 bg float = 0.010 +/- 0.024
etaMass _Frac _bg float = 0.279 +/- 0.020
etaMass_cl bg float = -0.319 +/- 0.029
etaMass_c2 bg float = -0.078 +/- 0.048
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A.23 BO — 7737r¢

F AFE MES Hy 17 mass
F 1.000
AFE —0.019 1.000
MES —0.027 0.013 1.000
Hy 0.013 -0.003 —0.001 1.000

nmass 0.003 0.030 0.006 —0.007 1.000

Table A.53: Correlation matrix for MC signal events.

F AFE MES Hy, nmass
F 1.000
AFE —0.007 1.000
MES 0.023 —-0.034 1.000
H, —0.018 0.019 0.005 1.000

nmass —0.047 —-0.039 —0.023 0.036 1.000

Table A.54: Correlation matrix for on-peak side band data.

deltaE cl1 bg float = -0.306 +/- 0.037
nNES xi _bg float = -14.035 +/- 5.501
fisher _Mul bg float = 0.486 +/- 0.032
fisher_Sigmal _bg fl oat 0.587 +/- 0.021
fisher_Sigma2_bg fl oat 0.591 +/- 0.021
phi Hel _c1 bg float = 0.010 +/- 0.038

phi Hel _c2 bg float = 0.059 +/- 0.036
etaMass _Frac _bg float = 0.274 +/- 0.020
etaMass_cl bg float = 0.412 +/- 0.042
etaMass_c2 bg float = -0.443 +/- 0.053
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Gaussian.
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F AFE mgs n' mass H,  nmass
F 1.000
AE —0.013  1.000
MES —0.012 0.044 1.000
7’ mass 0.001 0.002 —0.020 1.000
H, 0.002 —-0.007 —0.004 —-0.007 1.000

nmass 0.008 0.063 —0.007 0.013 —-0.011 1.000

Table A.55: Correlation matrix for MC signal events.

F AFE mgs ' 'mass  Hy 7 mass
F 1.000
AE 0.024  1.000
MES —0.001 —-0.043 1.000
n’mass —0.054 0.049 0.035 1.000
Hy 0.028 0.006 —0.002 0.088 1.000

nmass —0.016 0.062 0.036 0.004 —0.079 1.000

Table A.56: Correlation matrix for on-peak side band data.

deltakE cl1 bg float = -0.291 +/- 0.049
nES xi _bg float = -13.930 +/- 7.238
fisher_Mil bg float = 0.421 +/- 0.044
fisher _Signmal bg float = 0.608 +/- 0.029
fisher _Signma2 _bg float = 0.599 +/ - 0.029
phi Hel _c1 bg float = -0.003 +/- 0.051
phi Hel _c2 bg float = 0.076 +/- 0.046
etaMass_Frac_bg float = 0.203 +/- 0.026
etaMass cl bg float = -0.150 +/- 0.057
et apMass_Frac _bg float = 0.152 +/- 0.024
etapMass_cl bg float = 0.010 +/- 0.048
etapMass c2 bg float = -0.829 +/- 0.060
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F AE mgs 1 mass H, H,
F 1.000
AFE —0.024 1.000
MEs —0.027 —-0.024 1.000
7 mass —0.006 0.046 0.021 1.000
Hy —0.003 -0.001 -0.003 -0.003 1.000
H, 0.004 -0.015> 0.004 -0.011 -—0.006 1.000

Table A.57: Correlation matrix for MC signal events.

F AFE mgs ' 'mass  Hy H,
F 1.000
AFE —0.004 1.000

MEs 0.009 —-0.005 1.000

n’mass —0.022 —0.030 —0.001 1.000

Hy 0.016 -0.022 0.007 0.010 1.000

H, —0.006 —0.011 0.001 —-0.004 0.016 1.000

Table A.58: Correlation matrix for on-peak side band data.

deltakE cl1 bg float = -0.280 +/- 0.013
nES xi _bg_float = -15.585 +/- 1.919
fisher_Mul _bg float = 0.142 +/- 0.012
fisher _Signmal bg float = 0.546 +/- 0.007
fisher _Signa2 bg float = 0.638 +/- 0.008
rhoOHel cl1 bg float = 0.000 +/- 0.007
phi Hel _c1 bg float = -0.034 +/- 0.013
phi Hel _c2 bg float = 0.092 +/- 0.012
etapMass _cl bg fl oat 0.103 +/- 0.013
et apMass _c2 bg fl oat -0.153 +/- 0.014
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Appendix B

PDF libraries for TD CP-asymmetries
measurements

We show for each decay modes the signal, continuum backdmnah3 B background
PDFs used in ML fits. We show also tables of the correlationsrayit parameters.
Signal PDFs are determined from MC signal events. For backgt continuum PDFs
we have used on-peak sidebands. Bét background PDFs we have used MC events.
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Bl By Ko

n(yy)nm

F AFE At O At Mmegs
F 1.000
AFE —0.014 1.000
At —0.007 0.007 1.000
oane 0.019 0.001 —0.018 1.000
mgs —0.013 0.021 —-0.003 —-0.014 1.000

Table B.1: Correlation matrix for MC signa), .., K7, _.

F AFE At OAt Mgs
F 1.000
AE 0.050 1.000
At 0.087 —0.002 1.000
oanr  —0.005 0.141 —-0.025 1.000
mgs 0.027 —0.021 0.021  0.015 1.000

Table B.2: Correlation matrix for on-peak side band dgta . K7, .
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PDF libraries for TD C'P-asymmetries measurements

B2 B"— 1, K7, _

F AE At O At mMes
F 1.000
AE —-0.024 1.000
At —0.004 —-0.003 1.000
oar 0.010 -0.003 —-0.019 1.000
mgs —0.013 0.021 —-0.003 —-0.014 1.000

Table B.3: Correlation matrix for MC signa),, K7, .

F AE At O At Mmegs
F 1.000
AE —-0.017 1.000
At 0.036  0.035 1.000
oanr  —0.069 0.017 0.080 1.000
mgs 0.013 —0.004 0.017 —-0.012 1.000

Table B.4: Correlation matrix for on-peak da;l:@KO

S+—*

F AFE At O At TMEgs
F 1.000
AFE —0.098 1.000
At 0.004 0.0019 1.000
o 0.060 0.004 0.069 1.000
mps —0.044 0.091 -0.041 0.005 1.000

Table B.5: Correlation matrix foB B background;, K?°

oy s
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B.3 B’ — . KL

(3m)mm™ > S+—

F AFE At OAt mMes
F 1.000
AE —0.050 1.000
At —0.006 0.013 1.000
ont 0.006 -0.018 —0.015 1.000
mgs —0.034 0.130 —-0.012 —-0.038 1.000

Table B.6: Correlation matrix for MC signaj,; ... {0, _.

F AE At O At Mmegs
F 1.000
AE —0.021 1.000
At —0.092 0.094 1.000
oane  —0.130 0422 —-0.015 1.000
mgs 0.178 0.027 —0.121 —-0.029 1.000

Table B.7: Correlation matrix for on-peak daga, . K, _-
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B.4 BO — %ngOO

F AE At OAt
F 1.000
AE —0.010 1.000
At —0.006 0.004 1.000
oane  0.028 —-0.012 —-0.016 1.000
mgs —0.017 0.081 0.006 —0.013 1.000

mes

Table B.8: Correlation matrix for MC signa],... 5.

F AE At OAt
F 1.000
AE —0.035 1.000
At 0.127  0.051  1.000
oane  —0.127 —0.055 0.092 1.000
mgs —0.084 —0.020 —0.033 0.034 1.000

mes

Table B.9: Correlation matrix for on-peak dagg. . K3,
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PDF (right): linear polynomial.
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Figure B.14: Signaings PDF (left): Crystal Ball; Continuum backgroumdgs PDF
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B5 B'— %ngoo

F AE At OAt mgs

f

1.000

AE —0.019 1.000
At —0.002 —-0.025 1.000

OAt

0.018 —-0.037 —0.021 1.000

mgs —0.023  0.057 —0.002 —-0.023 1.000

Table B.10: Correlation matrix for MC signal,, /2.

F AE At O At Mmegs

F 1.000

AE —0.040 1.000

At 0.006 0.020 1.000

oanr  —0.065 0.009 0.049 1.000

mgs 0.001 0.005 0.017 —-0.022 1.000

Table B.11: Correlation matrix for on-peak dafa K3

F AFE At O At Mmegs
F 1.000
AFE —0.019 1.000
At —0.032 -0.018 1.000
oane  —0.003 —0.064 0.007 1.000
mgs  0.018 0.002 0.018 0.033 1.000
Table B.12:

Correlation matrix faB B backgroundy,, K¢y
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- / -
B6 B —>7777(“W)7T7TK

F AFE At O At mMes
F 1.000
AE —0.003 1.000
At 0.001  0.008 1.000
oar  —0.006 —0.005 —0.017 1.000
mgs —0.007 —0.018 0.005 —0.009 1.000

Table B.13: Correlation matrix for MC signaJ?(W)WKi.

F AFE At OAt megs
F 1.000
AE —0.025 1.000
At —0.028 0.120 1.000
oane  —0.105  0.007 —0.047 1.000
mgs —0.075 —0.020 —-0.044 0.004 1.000

Table B.14: Correlation matrix for on-peak da;tngw)ml{i.
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Figure B.21: SignaAFE PDF (left): double Gaussian; Continuum Backgroukéd
PDF (right): linear polynomial.
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Figure B.22: Signaings PDF (left): Crystal Ball; Continuum backgroumdgs PDF
(right): Argus function.
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B.7 B* -y, K*

F AFE At O At mMes
F 1.000
AE —0.015 1.000
At —0.000 0.001 1.000
ot —0.004 -0.017 —-0.017 1.000
mgs —0.028 0.059 —-0.004 —-0.012 1.000

Table B.15: Correlation matrix for MC signa%Ki.

F AFE At OAt MEgs
F 1.000
AFE —0.034 1.000
At 0.007  0.052 1.000
oane  —0.087 0.033 0.029 1.000
mgs 0.001 —0.005 —-0.004 —0.020 1.000

Table B.16: Correlation matrix for on-peak da;;gKi.

F AE At O At mMes
F 1.000
AE —-0.021 1.000
At 0.008 0.017 1.000
oanr  —0.002 -0.019 -0.029 1.000
mgs —0.044 0.063 —0.008 —0.023 1.000

Table B.17: Correlation matrix faB B background,’

1%

K,
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Figure B.25: SignaAFE PDF (left): double Gaussian; Continuum Backgroukéd

PDF (center): linear polynomial3 B BackgroundAE PDF (right): Gaussian plus
third order polynomial.
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Figure B.26: Signaings PDF (left): Crystal Ball; Continuum backgroumdgs PDF
(center): Argus function3 B Backgroundngg PDF (right): asymetric Gaussian plus
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B.8 Bi — 77’:](371’)7T7TK:*:

F AFE At O At mMes
F 1.000
AE —-0.036 1.000
At —0.006 —0.006 1.000
oar —0.004 0.001 —0.003 1.000
mgs —0.035 0.071 —-0.001 —-0.013 1.000

Table B.18: Correlation matrix for MC signa,g(%)ml{i.

F AFE At O At Mes
F 1.000
AE  0.073 1.000
At 0.027 0.145 1.000
onr  —0.216 —0.013 —-0.065 1.000
mgs —0.080  0.096 0.014 —0.067 1.000

Table B.19: Correlation matrix for on-peak daﬁ%w)WKi.
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Figure B.29: SignaAE PDF (left): double Gaussian; Continuum Backgroukéd
PDF (right): linear polynomial.
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Figure B.30: Signaings PDF (left): Crystal Ball; Continuum backgroumdgs PDF
(right): Argus function.
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Figure B.31: SignalF Fisher PDF (left): asymetric Gaussian plus Gaussian; Gonti
uum backgroundr Fisher PDF (right): asymetric Gaussian plus linear polyrmbm
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Figure B.32: At continuum background PDF: triple Gaussian where weAiser ,
as in signalAt resolution model.
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B9O B’ — 1, K]

F AFE At O At
F  1.000
AFE 0.074 1.000
At 0.009 0.008 1.000
oar 0.012 —-0.013 -0.023 1.000

Table B.20: Correlation matrix for MC signa],.. K.

F AE At OAt
F  1.000
AE 0.074 1.000
At 0.009 0.008 1.000
oar 0.012 —0.013 —-0.023 1.000

Table B.21: Correlation matrix for off-peak dag,, /7.
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Figure B.33: SignaAE PDF (left): Crystal Ball function; Continuum Background
AFE PDF (right): Argus function.

g 0 i g 0
n”m K| signal om0 nnm K| background

0 T T ¥ = -0.6433 + 0.0042 - [T T \% T
g ot = 0.5339 £ 0.0029 2
= Asym™ = 0.1784 + 00111 % 10 |
) ] = E E|
£ 10 E § F
S =
i i
10 | $4
4 1F Tl xem=0354 E
1 [ i u® =0.2260 +0.0361
14 - L i o = 0,501+ 0.0270
£ E| Asym'’=0.1371%0.1141
¢ =0.0000
)
\ i 0=
104\\\\uuuuwwu\uu\uu\uu\uu\uw\uu 10,1\H\‘\H\"HH‘HH‘\H\‘HH‘HH‘HH‘HH‘HH
25 -2 <15 -1 05 0 05 1 15 2 25 25 -2 <15 -1 05 0 05 1 15 2 25
Fisher Discriminant Fisher Discriminant

Figure B.34: SignalF Fisher PDF (left): asymetric Gaussian; Continuum backgdou
F Fisher PDF (right): asymetric Gaussian plus linear polyiam
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as in signalAt resolution model.
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