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Figure 4.9: Feynman diagrams for four classes of B decay. Leptonic decays are rare
in the Standard Model and have not yet been observed. The internal and exter-
nal hadronic diagrams add constructively for two-body decay modes with branching
ratios of order 2%. The semileptonic decay branching ratio for the neutral B is ap-
proximately 24%. Most B decays are considerably more complex, with many gluons
connecting internal and external quarks.

The majority of B decays are purely hadronic decays in which leptons appear only
due to B daughter decays. Writing amplitudes for these decays can be exceptionally
difficult due to the subtleties of QCD. In EvtGen many of these are decayed with
PHSP or JETSET models even when particles with nonzero spin are present in the
initial or final states. Approximately 24% of neutral B and 8% of charged B decays
are semileptonic B — DWiy, or B — DWxly, where D® denotes a D or some

excited state of a D. Semileptonic B decays can be treated in a straightforward
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theoretical manner using form factors and decay constants obtained from experiment.
The amplitudes can be explicitly written with form factors. Purely leptonic decays
of the charged B are rare in the Standard Model since they are CKM suppressed

relative to other decays by |[Vi|* =~ 107°

. They are also helicity suppressed. They
have yet to be observed. Leptonic decay amplitudes can be written explicitly using
meson decay constants.

In semileptonic B — MIly; decay, the b quark undergoes a transition b — Wy
(where ¢ = ¢, u), the spectator quark propagates forward, and the W boson then
couples to a [y, pair. The spectator quark then forms a meson M with the transition
quark ¢. If the transition quark is ¢ = wu, the decay width is CKM suppressed
relative to ¢ = ¢ by |Vius/Vie|? = 0.006. Thus semileptonic B decays are dominated
by B — D®Iy,. See Table 4.3 for a complete list of semileptonic B decays simulated
in EvtGen.

Final state QCD interactions can greatly complicate the calculation of semilep-
tonic B decay amplitudes. In Heavy Quark Effective Theory (HQET) [46] defined by
the limit m,/Agep > 1, the spectator quark and gluons binding the B are largely
undisturbed as the b undergoes its transition. Since m,/m. ~ 1 in the heavy quark
limit, the internal dynamics of the meson M are largely unchanged from those of the
B. This picture is especially accurate at high ¢ (¢" = ps — p;), when the virtual

W is massive, since the recoil momentum of the M is low and gluon exchange is un-

necessary for maintaining the spectator quark in the bound state with the transition



111

quark. Indeed, at low ¢? where the recoil is large and the W is light, the required
gluon exchange suppresses the decays.
Approximating P*(q) =~ ig"’/m?,, the amplitude for semileptonic decay B —

Mly, (M = bq) is ( [47])

G
Mpomw = —ZTI;V;][,L“HM (4.23)
o = (w1 =" (4.24)
HY = (M|gy"(1 —+°)b|B) (4.25)

where .J is the spin of M.
The hadronic current HY is written as an expansion in basis vectors with scale
dependent coefficients (form factors) with ¢*> dependence. Denoting by p* the B four

momentum and by k* the M four momentum,

i, = (p+k>“—(W) q“f+(q2)+<w> P h(e)  (4.26)
i, = & (mp+ ma) i (6) — (p + B)(E'D) (#qm)M) (1.27

(D) R (A () — iAa) + e PR (%)(428)
i) = (P Aulet) - (M) Axle?) (4.29)

Here € is the meson M polarization four vector. The form factors are f,, fo for J =0

and Ay, Ay, Ay, A3 and V for J = 1. In HQET, the form factors can be exactly
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calculated in the nonrelativistic limit of zero M recoil. Once these are calculated,
they can be extrapolated into the ¢> > 0 regime.
EvtGen simulates semileptonic B decay with two amplitude decay models. For

B — D*ev, and B — D*puv,, the HQET amplitude model is employed:

2

A = tal) (1— a > (4.30)

R* (mB+mM)2
ha (w) = ha (1)1 = p, (w—1)) (4.31)
2 2 2
w = BT My 4 (4.32)
QmBmM
2
R — ZVMmBmM (4.33)
mp+ My

and V = R{A;, Ay = RyA;, Ag = 0. The free parameter pzh evolves the form
factors into the relativistic regime, while R; and Ry define V' and A, relative to A;.
The default values for the free parameters pzh, Ry and R, in EvtGen are taken from
experimental measurements at CLEO [4].

EvtGen employs the ISGW2 decay model for the decays B — Der, and B —
Dpwv, for all semitauonic decays. Here the form factors fi, f_, Ay, A1, A,V are re-
duced to a single form factor £(w) (w = vp - vpr) using the heavy quark limit [48].
Finite quark mass corrections are neglected. The treatment of semileptonic decay
in ISGW2 is similar to the HQET decay model in that it calculates the form fac-
tor at zero recoil and extrapolates to g2 > 0. The form factor is not obtained from

experimental results in the ISGW2 model as they are in the HQET model.
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EvtGen simulates the semileptonic B decays with soft pion emission B — D®rly,
using the GOITY_ROBERTS decay model. This model is based on an effective La-
grangian with chiral and heavy quark symmetries described in [49].

In hadronic B decay, the b quark undergoes a transition b — Wq (¢ = ¢,u). The
W boson couples to a quark pair ¢'q”, yielding four quarks (¢, ¢'q”, and the spectator
quark), each of which may exchange gluons with the others during hadronization.
This complicates the amplitude calculation greatly. In the factorization approxima-
tion, the amplitude is written as a product of two-quark hadronic currents.

But in most hadronic B decays, the factorizable part of the amplitude does not
dominate. This is due to the presence of four-quark operators in the effective Hamil-

tonian [50]

Hepp = % > (Vac Qs + Ve (1)Q2) (4.34)

i=1,2
These operators (); incorporate the effects of soft gluon exchange. Scale dependent
Wilson coefficients ¢; multiply the four-quark operators and thereby account for the
new effective weak vertices due to hard gluon exchange. There has been little the-
oretical progress in describing n-body hadronic B decays for n > 2, and in EvtGen
these decays are simulated with the PHSP model. Efforts to use the factorization
approximation to model 3-body B decays have met with limited success [46]. See

Table 4.3 for a partial list of hadronic B decays in EvtGen.



‘ Branching Ratio ‘

Decay Mode

‘ Decay Model

0.0560 D*+ e- anti-nu_e PHOTOS HQET 0.92 1.18 0.72
0.0210 D+ e- anti-nu_e PHOTOS ISGW2
0.0020 D_0*+ e- anti-nu_e PHOTOS ISGW2
0.0010 D*+ pi0 e- anti-nu_e PHOTOS GOITY_ROBERTS
0.0020 D*0 pi+ e- anti-nu_e PHOTOS GOITY_ROBERTS
0.0030 D+ pi0 e- anti-nu_e PHOTOS GOITY_ROBERTS
0.0060 DO pi+ e- anti-nu_e PHOTOS GOITY_ROBERTS
0.0560 D*+ mu- anti-nu_mu PHOTOS HQET 0.92 1.18 0.72
0.0210 D+ mu- anti-nu_mu PHOTOS ISGW2
0.0020 D_0*+ mu- anti-nu_mu PHOTOS ISGW2
0.0010 D*+ pi0 mu- anti-nu_mu | PHOTOS GOITY_ROBERTS
0.0020 D*0 pi+ mu- anti-nu_mu | PHOTOS GOITY_ROBERTS
0.0030 D+ pi0 mu- anti-nu_mu | PHOTOS GOITY_ROBERTS
0.0060 DO pi+ mu- anti-nuumu | PHOTOS GOITY_ROBERTS
0.0160 D*+ tau- anti-nu_tau ISGW2
0.0070 D+ tau- anti-nu_tau ISGW2
0.0013 D_0*+ tau- anti-nu_tau | ISGW2
0.0027 D¥+ pi- SVS
0.0030 D+ pi- PHSP
0.0082 rho- D+ SVS
0.0068 rho- D*+ SVV_HELAMP

0.152 1.47 0.936 0 0.317 0.19
0.0010 D+ pi- pi0 PHSP
0.0070 D*+ pi- pi0 PHSP
0.00834 a_l- D+ SVS
0.0011 D+ rho0 pi- PHSP
0.0011 D+ rho- pi0 PHSP
0.0022 D+ pi+ pi- pi- PHSP
0.0120 D*+ a_1- SVV_HELAMP

0.336 0.0 0.88 0.0 0.336 0.0

Table 4.3: Above, a select list of semileptonic B° decay modes simulated by EvtGen
together with their branching ratios and decay models. The three parameters in the
HQET decay model are the form factor slope p% and form factor ratios R; and Ry,
with values taken from CLEO measurements [4]. Below, a select list of hadronic B°
decay modes simulated by EvtGen together with their branching ratios and decay
models. The parameters in the SVV_HELAMP decay models are the magnitude and
phase of the amplitudes in the helicity state expansion of the D. Taken from the
EvtGen DECAY.DEC file.
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Two-body hadronic B decays to two mesons B — Mm account for roughly 9%
(13%) of all B® (B™) decays. In the factorization approximation as applied to two-
body decays, the factorizable part dominates the amplitude and the non-factorizable
effects can be incorporated in effective parameters which originate in the factorization
scheme. In the color transparency argument, it is argued that a colorless quark pair
q'q" recoiling at relativistic speed away from the interaction region does not interact
significantly with the quarks remaining in the interaction region before hadronization
of ¢'¢" into a meson m occurs. This lack of color effectively suppresses hard gluon
exchange between the ¢'¢” pair and the valence quarks in the meson M at the inter-
action region, and validates the factorization approximation for the amplitude as a
product of the quark currents.

The factorizable part of the two-body hadronic B decay amplitude is written

Gr

Mpoym = ﬁ%bquuwhuffﬂ (4.35)
HY = (M;|gy*(1 —~°)b|B) (4.36)
Wy = (mylg'y*(1 —+°)q"|0) (4.37)

where ¢* = py, — p”. The hadronic current HY is decomposed with form factors
precisely as it was for semileptonic B decay (Equations 4.26 and 4.27). The hadronic
current A’y is hj_y = f.¢" and h;_, = f,.¢" where € is the polarization vector of the

vector meson m and F;, is the decay constant for m which describes the overlap of
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the two valence quarks ¢'¢” in m.

The factor x in Mp_y,, depends in a process dependent way upon the Wilson
coefficients. Class I decays proceed via the external diagram in Figure 4.9c¢, class II
decays proceed via the internal diagram in Figure 4.9d, and class III decays proceed

via both the internal and external processes [50]. Defining two new parameters

ar = a(py) +Eeapy) (4.38)

az = ca(py) +Ear(py) (4.39)

then x = a; for class I decays, © = ay for class II decays and = = a; + yas for class III
decays. The Wilson coefficients are evolved down from p? = mj, (where ¢; = 1 and
c2 = 0) with the renormalization group equations to a factorization scale yf at which
the factorization approximation is valid. To incorporate nonfactorizable effects in the
amplitude, the parameters ¢;, co and £ are free and are taken as effective parameters
taken from experiment.

In EvtGen, two-body B decays are simulated with the PHSP model for J, =
Jm = 0, the SVS amplitude model for Jy; =1 and .J,, =0 or Jyy =0 and J,, =1
and the SVV_HELAMP model for Jy; = J,, = 1. Thus the factorization scheme is

only partially employed (in the SVS model) though the form factors in HY available
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‘ Branching Ratio ‘ Decay Mode ‘ Decay Model ‘

0.6830 DO pi+ VSS
0.3060 D+ pi0 VSS
0.0110 D+ gamma | VSP_PWAVE
0.6190 DO pi0 VSS
0.3810 DO gamma | VSP_PWAVE

Table 4.4: The complete list of hadronic D* decay modes simulated by EvtGen to-
gether with their branching ratios and decay models. The branching ratios sum to
unity. Taken from the EvtGen DECAY.DEC file.

from semileptonic decay are not exploited. In the SVV_HELAMP amplitude model,
the coefficients H)y,,, in the helicity state expansion of the amplitude for the process

a — be [41]

20, +1_,

Ma%bc Ar D]\;a,)\b*/\c (¢7 97 _¢)H)\b)\c (440)

are specified directly by the user as input parameters. The default coefficients for
B — D*p and B — D*a, are taken from experiment. In other cases they are one.
The D*® (D**) meson decays via the strong interaction with a mass of 2.007 GeV
(2.010 GeV). For all modes not involving direct production of a photon (D*® — D7
D** — D7t and D* — D*x%) EvtGen uses the VSS amplitude model. For modes
involving direct production of a photon (D*® — D% and D** — D*v) EvtGen uses
the VSP_PWAVE amplitude model to simulate the required [ = 1 orbital angular
momentum final state. See Table 4.4 for a complete list of D* decays simulated in

EvtGen.
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The D° (D) meson decays via the weak interaction with a somewhat shorter
lifetime than the B, namely 0.4126 4 0.0028 ps (1.051 4 0.013 ps). The D° lifetime is
shorter than the DT because of the two-body hadronic D decays, which dominate D
decay (in contrast to B decay), the class III decays undergo destructive interference
between internal and external diagrams [47]. The D° (DT) mass is 1.8645 + 0.0005
GeV (1.8693 + 0.0005 GeV), allowing decays to strange and up/down mesons as well
as electrons and muons. The Feynman diagrams for D decays are the same as for B
decay in Figure 4.9 except the transition b quark is replaced by a transition ¢ quark.

Leptonic decays of the DT are helicity suppressed, but the CKM suppression is
lighter than it is for leptonic B decay since |V.q4|> & 0.05. In EvtGen they are simu-
lated with the SLN amplitude model with branching ratios of 0.02% for muonic and
0.24% for tauonic decay. All semileptonic D decays, which account for roughly 22.4%
(26.9%) of all D° (DT) decays, are simulated with the ISGW2 model. Semileptonic
decays with soft pion emission are handled by the PHSP model.

As with the B, hadronic decays of the D dominate its width. In contrast to the B,
most hadronic D decays are resonant two body decays. The D — K7 modes account
for 2.9% (5.9%) of all D° (D") modes and are simulated with the PHSP model. The
D — K27 modes are mostly resonant and account for 19.3% (18.7%) of all D° (D7)
decays. In EvtGen they are simulated with the D_DALITZ probability model. The

D — K3m modes account for 32.4% (13.4%) of D° (D*) decays and are handled
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by PHSP models (with the exception of the resonant a; decay D* — K 7trtx?
which is simulated with the SVS model). See Table 4.5 for a partial list of hadronic

D decays.

4.3. Detector Physics Simulation

The GEANT4 Detector Simulator

The complex task of simulating the progress of particles generated by EvtGen and
other generators through the Babar detector is carried out by GEANT4, an object-
oriented C++ toolkit developed and maintained by an international collaboration
dispersed in numerous high energy physics experiments.

The properties of particles in GEANT4 are defined in an instance of a particle
definition class. This object includes the mass, charge, spin, parity and all other static
properties together with a list of physics processes to which the particle is subject.
The properties are specified with units defined in the unit definition class instance.
Most commonly occurring particles are predefined in GEANTA4.

In any GEANT4 application [51], the developer first specifies the means of ob-
taining a primary event, the detector construction and the list of physics processes
to be simulated. Primary event generation is either with simple particle guns or by
interface with an external event generator. Detector construction begins by defining

solids as boxes, cones, tubes, spheres, wedges, tori or any intersection, union or sub-
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Branching Ratio | Decay Mode ‘ Decay Model ‘
0.0289 anti-K0 pi+ PHSP
0.0800 a_l+ anti-KO SVS
0.0508 anti-K’_10 pi+ SVS
0.0115 anti-K_0*ON pi+ PHSP
0.0210 anti-K*0 rho+ SVV_HELAMP 1.0 0.0 1.0 0.0 1.0 0.0
0.0900 K- pi+ pi+ D _DALITZ
0.0970 anti-KO0 pi+ pi0 D _DALITZ
0.0100 anti-KO0 eta pi+ PHSP
0.0050 anti-K0 rho0 pi+ PHSP
0.0050 anti-K0O omega pi+ | PHSP
0.0110 K- rho+ pi+ PHSP
0.0070 K*- pi+ pi+ PHSP
0.0100 anti-K*0 pi0 pi+ PHSP
0.0100 anti-K*0 eta pi+ PHSP
0.0078 anti-K*0 rho0 pi+ PHSP
0.0050 anti-K*0 omega pi+ | PHSP
0.0100 K*- rho+ pi+ PHSP
0.0120 K- pi+ pi+ pi0 PHSP
0.0383 K- pi+ PHSP
0.0212 anti-K0 pi0 PHSP
0.0071 anti-KO eta PHSP
0.0172 anti-KO eta’ PHSP
0.0210 omega anti-K0 SVS
0.0190 anti-K*0 eta SVS
0.0020 anti-K*0 eta’ SVS
0.0730 a1+ K- SVS
0.0610 K*- rho+ SVV_HELAMP 1.0 0.0 1.0 0.0 1.0 0.0
0.0146 anti-K*0 rho0 SVV_HELAMP 1.0 0.0 1.0 0.0 1.0 0.0
0.0110 anti-K*0 omega SVV_HELAMP 1.0 0.0 1.0 0.0 1.0 0.0
0.1390 K- pi+ pi0 D _DALITZ
0.0085 K*BR. pi0 SVS
0.0107 K_1- pi+ SVS
0.0071 anti-K_10 pi0 SVS
0.0540 anti-K0 pi+ pi- D _DALITZ

Table 4.5: Above, a select list of hadronic D" decay modes with one kaon in the final
state simulated by EvtGen together with their branching ratios and decay models.
Below, a select list of hadronic D° decay modes with one kaon in the final state
simulated by EvtGen together with their branching ratios and decay models. The
branching ratios sum to < 77.525%. Taken from the EvtGen DECAY.DEC file.
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traction of these solids. Each solid is associated to a material which fills it to define
a logical volume with macroscopic properties characteristic of the material: density,
temperature, physical state, etc. Materials are either generated directly, by defining
these properties, or indirectly, by defining constituent elements and isotopes, each
with microscopic properties which determine the material’s macroscopic properties.
Finally, a physical volume is created when a logical volume is placed spatially in a
mother volume. The detector is constructed as a union of physical solids. An electric
or magnetic field can then be constructed in the detector volume.

After the detector has been constructed, the developer specifies the physics pro-
cesses to be simulated. Broadly, GEANT4 simulates particle decay, electromagnetic
interactions, hadronic interactions and optical photon interactions. Each process is
implemented as a concrete instance of a process virtual class with methods to gener-
ate the interaction length for the process and to carry out the process by altering the
spatial and dynamic properties of the particle undergoing the interaction. Provision
is made for both discrete processes and continuous processes in the process class.

The simulation of the user defined physics and detector geometry is managed by
an instance of a run manager class. After initializing a run class instance with the
geometry and physics, the run manager repeatedly fetches a primary event. For each
event, it invokes a event manager class instance to manage the event class instance.
For each particle in the primary event, the event manager passes a track to the tracking

manager to carry out the tracking of the particle through the detector. This is
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accomplished by repeatedly calling the stepping manager to step the particle through
the detector material with all the physics processes to which it is subject, including
the motion generated by an external electric or magnetic field. The GEANT4 default
method for solving the equations of motion for the particle in an external field is
fourth order Runge-Kutta integration. After tracking the particle until it either has
range zero (or below a user specified cutoff) or has exited the detector, a trajectory
is returned to the event manager, which persists it in the event.

Each particle in the primary event is therefore tracked through the detector by the
tracking manager. But unless sensitive detectors are associated to the logical volumes
in the detector, no information about energy deposition in the detector is persisted
to the event. Sensitive detectors are augmented with readout geometries, which allow
the developer to define segmentation (into electronics channels) which is not inherent
in the logical volume. After a step, each sensitive detector class instance invokes a
method to generate energy deposits in the form of GHits, collections of which are
persisted to the event.

The stepping manager is responsible for applying all applicable physics processes
to a particle while it is being tracked through the detector. Whether it is an interac-
tion or a decay, a process is characterized by a mean free path A, which is calculated

by GEANT4 either from a particle lifetime or from a cross section together with
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information about the transited material. The probability of surviving a distance [

before undergoing the process is

P() = exp [— /Olds/)\(s)] (4.41)

where \(s) indicates that the mean free path may change along the path. To deter-
mine the distance traveled by the particle before interacting (or decaying), a random
number R on the unit interval is chosen for P(l) and the distance [ is determined. In
the limiting case where the mean free path is constant along the path, the distance
isl=—-AnR.

Each physics process proposes its free path travel distance to the stepping manager
for consideration as the next step length. The stepping manager chooses for the next
step length the minimum of the smallest proposed distance and the distance to the
nearest volume boundary. The process with the shortest travel distance is carried out
and the distance required for the remaining processes decreased by the step size. The
trajectory is updated and the mean free paths are updated based on the particle’s
new position. Unless the process is a decay or the range is zero (or below a user
specified cutoff), the next step is carried out in a similar way.

The full range of physics processes simulated by GEANT4 is documented in [52].
The ones most relevant to high energy physics experiments are multiple scattering,

ionization, bremsstrahlung, positron annihilation, synchrotron radiation, Cherenkov
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radiation, crystal scintillation, elastic and inelastic scattering, the photoelectric effect,
conversion, neutron transport, hadron absorption, antihadron annihilation, muon cap-
ture, and decay.

Babar Geometry and Tracking in GEANT4

The Babar detector simulation implemented in Bogus is strongly based on the
GEANT4 toolkit with a few modifications. Run control is taken away from the
GEANT4 run manager. Bogus classes inherit from GEANT4 classes with some mod-
ification. Since fourth order Runge-Kutta integration was deemed too slow and impre-
cise for Babar simulation, Bogus uses a different stepping manager to track particles
through the Babar magnetic field. The Bogus stepper uses perfect helix segments for
step paths through regions where the field variation is small. Finally, event decay
trees are fully simulated by the primary event generator so that GEANT4 decays no
particles.?

Detector construction in Bogus is handled exclusively by the volume, material
and sensitive detector classes in GEANT4. Each detector subsystem employs a class
with a method for both constructing that subsystem and setting the particle range
cuts specific to the subsystem. The PEPII class builds the beampipe, the B1 and
Q1 magnets, the ion pump, the support tube and the beampipe plugs. The SVT

class builds the five layers (each of which is a sensitive detector), the space frame, the

’In the simulation production cycle SP3, the Kg decay was mistakenly implemented in both
EvtGen and GEANT4. Recipes for eliminating one of the decays from the event were prescribed
and subsequent SP cycles fixed the error.
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support cones, cooling rings, RF shields, and pin diodes. The DCH class builds each
of the forty layers as cylindrical volumes filled with He-Isobutane gas, associating
each to a sensitive detector. The DIRC class defines the quartz bars as sensitive
detectors and the remaining associated structural supports. The EMC class defines
each crystal cell as a logical volume filled with CsI(Th) material and associates it to
a sensitive detector. Finally, the IFR class builds the flux return frame as a logical
volume filled with Fe material and the RPCs as sensitive detectors. See Table 4.6 for
the simplified Construct methods used in building the DCH subsystem.

The list of GEANT4 physics processes employed in the Bogus simulation in-
clude multiple scattering of all particles, leptonic and hadronic ionization, leptonic
bremsstrahlung, leptonic pair production, positron annihilation, the photoelectric ef-
fect, and Compton scattering. The performance of the Bogus simulation of these
processes in the Babar detector was evaluated in [53], which compared simulation
with data for dE/dx in the DCH (ionization), electromagnetic shower shape in the
EMC (all v and e processes) and 7° mass reconstruction (all v and e processes).
Using radiative Bhabha events, the electron dE/dx distributions shapes agree well.
Their normalizations agree to within 15% while their means agree within 1%. Radia-
tive Bhabha events were also used to generate lateral electromagnetic shower shape

distributions initiated by electron with energies between 1 and 5 GeV. The shapes



126

agree well but with a moderate shift of the simulation peak higher than data by
approximately 60 MeV. Neutral pion mass reconstruction means agreed within 0.6%
while their standard deviations agreed to within 13%.

Babar Detector Response

Each subsystem must simulate the digital response of the subsystem electronics
to the information encoded in the GHits deposited in the active detector subsystem
regions by GEANT4. In order to accurately simulate data taken from the detector,
background digis taken directly from data using a cyclic trigger triggering at 1 Hz
are mixed in with the digis generated from the GHits. Finally, the combined set of
digis is presented to the L1 Trigger simulation.

The procedure for generating digis from GHits is specific to the subsystem in which
the GHit is deposited. For purposes of illustration, we consider only the procedure
for the DCH [54]. The GEANT4 model for the DCH defines the material for the
inner and outer walls, the endplates and the He-Isobutane filled interior (corrected
for the presence of sense and field wires). The sensitive detectors are defined to map
to each of the forty cell layers. Thus the GEANT4 simulation does not simulate the
individual cell response. Rather, the cell response is accomplished in the conversion
from GHits to digis. For each layer with a GHit, a helical trajectory is extrapolated
into the layer based on the entry point and entry momentum. The point of closest

approach from the helix to each cell (in the range of possible hit cells) is calculated. If
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void BgsDchFullModel: :Construct () {
// Create envelope volume and place it into babar
DchCylinder.Construct ( theDchGeom, babar );
// Set up region and cuts for entire DCH
G4LogicalVolume* regionVol=_DchCylinder.getDCHAlogical () ;
cutManager->SetDefaultParticleCut (regionvol,
control->GetDchRangeCut () *mm) ;
// Define the layers
G4LogicalVolume* MotherVol=DchCylinder.getDCHGlogical () ;

for( int lay=1; lay <= theDchGeom->nLayers(); lay++ ) {
G4VSolid* hype = theDchGeom->getDchDBHype ( lay,
nameDaughter ) ;

G4Material* HelIbu=theBgsEnv->getMaterial ("dch-He-Ibu-Wir") ;

loglayer[lay-1] = new G4LogicalVolume (hype, HelIbu,
nameDaughter, 0, 0, 0 );

loglayer[lay-1] ->SetVisAttributes (new
G4VisAttributes (DCHLcolor)) ;

physlayer[lay-1] = new G4PVPlacement ( O,
G4ThreeVector (), -loglayer[lay-1],

nameDaughter + "_phys", MotherVol, false, lay );

ki

}
}

Table 4.6: The Construct method for the BgsDchFullModel class in Bogus.
This method defines the geometry for the DCH in GEANT4. The code has been

simplified for ease of reading.
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the point lies within the cell, the time of flight, charge deposition, and pathlength are
recorded for that cell. Inoperative (or dead) cells with GHits do not produce digis.
Each such hit cell represents a candidate digi. The cell charge is smeared and the hit
time is calculated and smeared. Any two digis located in the same cell are merged. A
digi is created from a digi candidate if it passes a cell inefficiency simulation designed
to incorporate constant inefficiencies as well as charge- and pathlength-dependent
inefficiencies. Since a charged cell may induce a charge on a neighboring cell (with
probability & 4%), crosstalk digis are generated and merged with the other digis.

Since data events include digis generated by machine background, the digis pro-
duced from Monte Carlo simulation GHits are merged with digis taken directly from
1 Hz data snapshots of the subsystem electronics [55]. This procedure is followed for
the SVT, DCH, EMC and DIRC. In the case of the EMC, the digis are first con-
verted to waveforms to represent the analog output of the EMC crystal photodiodes.
The Monte Carlo digis are converted to waveforms based on a formula, while the
background digis are converted with lookup tables taken directly from data. The
waveforms are then synchronized, mixed and converted back to digis.

After background mixing, the digis from the DCH and EMC are passed to the
L1 Trigger simulation. Trigger primitives are generated from the digis and, if they
generate an L1 Accept, are synchronized to the L1 Accept time. At this stage the
Monte Carlo simulated data is passed on to the L3 Trigger and reconstruction software

precisely as if it had been data taken directly from the detector.
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Chapter 5

B® — 77~ SELECTION

This chapter describes the selection criteria for isolating signal events from back-
ground events in the Babar detector. It begins with a description of the simulation
and data samples used in the analysis. It then describes the criteria used for identify-
ing particle candidates and the technique for reconstructing one of the two B mesons
produced in a given event at Babar using those candidate particles. Next, the re-
quirements placed on the other B meson in order to select signal characteristics and
reject background characteristics are outlined. The structure and training of a neural
network to identify and exploit minute distinguishing correlations among observable
parameters are then described. Finally, the chapter describes the performance of the
neural network in a control sample of data selected to control for the K, and lost par-
ticle backgrounds. No data with the full selection is shown in order to remain blind,

but the control sample establishes the legitimacy of the signal selection procedure.

5.1. Data and Simulation Samples

We analyzed Runs 1 through 4 data (startup to 2004 summer shutdown) which

yielded 210.35 fb~! of integrated luminosity. See Table 5.1 for the luminosities and
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| Data Sample | ogogo/nb | £/fb | B'B? Events |

Run 1 0.5443 19.442 | 1.0582 x 107
Run 2 0.5512 60.153 | 3.3158 x 107
Run 3 0.5486 30.992 | 1.7001 x 107
Run 4 0.5519 99.763 | 5.5054 x 107
Runs 1-4 0.5505 | 210.350 | 1.15795 x 108

Table 5.1: Data samples used in this analysis. Runs 1-4 correspond to data taken
from startup in 1999 to summer shutdown in 2004. The effective cross section is
obtained from the B count to luminosity ratio.

B counting. The generic simulation samples BOBObar (hereafter referred to as the
generic neutral B), BpBm, ccbar, uds and e+e- -> tau+tau- were analyzed
to obtain the expected background. See Table 5.2 for signal and background Monte
Carlo simulation sample sizes, cross sections and luminosities.

Two modes were simulated for study of the signal B — 77=. In the mode
BO->tau+tau- +CC (FSR), one B is required to decay to the the signal tau pair
and the other is required to decay generically (hereafter referred to as the signal
generic). The signal decay proceeds with the scalar to two lepton (SLL) genera-
tor model and uses PHOTOS for final state radiation. In the mode Weighted
B0O/Bobar -> tau+tau- vs D(star)X cocktail (hereafter the signal cock-
tail), one B is required to decay to the the signal tau pair and the other is required to
decay to one of the high purity modes reconstructed on the tag side in this analysis.
All modes are weighted by branching ratio. See Table 5.4 for the prescribed tag B

cocktail decay modes.
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The dominant expected background contribution to this analysis originates in
generic ete” — BYB° events in which one neutral B has been successfully recon-
structed and the remaining B mimics the characteristics of the signal B® — 77,
Therefore, to better train a neural network designed to separate background from
signal, we analyzed the mode Weighted BO -> DX and DstarX cocktail
(hereafter the background cocktail) in which one B is forced to decay to a mode
reconstructed with high purity on the tag side in this analysis. See Table 5.4 for the
prescribed tag B decay modes, which are the same for the signal cocktail.

We have employed the prescriptions for remedying known problems in the Monte
Carlo samples. Since the Monte Carlo simulation overestimates the efficiencies for
particle identification, neutrals reconstruction and track reconstruction, we implement
the corrections based on data control samples prescribed by the particle identification,
neutrals and tracking working groups.

Comparing the data and simulation reconstruction efficiencies for the various par-
ticle candidate selectors, the particle identification working group at Babar [56] found
that the simulation overestimates the identification efficiency. The discrepancies vary
based on the magnitude and direction of the candidate momentum. The data efficien-
cies obtained from control samples are provided by the particle identification working
group. For the electron and muon selectors employed in this analysis for B® — 77—,
custom tables have been generated by the particle identification working group which

only include candidate leptons from the control samples which pass the loose charged
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kaon veto. These custom particle identification killing tables have been employed
to remove electrons and muons from the candidate lists used in this analysis. The
generic tables recommended by the particle identification working group have been
employed to remove charged kaons from the candidate lists. Based on the magnitude
and polar angle of the candidate’s momentum, a probability of reconstruction in a
given list is identified from control sample studies. If a random number on the unit
interval lies above that probability, the candidate is removed from the selection list.

Comparing the photon energy resolution in ete™ — 777~ (one-prong on one-
prong) simulation and data control samples, the neutrals working group [57] found
that the simulation both underestimates the photon energy and overestimates the
energy resolution. The summer 2004 scale factors ¢y, are of order 1072 and the smear
factors c,,, are of order 1072, The correction factors are energy dependent and change
from run to run. They are provided in table form by the neutrals working group. We
first smear the photon energy E resolution obtained in the EMC by resampling the
energy from a Gaussian with mean F and width E¢g,,, and then scale the resampled
energy up by the factor 1 + ¢,

Finally, the 2004 tracking efficiency task force at Babar [58] recommends tracking
reconstruction efficiency corrections. They found that the simulation overestimates
the track reconstruction efficiency in ete™ — 777~ control samples. The correction
factors depend on the event track multiplicity, magnitude and direction of the track

momenta. Alternatively, the tracking efficiency task force recommends an averaged
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‘ Simulation Sample ‘ SP Cycle ‘ o/nb ‘ L/fb ! ‘ Events ‘
Signal Generic SP5 1.63 x 1078 [ 1.21 x 107 | 5.79 x 10°
Signal Generic SP6 1.63 x 1078 | 3.50 x 107 | 5.70 x 10°
Signal Cocktail SP5 1.70 x 10710 | 4.64 x 10° | 7.89 x 10°
Signal Cocktail SP6 1.70 x 10710 | 4.26 x 10° | 7.41 x 10°

BOBObar Cocktail SP5 5.40 x 1073 | 1.81 x 10®> | 9.75 x 10°
BOBObar Generic SP5 0.525 400.7 2.103 x 108
BOBObar Generic SP6 0.525 640.2 3.361 x 108
BpBm Generic SP5 0.525 396.2 2.080 x 108
BpBm Generic SP6 0.525 266.9 1.401 x 108
ccbar Generic SP5 1.30 110.8 1.441 x 108
ccbar Generic SP6 1.30 8.692 1.130 x 107
uds Generic SP5 2.09 117.4 2.453 x 108
uds Generic SP6 2.09 11.48 2.400 x 107
e+e- -> tau+tau- SP5 0.94 203.9 1.917 x 108
e+e- -> tau+tau- SP6 0.94 231.0 2.171 x 108

Table 5.2: Signal and generic background Monte Carlo simulation samples from the
BSemiExcl skim used in this analysis. Cross sections are obtained from [3]. The
Standard Model expectation BSM (B? — 7777) = 3.1 x 107® is assumed.

flat 0.8% efficiency reduction for reconstruction of loose tracks (GoodTracksLoose)

in the simulation. We chose the flat correction.

5.2. Particle Candidate Selection

Particle candidates are selected from among the lists of tracks and clusters using
selectors. Selectors are algorithms designed to select candidates with varying criteria
from very loose to very tight depending on the desired true selection and correspond-
ing fake rejection rates. The track selector uses information from the DCH and SVT
to categorize the candidate tracks. The parameters used are track momentum p, the

number of DCH hits associated with the track Ny, the x? of the track fit x2, and
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the z component of the distance of closest approach to the nominal beamspot z.
The parameter cut values for GoodTracksVeryLoose and GoodTracksLoose
are found in Table 5.3.

Photons are selected from among the cluster candidates which are required to
have at least one seed EMC crystal hit with a minimum energy deposit of 0.01 GeV
for isolated crystal hits (or 0.03 GeV for contiguous hits). The photon candidates are
selected using information from the EMC for selection and the DCH for veto. The
parameters used to select the track candidates are the raw energy deposited in the
EMC cluster Egyrc, the number of hit crystals in the EMC cluster N, and a lateral

EMC shower shape variable LAT defined by

LAT = iy Bir (5.1)
N Eﬂ"g + EQT‘S + 2?23 EZTZ2 '

where n is the number of crystals ranked by energy, rg is the distance between crystal
centers (5 cm) and r; is the distance between the cluster centroid and cluster i.
Criteria for the lists GoodPhotonLoose and for comparison GoodPhotonDefault
are found in Table 5.3.

The electron selector employed in this analysis is described in [59]. It identifies
electrons with the characteristic parameters obtained from the EMC, the DCH and
the DIRC. The parameters used are the ionizing energy loss measured in the DCH

dE/dz, the difference in ¢ between the EMC shower centroid projected to the face



Parameter GoodTracksVeryLoose GoodTracksLoose
P < 10GeV < 10GeV
Dt >0 > 0.1GeV
Nhit >4 > 12
20 [—10, 10]cm [—10, 10]cm
Parameter GoodPhotonLoose GoodPhotonDefault
Nxtl Z 1 Z 1
LAT <0.8 <0.8
Parameter eMicroLoose eMicroTight
dE /dx (500, 1000] [500, 1000]
JANO) — —
E/p [0.65, 5.0] [0.75, 1.3]
LAT [—10,,10] [0, 0.6]
| Ao [—10, 10] [—10, 10]
Nxtl 3 3
Oc — —
Parameter muMicroLoose muMicroTight
Egve [0.0,0.5] [0.05, 0.4]
ler > 1 >1
A > 2 > 2.2
AN <2 <1
Xirk <7 <5
les S 4 S 3
m <10 <38
Om <6 <4
continuity > 0.2 >0.3
‘ Parameter KlongEmcLoose KlongEmcTight
Egve [0.1,2.0]GeV [0.2,2.0]GeV
cos 0.5 — [—1.0,0.035]
P(Xfm) — < 0.001
R[AQO] — =4 if Egpe < 0.5
R[NN(AQ(),A42)] — =4 if Erye > 0.5
Ao — < 0.8if Mo € [01,015]
L — < 0.11
Parameter KsLoose KsDefault
er 0 0
vertexing no yes
Mr [0.3,0.7]GeV [0.347,0.647]GeV
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Table 5.3: Cuts used by the selectors employed in this analysis. For comparison, the
cuts used by the selector with different criteria are also listed.
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and the associated track impact point A¢, the ratio of EMC energy to the momentum
of the associated track at its origin F/p, LAT, the Cherenkov angle measured in the
DIRC f¢ and the modulus of the shower’s Zernike moment of order (4,2) |Ass|, Nau-

The Zernike moment of order (m,n) is defined by

m+1 *
Apn = / / dxdypp(v,y)Vi, (T, y) (5.2)

™

where the integration is over the unit disk, pg(z, y) is the energy density of the shower
and Vp,,(z,y) is the Zernike polynomial. The specific parameter values required for
eMicroTight and, for comparison, eMicroLoose, are in Table 5.3.

Muons are identified with the selector described in [60]. This selector identifies
muons with the characteristic parameters obtained primarily from the IFR and secon-
darily from the EMC and DCH. The parameters used by the selector are the number
of IFR layers hit Nj,,, the energy deposited by the associated track in the EMC
Egye, the number of iron interaction lengths traversed A, the difference between the
expected and measured A A\, the x? of the IFR cluster hits and the extrapolated
DCH track x?.,, the x? of the IFR cluster hits and their polynomial fit x%;, the mean
number of IFR strips hit per layer m, the standard deviation of the number of IFR
strips hit per layer o, and the fraction of layers hit between first and last hit layer
continuity. The specific cut values required for muMicroTight and, for comparison,

muMicroLoose, are in Table 5.3.
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Charged kaons are identified with a selector using information from the DIRC, the
DCH and the SVT. This selector uses a neural network with a 4 — 10 — 1 topology to
produce a single output from four inputs. The four inputs are the momentum of the
candidate p, the ratio of SVT parameter kaon likelihood to the sum of this kaon and
the similar pion likelihood, the ratio of DCH parameter kaon likelihood to the sum
of this kaon and the similar pion likelihood and the ratio of DIRC parameter kaon
likelihood to the sum of this kaon and the similar pion likelihood. These ratios Ry

are of the form

sys
LK

Rgys T 4+ I

(5.3)

where sys indicates the DCH, the SVT and the DIRC. The momentum and Cherenkov
angle - dominate the input parameters. For the KMicroLoose list, the neural
network output cut value is 0.5, and for KMicroTight the cut is raised to 0.62 [61].

K, candidates are identified with information from the EMC using candidates
from the cluster list. Cuts are applied to reject both those candidates with associ-
ated tracks and those with associated photons from neutral pions. The specific cuts
for KlongEmcLoose and KlongEmcTight are in Table 5.3. The discriminating
parameters are Egyc, the cosine of the angle of the EMC cluster with respect to
the beam axis cos 6.5, P(x3), the photon rejection level (R = e /e,) determined by

the Zernike moment of order (2,0) R[Ag], the invariant mass of the candidate and
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any other CalorClusterNeutral candidate M o and if the candidate is a double
bump EMC cluster, the invariant mass of the two bumps Mo "

Candidate neutral pions are formed from photon candidate pairs taken from the
GoodPhotonsLoose list and are required to have raw invariant mass in [0.090, 0.170]
GeV and energy F,o > 0.2 GeV. In the pi0DefaultMass list, candidates undergo
a mass constrained fit [62].

Candidate K g are generated with daughter pions taken from the ChargedTracks
list. The tracks are vertexed and the momenta are recalculated at the vertex. The
parameters are the charge of the pion pair ), and the invariant mass of the pion
pair M, .. See Table 5.3 for KsDefault and KsLoose parameter ranges.

Hereafter, a GoodTracksVeryLoose candidate will be referred to as a wvery
loose track, a GoodTrackLoose candidate will be referred to as a loose track, a
GoodPhotonLoose candidate will be referred to as a loose photon, api0DefaultMass
candidate will be referred to as a default neutral pion, a eMicroTight candidate will
be referred to as a tight electron, a muMicroTight candidate will be referred to as
a tight muon, a KMicroLoose candidate will be referred to as a loose charged kaon

a KsDefault candidate will be referred to as a default Kg, and a KlongEmcTight

candidate will be referred to as a tight K.
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5.3. Tag B Selection

Tag B Reconstruction

For a tag B reconstructed with energy Ep and momentum pg (in the center-of-
mass frame), the definitions for energy-substituted mass and energy difference are

employed throughout:

mgs = E(?eam - p2B (54)

AE = Eg— Epam (5.5)

where Ejeam is the calibrated center-of-mass beam energy. Since each B must possess
half of the total beam energy in the center-of-mass frame, mgg provides considerably
improved resolution on the reconstructed B mass. A correctly reconstructed B will
nevertheless have a AFE near zero.

The tag B reconstruction proceeds by reconstructing a seed D®) and then adding
additional pions and kaons until the system is in a mpgg, AE signal region. The
reconstructed B® composition is D®nrmKrKgqr® with n+m+r+¢ < 6. See Table
5.4 for a list of modes reconstructed. In total, three hundred modes are reconstructed,
though many of these modes yield very few signal events relative to the number of

background events.
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‘ Particle ‘ Prescribed Cocktail Decay ‘
B° DBy
D*~ D=, D7
D~ Ktn—n= Kyn~
D° Kt K 7% Ken nt 0 K K m™
KOt Ktn pY, Ktn—ntn—, K*0p0
x m, p,a1(= p7)
Particle Reconstructed Decay
B DX X
D*~ Dn~
D~ K= ,Ktr n  , Kgn~ 7, KTn~n~ 7% K¢3m, KT K~ 71~
DO Kot K nta, K nte at, Kgn— ot
X , K, mn% K% rKg, KKg, m21°, K27°, 37, K2m 2K =, 3770, K277
2Kl nn’Kg, Kn°Kg, K21°Kg,2K s X, 3m27°, K2r27°, 2K 27"
5, Kdn,2K3m, 5nn®, Kdnn®, 2K 3nn® 3nKg, K2rK g, 3r K gn°

Table 5.4: At top, the prescribed signal and background cocktail tag B decays B® —
D®z. At bottom, the decay modes reconstructed.

For each distinct mode reconstructed, the ratio of peaking to non-peaking events
in the signal region defined by mggs € [5.27,5.29] GeV (the purity) is determined from
a mgg fit to data. After ranking by purity, the modes are combined with all other
modes of equal or lower purity and refit, thus defining the integrated purity for the
mode in question. From among the many reconstructed candidates in a single event,
the BY candidate whose mode is reconstructed with the highest integrated purity is
selected as the tag B. If the candidate is a charged B the event is rejected.

The semiexclusive tag B reconstruction modes with purity in the intervals [0.1, 0.5],
[0.5,0.8] and [0.8,1.0] are categorized as the dirty, clean and neat modes respectively.
Modes with tag B purity 10% or less (those which are not clean enough even for the

dirty category) are rejected. Below 10% purity, the tag B reconstruction modes rarely
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Data Runs 1-4 & SP5/6 MC Data Runs 1-4 & SP5/6 MC
Before Preselection Before Preselection
Data Mean: 1.9454 Data Mean: -0.0066
BOBObar Mean: 1.9506 20000 BOBObar Mean: -0.0057
Data RMS: 0.0707 Data RMS: 0.0299
BOBObar RMS: 0.0697

BOBObar RMS: 0.0276
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Figure 5.1: At left, the reconstructed mass of the seed D or D* used in reconstructing

the tag B. At right, the AF of the tag B. Only the peaking components of data (dots),
generic neutral B (solid) and the signal cocktail (dashed) are plotted.

have well-defined mpgg peaking regions. By eye they are nearly indistinguishable from
an Argus function [63]. We therefore impose two quality requirements on the tag B:
i) tag B energy-substituted mass mgg € [5.2,5.3] GeV and ii) tag B reconstruction
mode purity greater than 10%. We require that mgg € [5.2,5.3] GeV in order to
reject events in which the tag reconstruction has clearly failed to reconstruct a true
B with the nominal B mass.

Fitting Procedure and Comparison Plots

The combinatorial and continuum background are subtracted by fitting the mgg
distribution. Peaking events lying in the signal region defined by mgg € [5.27,5.29]
GeV are considered tag B signal.

The mpg fits are maximum likelihood fits performed with the ROOT v3.10/01 [64]

interface to the MINUIT v94.1 [65] package. Two probability density functions are
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used in constructing the overall fitting function, a single Argus function and a Crystal

Ball function:

A(m) = my/1—(m/m.)?exp [a (1 — (m/mc)2)} (5.6)

(1+ a(m —mp)/o — a?®)™exp [—%oﬂ (m—myp)/o <«
X(m) = (5.7)
exp [—(m — myg)? /207 (m—mgp)/o >«

The Argus function A(m;a, m.) models the continuum and combinatorial back-
ground. In all cases the Argus cutoff m, is fixed at half the nominal center-of-mass
beam energy (m. = 5.29 GeV). The Crystal Ball function X (m; o, mg, o, n) models
the signal peak with a Gaussian above a cutoff defined by « and a tail with a power n
for modeling radiative losses from neutral pion decays. The parameters which are free
in the fitting procedure are therefore the Argus shape parameter a, the Gaussian’s

mean mg and width o, the tail cutoff a, the tail power n and the coefficients ¢, and

¢, of each of these functions in the overall fitting function

F(m;a,me,0,mgp,c,n) = c,A(m;a,me) + ¢, X (m; o, my, o, n) (5.8)

In some cases, the tail power n in data samples does not yield a local maximum
likelihood for a physical range of values and the fit returns unreliable errors. In this
case the tail power in data is fixed to the fitted tail power obtained from the generic

neutral B sample.
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In order to compare data with Monte Carlo simulation in the parameters used
in the analysis chain described in this note, each parameter range is subdivided and
mgs fits are performed on the events which lie within that subrange. For purposes of
plotting, the ranges of the parameters of the analysis chain are divided into subranges,
each of which corresponds to one bin in the parameter plot. With these bin-by-bin fits,
we are able to compare only the central peaking components between data and Monte
Carlo simulation. The aim is to obtain simulation efficiency of peaking components
on a bin-by-bin basis, then to multiply this single bin efficiency by the total data tag
yield. The signal region purity p is determined by the ratio of the area in the Crystal

Ball to the area of the overall fitting function on the interval [5.27,5.29] GeV:

Js.zr dmey X (m; 0, mo, a, n)

(5.9)

J537 dmF (m;a, me, 0, m;)
The peak yield is then taken to be p/N, the purity times the total number of events N
in the signal region mgg € [5.27,5.29] GeV. All generic neutral B Monte Carlo sim-
ulation histograms are normalized to the data tag yield after preselection (described
in the following section), except for those to which the analysis is still blind, in which
case the histograms are unnormalized. Signal samples are normalized to half the
generic neutral B normalization. See Figure 5.1 for distributions of the tag B AF

and reconstructed seed D® mass after background subtraction using the mgg fits.
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Runs 1-4 & SP5/6 MC
Tag B Yield

Data Runs 1-4
Data Signal Region: 122758 : Tag B Yield
MC Signal Region: 914109 Signal Region: 1227589

Data Peak: 313480 Four Argus Fit: 910148
- Data Peak: 317441
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Figure 5.2: At left, Runs 1-4 data (dots) and from top to bottom generic neutral
B, BpBm, ccbar, uds and e+e- -> tau+tau- Monte carlo simulation samples

(solids). The e+e- -> tau+tau- component is not large enough to be visible. At
right, a four Argus fit to the mgg data distribution.

Tag B Yield

We obtain the total neutral B tag yield Ngopzo by using the continuum and generic
charged B simulation samples to model the background. We first fit the generic neu-
tral B mgg distribution with a probability density function composed of a Crystal Ball
plus a single Argus. The Crystal Ball component was then subtracted, so that only
the combinatorial (nonpeaking) component of the neutral B distribution remained.
The remaining continuum and charged B distributions were then added without al-
teration. The overall Monte Carlo simulation distribution has been shifted forward by
0.5 MeV so that its cutoff aligns with the data cutoff, and its normalization has been
selected to minimize the mean square error in the region mgg € [5.23,5.25] GeV.

In order to obtain an independent estimate of the tag yield Ngozo and thereby
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estimate the tag yield systematic error, we also fitted the background mpgg distri-
bution in a region far below the peak. To model the continuum and combinatorial
background, we assume a probability density function which is the sum of four Argus
functions, one each to model ete™ — BB, B¥B~, c¢ and ¢q (¢ = u,d, s).

In the fit, the relative proportions of each component are fixed at the values
obtained from the simulation samples, but the four Argus shape parameters a are
free. The Argus cutoff parameter m, is fixed at 5.29 GeV for all four Argus functions.
The fit is performed only in the region mgg € [5.20,5.25], well below the peak tail.

See Figure 5.2 for the semiexclusive tag B mpgg distribution. The tag B yield
obtained with the four Argus fit is 317441. The tag B yield obtained with the
Monte Carlo simulation samples is 313480. The discrepancy is be used to establish
a systematic error on Ngogo: Npojgo = (3.13 £0.04) x 10°. Note also the absence of

a peaking component in continuum and generic BT B~ simulation samples.

5.4. Signal B Selection

Event Preselection

After applying the prescriptions for correcting known problems in the Monte Carlo
simulation, we found that the distributions in data and Monte Carlo simulation did
not match. See Figure 5.3 for the signal side very loose track and loose photon mul-

tiplicities. The poor agreement is presumably due to spurious events which lack a
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Data Runs 1-4 & SP5/6 MC Data Runs 1-4 & SP5/6 MC
Before Preselection Before Preselection
Data Mean: 4.6551 Data Mean: 7.0513
BOBObar Mean: 4.5819 BOBObar Mean: 7.6139
Data RMS: 1.9272 Data RMS: 3.3667
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Figure 5.3: At left, the very loose track multiplicity on the signal side. At right, the
loose photon muliplicity on the signal side. Only the peaking components of data
(dots), generic neutral B (solid) and the signal cocktail (dashed) are plotted. The
generic neutral B histograms are normalized to the data histograms.

definite physics topology. Therefore three requirements to select a B decay topology
are imposed on the samples before beginning this analysis: i) two very loose track
candidates reconstructed opposite the tag B, ii) four or fewer loose photons recon-
structed opposite the tag B and iii) tag B reconstruction mode purity greater than
12%

We require that there be exactly two track candidates which do not overlap the tag
B in the very loose track list. The very loose track criteria require only a minimum
of four hits in the DCH and a point of origin within ten centimeters of the nominal
interaction point in the z direction. We also require at most four loose photons which
do not overlap the tag B, since a single tau decay to a rho particle sanctions two
photons. This requirement also allows for bremsstrahlung from tau daughter electrons

as well as spurious noise in the calorimeter. Finally, the tag B purity requirement is
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Figure 5.4: Tag yield in the semiexclusive sample after preselection. Clockwise from
top left are the generic neutral B, data, signal generic, and signal cocktail samples

tightened to 0.12 or greater. This minimum purity was found to optimize the upper

limit (see Section 6.4).

After imposing these requirements, the Monte Carlo simulation and data distribu-

tions came into better agreement. See the Appendix for distributions before and after

the preselection requirements are imposed. See Figure 5.4 for the mgg distribution

fits after the preselection is imposed in the semiexclusive n-tuples of interest to this

analysis.
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Background Rejection

The background rejection is summarized as follows: i) zero net charge in the two
loose signal side tracks, ii) zero loose charged kaon, zero default Kg and zero tight
K, and iii) minimal photon energy remaining unassigned to default neutral pions.

The dominant background to the B® — 777~ analysis originates in ete™ — B°B°
events in which the tag B has been successfully reconstructed. The b quark in the
signal B candidate undergoes a cascade decay b — W~ ¢(— Ws) which produces
two oppositely charged W bosons and a strange meson produced after hadronization
of the strange quark. The W boson pair decay then mimics a tau pair decay and the
hadronized strange quark escapes detection. A secondary background originates in
events in which two tracks of opposite charge are lost in the uninstrumented forward
region of the detector. Typical background events can thus be summarized as follows:
either B — D (— Kpx;)xy (where Ky, is undetected) or B® — D¥(— K~ rntn ")z
(where K~ n are lost forward). In all plots, the dark shaded histogram identifies the
component of the simulation background in which a K7, is identified with simulation
truth.

The preselection rejects events with very loose track multiplicity other than two
in order reduce background from high multiplicity generic B® decays with soft tracks.
We now tighten the track selection to reject background from generic B? events with

only two soft tracks. The loose track criteria reject very loose track candidates with
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Figure 5.5: Clockwise from top left, the net loose track charge on the signal side,
loose kaon, default Kg and tight K multiplicity on the signal side after all preceding
requirements in the analysis chain have been imposed. Only the peaking components
of data (dots), generic neutral B (solid) and the signal cocktail (dashed) are plotted.
The dark shaded solid (here and in subsequent plots) is the component of the neutral
B containing a truth verified K7,.
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pr < 0.1 GeV and fewer than 12 DCH hits. We first require a net zero charge in
the loose track candidates which have not been attributed to the reconstructed tag
B in order to eliminate background from sources in which the tag reconstruction has
reconstructed a fake B. This requirement also rejects background in which the tag B
has been successfully reconstructed but charged particles from the opposite B have
escaped detection and reconstruction as a loose track. We next require that there be
exactly two loose track candidates on the signal side. For a plot of net signal side
charge in the loose tracks, see Figure 5.5.

At this stage in the analysis chain, most of the remaining generic neutral B Monte
Carlo sample originates in b — W~¢(— Ws) decays within a successfully recon-
structed and isolated tag B. Therefore we veto events in which a charged or neutral
kaon is detected and reconstructed as a loose kaon, default Kg or tight K. See
Figure 5.5 for candidate kaon multiplicities. In such background cascade events, fake
tau daughter momenta will exhibit an asymmetry due to the restricted amount of
energy available to the ¢ — sW transition which is not observed in the signal decay.
The neural network described below is sensitive to correlations between candidate
momenta.

The existence of any neutral energy which is not reconstructed in a neutral pion
from the signal tau pair or in the reconstructed tag B is a strong indication that
unreconstructed neutral pions are present. Therefore we require that the total energy

in all candidates in the loose photon list, less the total energy in all candidates in
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Figure 5.6: At top left, the remaining neutral energy after neutral pion reconstruction
(blind). At top right, the ditau reconstruction mode (blind). At bottom left, the mass
of the rho candidate. At bottom right, the mass of the Ks candidate in the extra Kg
control sample. Only the peaking components of data (dots), BOBObar (solid) are
plotted. The dark shaded histogram (here and in subsequent control sample plots)
indicates events in which the K¢ reconstruction is verified with Monte Carlo truth.
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‘ Selection Mode ‘ BR [2] ‘ Ne+ N, ‘ N,o ‘ M (770) ‘ Efficiency ‘ Composition ‘
0: [I'4v 0.124 2 0 na 0.31 0.92
1: Im3v 0.078 1 0 na 0.53 0.23
2: lp3v 0.177 1 1 [0.6,1.0] GeV 0.29 0.68
3: 2m2v 0.012 0 0 na 0.81 0.05
4: wp2v 0.056 0 1 [0.6,1.0] GeV 0.45 0.18
5: 2020 0.063 0 2 | [0.6,1.0] GeV |  0.35 0.31

Table 5.5: Branching ratio, signal mode requirements, reconstruction efficiencies and
sample composition with respect to all tau pair decay modes in the signal cocktail.
The composition is the fraction of events reconstructed in a given mode which are
truth verified to be that mode. All requirements are imposed except the neural
network selection.

the default neutral pion list, be smaller than 0.11 GeV. This value was obtained in
the optimization procedure described in Section 6.4. See Figure 5.6 for the residual
photon energy distribution. Since this parameter clearly has discriminating power
below 0.11 GeV, it is used as an input in the neural network analysis described in the
following section.

Signal Selection

The selection for the signal decays is summarized as follows: i) one tight electron,
tight muon, pion or rho with charged particles passing the loose track selection, ii)
a second tight electron, tight muon, pion or rho with charged particles passing the
loose track selection, iii) neural network output consistent with signal tau daughter
momenta, decay mode and residual photon energy and iv) zero additional default

neutral pions.
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The signal selection requires that any candidate neutral pion can be associated to
a charged track candidate under the hypothesis that together they form a rho particle.
A lepton must be reconstructed as a candidate in either the tight electron or the tight
muon list. Each candidate rho sanctions one neutral pion reconstructed in the default
neutral pion list. If a neutral pion has been reconstructed in the default neutral pion
list, it must be associated to a loose track candidate which has not been identified in
either the tight electron or tight muon list. The invariant mass of the default neutral
pion candidate and a loose track candidate is computed as the magnitude of their four
vector sum. The invariant mass is required to satisfy m, 0 € [0.6,1.0] GeV. If there
is only one default neutral pion, it is assigned to loose track which yields an invariant
mass closer to the nominal rho mass. If there are two default neutral pions, they are
assigned in such a way that the sum of their squared discrepancy with the nominal
rho mass is minimized. See Figure 5.6 for the invariant mass of rho candidates.

The B® — 7+7 signal selection requires the lepton and neutral pion multiplicities
to be consistent with a decay mode 777~ — [l'dv, Irdv, 1p3v, 272, wp2v or 2p2v.
The modes are assigned integers 0, 1,2, 3,4, 5 respectively in order to identify them
numerically. See Table 5.5 for the signal selection requirements and their efficiency
with respect to Monte Carlo truth verified tau pair decay mode after all tag B,
background rejection and signal selection requirements are imposed. Any event which
does not satisfy the requirements for modes 0,1,2,3,4 or 5 is assigned a mode of

—1. See Figure 5.6 for the distribution of tau pair reconstruction modes. In the
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optimization procedure described in Section 6.4, it was found that the optimal set
of signal reconstruction modes is 777~ — [l'4v, Irdv, 2720, or 2p2v. Therefore the
modes 7t77 = [p3v and 7t77 — 7p2r (modes 2 and 4) are rejected.

Using the momentum of the reconstructed tag B and the mass hypothesis de-
termined by the lepton candidate selection criteria, the tau daughter candidates are
boosted to the signal B frame. See Figure 5.7 for reconstructed tau daughter mo-
menta in the signal and background cocktails. Rather than placing requirements on
the candidate tau daughter momenta magnitudes and subtended angle, these kine-
matic parameters are used together with the remaining neutral energy and lepton
multiplicity parameters as inputs in a neural network analysis.

In order to best exploit correlations in selection mode, candidate tau daughter mo-
menta and remaining neutral energy, five parameters were used as inputs in a neural
network analysis. See Figure 5.8 for the mgs and neural network output distribu-
tions, and 5.9 for distributions of the input parameters. The structure and training
of the neural network is covered in the following section. The final requirement in the
analysis chain is a cut on the neural network output value N,,; > 0.52. This value
was obtained by optimizing for the best upper limit on B® — 777~ in a procedure

which will be described in Section 6.4.
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Figure 5.7: Candidate tau daughter pair momenta by mode in the signal (top) and
background (bottom) cocktail Monte Carlo sample. All tag B and background re-
jection requirements are applied. For signal, the signal side mode reconstruction is
required to be correct using Monte Carlo truth.
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Figure 5.8: The selection for B — 777, At left, the mpgg distribution in Monte Carlo
simulation. At right, the neural network output in Monte Carlo simulation. Only the
peaking components of generic neutral B (solid) and the signal cocktail (dashed) are
plotted. For the unblinded version of these plots, see Figure 7.2.
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Figure 5.9: Inputs to the neural network for the B — 777~ selection. Clockwise from
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momentum. Only the peaking components of data (dots), generic neutral B (solid)
and the signal cocktail (dashed) are plotted. or the unblinded version of these plots,

see Figure 7.3.
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Input Parameter ‘ Scale Map ‘
mode mode /5
P+ p7_+/2.5 GeV
Dr— Dr- /25 GeV
co8(pr+,pr-) | [L+cos(pr+,p--)]/2
E,—Fo [Ey — E0]/0.5 GeV

Table 5.6: The inputs for the neural network and their scale maps. The scale maps
faciliatate training by mapping the inputs to the unit interval

5.5. The Neural Network

The neural network employed in this analysis is a multilayer perceptron, charac-
terized by its sigmoidal response, the existence of hidden units and a high degree of
connectivity. In a feed forward multilayer perceptron, nodes are arranged in layers
and a directionality is defined for signal propagation through the layers. The input
nodes form the first layer, then hidden units form one or more layers, and finally the
output nodes form the last layer.

When updated in topological order, the input activation levels are first determined
by the signal at the inputs. Then the hidden unit activations in the first hidden
layer are calculated based on the outputs of the input layer nodes. The signal thus
propagates forward through each layer until the activations of the output layer nodes
are calculated based on the activations of the previous layer of hidden units. In a fully
connected multilayer perceptron, each node in a given layer is connected by links to

all nodes in the previous layer.
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Figure 5.10: The neural network topology. From left to right are input, hidden and
output units. The activation level a; for each node 7 is displayed.
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See Figure 5.10 for a diagram of the topology of the neural network and Table 5.6
for the input parameters and their scale maps. The inputs are first scaled to the unit
interval in order to facilitate training.

The activity v; of node 7 is defined to be v; = 3>=,c; wijo;, where L is the set of
nodes in the layer previous to the layer in which the node 7 lies. The activation level
of node 7 is then defined by the activation function ¢ evaluated at the activity ¢(v;).
If ¢ is a logistic function, which is typical for a multilayer perceptron (and which is

true for the analysis described here), then the activation of node i is

! (5.10)
a; = .
1+ exp(6; — v;)

where 6; is the threshold (or bias) of node i. The node i is thus active (a; ~ 1) when
the activity is high compared to the threshold, inactive (a; ~ 0) when the activity
is much lower than the threshold, and in transition (a; ~ 1/2) between active and
inactive states when the activity is close to the threshold. The output function for
the neural network described in this analysis is the identity function: o; = a;.

Once the topological structure of a neural network is chosen, the weights w and
thresholds 6 completely characterize the response of a multilayer perceptron. The
power of a neural network lies in its ability to adjust these parameters to values
which enable the network to correctly model a data sample. The training of a neural

network is the iterative adjustment of w and 6 for each node based on the performance
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of the neural network at each iteration.

The goal of training a neural network is generalization, which is attained when
the network correctly (or nearly correctly) describes the input-output relation ¢ in a
data sample which was not used to train the network (but which was taken from the
same data population). Generalization therefore requires the subdivision of a data
population into disjoint training, validation and evaluation sets. The training set
generates input patterns and the correct output for the pattern for use in adjusting the
weights and thresholds while the validation set provides input patterns and the correct
outputs (generated with ¢) for evaluation at each iteration during training. The
evaluation set can then be used to evaluate how well the neural network generalizes
after training.

Clearly, a neural network’s ability to generalize depends on its topological proper-
ties and the how one defines “nearly correctly”. If M is the number of hidden nodes,
W is the number of weights and e is the fraction of permitted errors in describing
the input-output relation ), then according to [66] a sufficient number of training

patterns required for generalization is

N >

HEZIUH (32M> (5.11)

€ €

It should be emphasized that this is a sufficient condition for generalization. It is

not a necessary condition. The theorem assumes implicitly that inputs are, at least
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in principle, sufficient to fully separate signal from background, and should therefore
only apply to the maximal subset of signal and background events which are, in
fact separable. No number of training patterns is sufficient to separate signal from
irreducible background.

In the B® — 7F7~ analysis, signal and background cocktail samples were sepa-
rated into training and validation samples in the ratio 4 : 1. The generic signal and
neutral B samples provided the evaluation sets. For perfect performance (¢ = 1), the
theorem requires N > 1.2384 x 10* training patterns. We trained with a training set
containing in excess of 2.6 x 10%, comfortably satisfying the criterion for separating
signal from irreducible background.

Training using training and validation data sets proceeds as follows. If ¢; is the
desired response of output node 7 at iteration n, then & = 3.0 (t; — 0;)? quantifies
the degree to which the neural network does not correctly reproduce the input-output
relation in the data sample. Since it is desirable to minimize £ with respect to each
weight, the weight adjustment at each iteration n should be proportional to the partial
derivative of £ with respect to wfy: Awj; = —nd€/Owf;. The minus sign indicates
that the weight should be decreased for an increasing £. The positive parameter 7 is
the learning parameter, and it determines how finely the weights are adjusted at each
step. It can be shown (see [66]) that for a fully connected feed forward multilayer
perceptron, this requirement implies that the adjustment for each link connecting

forward to node i be given by Aw}: = nofd;' where 6}' = ¢'(v}')(t; — 0;) for output

3
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Figure 5.11: The minimum RMSE plotted against number of training cycles. The
cumulative miminum is 0.474054, obtained at cycle 75416.

nodes i and 0F = ¢'(v}') Xyer 0wl for hidden nodes i. Here L denotes the layer
lying in front of the node ¢. In training, the thresholds 6; are treated as weights w;q of
links connecting node 7 to an imaginary node 0 with constant output oy = —1. One
can normalize the error £ using RMSE = (£/(N —W)), where N is the number of
training patterns and W is the number of weights.

The neural network was implemented on the Stuttgart Neural Network Simulator
(SNNSv4.2) [67] in a 5—10—1 topology. The feed forward network is fully connected
and standard backpropagation is the learning algorithm. We separated each of the
signal and background cocktail Monte Carlo simulation into two disjoint subsamples,
one for purposes of training the neural network and the other for evaluating the neural

network performance.
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Figure 5.12: Performance of the neural network in the cocktail (top) and generic
(bottom) samples. All preceding requirements in the analysis chain are imposed. No
background subtraction is performed.

The training required the output to register a 1 for the signal events and a 0 for

generic neutral B events. We stopped the neural network training after the minimum

root mean square error (RMSE) obtained. See Figure 5.11 for a plot of the cumulative

minimum RMSE vs training cycle for the neural network in this analysis. See Figures

5.12 (cocktail samples) and 5.12 (generic samples) for the neural network output in

data and Monte Carlo simulation without background subtraction.
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5.6. Data Control Sample

To gain confidence that the event selection and neural network performance in
data matched its performance in the simulation samples, we studied a sample selected
to control for the dominant background source. The selection is orthogonal in one
parameter to the analysis chain employed in the previous section for signal selection.

Since Ky are readily reconstructed in the decay K¢ — 77—, there is an experi-
mentally obtainable data sample which mimics the background to B® — 777 the
extra K control sample is the strange meson CP conjugate of the background sample
to the signal. In a background B decay, if the strange quark hadronizes into a Kg
rather than a K, the event is both detectable and will share the topological charac-
teristics of the background event with a K. Moreover, when the K candidate is a
fake, the event will model the secondary background to the signal analysis, namely
events in which two oppositely charged particles are lost forward.

In the extra Kg control sample, the requirement Ngsp = 0 is replaced by the
requirement Ng,p = 1, with the provision that the loose K¢ daughter charged pions
are invisible to the analysis chain. All other requirements in the signal analysis chain
apply, except for the requirement Ng;pr = 0. When a Kg has been reconstructed
there is no reason to expect a Ky from a single B decay. See Figure 5.6 for the
invariant mass of the reconstructed Kg candidate. See Figure 5.13 for the mgg and

neural network output distributions. For the distributions of input parameters in the
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Requirement, B0BObar Monte Carlo Data Runs 1-4
Peak Yield ‘ Efficiency Peak Yield ‘ Efficiency
Preselection 57095.5 £ 348.9 | 100.00 £ 0.00 | 20203.2 & 344.2 | 100.00 4 0.00
Qarr =0 27009.5 £241.0 | 47.31£0.44 | 93445+ 176.3 | 46.25+ 1.13
Nerr, =2 22426.2 £198.6 | 39.28 £0.36 | 7670.0 £+ 199.3 | 37.96 + 1.15
Ngyrp =0 15435.5 £ 171.5 | 27.03+0.31 | 5632.4 + 164.1 | 27.88 +0.92
Ngsp =1 3589.6 + 76.7 6.29 £0.14 1413.9 + 574 7.00 £ 0.30
E,es <0.11 GeV | 1556.0 £44.5 2.73 £0.08 562.2 £ 35.4 2.78 £0.18
I, lm, 2w, 2p 509.8 4+ 24.2 0.89 £ 0.04 188.1 £ 17.0 0.93 £ 0.09
Ny > 0.52 354.3 £ 18.7 0.62 £+ 0.03 135.4 + 14.3 0.67 £ 0.07

Table 5.7: Cumulative yields and efficiencies for the extra Kg control sample in data
and Monte Carlo simulation. Here E, is the residual neutral energy Eqpr, — Eypar-
The preselection requires four or fewer loose signal side photons and four very loose
signal side tracks.

control sample, see Figure 5.14. The efficiencies in data and Monte Carlo simulation
are represented in Table 5.7.

The observed number of events in the control sample is 135.4 + 14.3. From Monte
Carlo simulation, the expected number of events in the control sample is 125.4 + 6.9,
yielding a relative discrepancy of (7.3£11.7)%. Modulo error, the observed number of
events in the extra Kg control sample agrees with the expected number. Agreement
between control sample neural network output distribution shapes in Monte Carlo
simulation and data adds assurance that the neural network correctly models the
dominant background to this analysis.

Given the expected number of background events, moreover, the number of ob-

served events in the control sample is close to the expectation. If one assumes that the

efficiency for default Ky candidates is 55%, as found by the authors in [68], and that
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60% of the background originated in events with an unreconstructed Kp, we expect
0.33B (where B is the background expectation for B — 7777) events with true Kg in
the control sample. Adding in bad Kg reconstructions, assuming a purity of roughly
40%, this gives an expectation of 0.50B for the control sample yield. Events with
an unreconstructed K dominate the background, and the extra Kg control sample

establishes that the neural network models these events well.
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Data Runs 1-4 & SP5/6 MC
Data Mean: 0.5646
BOBObar Mean: 0.5450
Data RMS: 0.1428
BOBObar RMS: 0.1551

Figure 5.13: The selection for the extra Kg control sample. At left, the mgg distribu-
tions in data. At right, the neural network output in data and Monte Carlo samples.
Only the peaking components of data (dots), BOBObar (solid) and the signal cocktail
(dashed) are plotted.
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Figure 5.14: Inputs to the neural network for the extra Kg control sample. Clockwise
from top left are the signal multiplicity mode, cosine subtended by tau daughter
candidate momenta, remaining neutral energy and magnitude of the tau daughter
candidate momentum. Only the peaking components of data (dots), generic neutral
B (solid) and the signal cocktail (dashed) are plotted.
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Chapter 6

STATISTICAL ANALYSIS

This chapter obtains the numerical results necessary for determining the measure-
ment of B — 777~ The signal and background simulation samples are subjected to
the full signal selection described in Chapter 5 and the survival efficiencies are deter-
mined. The analysis remains blind to the data samples for the last three requirements
in the analysis chain in order to establish systematic biases without any knowledge
of the data yield.

Since the signal decay is not expected to be observed in the data after unblinding,
the procedure for establishing an upper limit on the branching ratio B(B® — 7777)
is outlined. All systematic biases which are expected to introduce deviations in the
simulation efficiencies from the data efficiencies are described, and systematic errors
associated with each bias are evaluated.

The chapter concludes by optimizing the signal selection for the best expected
upper limit. The requirements for four parameters referenced in Chapter 5 are chosen
such that the expected upper limit is minimized. Finalizing the signal selection and

the systematic errors leads to unblinding the analysis in Chapter 7.
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6.1. Analysis Chain Efficiencies

Efficiencies for the B — 777~ analysis are extracted from the mpgg fits using
the sum of peaking events in the signal region. Denote by N; the number of events
in the signal region and by p; the purity after the ith requirement in the analysis
chain. Efficiencies for each successive requirement in the analysis chain are calculated
with respect to the peak yield with no requirements imposed (¢; = N;p;/Nopo), and
their error is determined by the combined statistical and fitting error. The signal
region survival ratio y; = N;/Ny is the efficiency of the ith requirement in the signal
region without background subtraction. The background subtraction factor p;/py is
determined from the mgs shapes.

The error on ¢; for the simulation samples originates in the statistical error on y;

and the fitting error contained in the purities p; and py. These errors are

Di Op; Op; Cifc dp; Opy Cig dpo Opo CQ}?
pi/po po\l% (8@7’ Oy p? + Oxj 0wy p? + Oxj Ory p§ (6.1)
oy =)
T v (6.2)

Here ]’?c" is the covariance matrix between the mpgg fits after the mth and nth

analysis chain requirement, and j, k£ index the free parameters x in the fits. Since
the fit parameters at the ¢th and 0th stages in the analysis chain are expected to

be correlated, the terms in d,,/,, involving C’}% cannot be neglected. But since the
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purities and the fitted parameter values vary only very slowly with i (see Tables 6.3

and 6.6), we argue that 9;po ~ 9;p;, Clp = Cj, and O ~ C. Then we get

P Op: Opi Cf | 9po Opo O

pi/po T 22 0z O —2_'_?—3 —5 - (6.3)
Do gk 27] T Pj x] Tk Po

The C¥, and C} are obtained from the fitting program from the second derivative of

the likelihood function at the maximum likelihood.

The expansion for the squared efficiency error at second order is

Oe Oe

T=Yi;Pi,P0 Y=Yi,Pi,P0
We argue that a;ipi and Uzi-po are negligible since y; is a purely statistical ratio while
p; and pg are derived from mpgg shapes. These parameter errors are uncorrelated. We
include the correlations between fit parameters from Equation 6.3 in the error on the

efficiency:

b = efi2 1o, (6.5)

See Table 6.1 for the cumulative efficiencies and their error in data and generic
neutral B, and Table 6.4 for cumulative efficiencies in the signal cocktail and generic
samples. Both the fit error and the statistical error are reported. For the exclusive

efficiencies, for which a single requirement only is imposed, see Table 6.2 for data and
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Requirement B0BObar Monte Carlo Data Runs 1-4
Peak Yield | Efficiency Peak Yield | Efficiency

Preselection 28662.8 +=217.6 | 100.00 £ 0.00 | 9448.3 £151.9 | 100.00 £ 0.00
Qerr =0 21497.7 £169.8 | 75.00 £0.57 | 7062.8 £146.3 | 74.75 £ 1.75
Ngry, =2 21384.2 £180.1 | 74.61 £ 0.60 | 7024.6 £145.3 | 74.35 £1.74
Ngyr =0 17235.5 £162.3 | 60.13 £0.55 | 5888.6 =123.9 | 62.32 =1.48
Ngsp =0 14701.9 £146.0 | 51.29 £0.49 | 5046.2 £103.1 | 53.41 +1.24
Ngipr =0 10471.9 =115.1 | 36.53 £0.39 | 3371.6 =80.0 | 35.69 =0.93

Eres < 0.11 GeV | 4974.1 £74.9 | 17.35 £ 0.26 blind blind
W, Ir, 2w, 2p 1372.1 £38.5 | 4.79+£0.13 blind blind
Ny > 0.52 852.1 £30.4 | 2.97+0.11 blind blind

Table 6.1: Cumulative yields and efficiencies (in %) for the analysis chain in the
Monte Carlo and data samples. The statistical error is added in quadrature with the
fit uncertainty. For the unblinded version, see Table 7.3.

Requirement B0BObar Monte Carlo Data Runs 1-4
Peak Yield ‘ Efficiency Peak Yield Efficiency

Preselection 28662.8 =217.6 | 100.0 £ 0.0 | 9448.3 £151.9 | 100.0 £0.0
Qaerr =0 21497.7 £169.8 | 75.0£0.6 | 7062.8 +146.3 | 74.8 = 1.8
Nerp, = 2 24895.3 +228.7 | 86.9 + 0.8 | 8222.6 +162.6 | 87.0£2.0
Ny =0 227222 +£188.6 | 79.3+£0.6 | 7783.9 +£157.2 | 82.4+1.9
Nigsp=0 24119.5 £253.8 | 84.1£0.9 | 7889.9 +160.1 | 83.5+1.9
Ngigr =0 20726.5 =169.1 | 72.3 £0.6 | 6345.2 +£137.2 | 67.2+1.6

FE.es <0.11 GeV | 11540.3 £123.2 | 40.3+£0.4 | 3580.7 +117.6 | 37.9+1.3
w27, 2p 10295.1 +114.4 | 35.94+0.4 | 3048.8 £73.5 | 32.3+0.9

Noyr > 0.52 8813.1 +106.4 | 30.7+0.4 | 2755.5+71.8 | 29.24+0.8

Table 6.2: Exclusive yields and efficiencies (in %) for the analysis chain in the Monte
Carlo and data samples. The statistical error is added in quadrature with the fit
uncertainty.

Requirement B0BObar Monte Carlo Data Runs 1-4
Survival ‘ Purity Survival ‘ Purity
Preselection 100£0 90.62 £ 0.46 100£0 | 64.38 £0.89
Qcerr =0 74.0 0.2 | 91.85+£0.41 | 725+ 0.4 | 66.37 +1.21
Ngarr, = 2 73.6 0.2 | 91.92+0.49 | 71.9+0.4 | 66.61 + 1.22
Nrgyr =0 59.0 £ 0.3 | 92.444+0.55 | 58.9£0.4 | 68.15 £ 1.23
Ngsp =0 50.3+0.3 | 92.444+0.55 | 49.2+0.4 | 69.86 £1.17
Niigr =0 35.4+0.3 | 93.57+0.53 | 31.7£0.4 | 72.49 £1.35
FEres <0.11 GeV | 16.8 0.2 | 93.82 £0.58 blind blind
w,ir, 27, 2p 4.5+0.1 | 96.49 +0.88 blind blind
Noyr > 0.52 2.79+0.09 | 96.50 £ 1.14 blind blind

Table 6.3: Cumulative survival fraction y; = N; /N, and purities p; (in %) in the data
and background samples. The statistical error is added in quadrature with the fit
uncertainty. For the unblinded version, see Table 7.4



Requirement Signal Cocktail Signal Generic
Peak Yield | Efficiency Peak Yield | Efficiency
Tag B Yield | 230574.1 +595.3 | 100.00 +0.00 | 1929.5 4+ 60.5 | 100.00 + 0.00
Presclection | 69132.2+£282.1 | 29.98+£0.12 | 557.5£26.1 | 28.89 +1.38
Qarr =0 62000.0 +264.5 | 26.89 £0.11 | 481.6 £23.7 | 24.96 +1.25
Ngrr =2 61864.2 +264.2 | 26.83 +£0.11 | 480.7+25.6 | 24.92+1.35
Ngmr =0 55009.4 +251.7 | 23.86 £0.10 | 433.9+£224 | 22.49+1.18
Ngsp =0 52067.4 +239.7 | 22.58 £0.10 | 412.8+20.3 | 21.39 + 1.07
Ngipr =0 44556.6 +219.7 | 19.32+£0.09 | 324.9£19.4 | 16.84 £ 1.02
Eres < 0.11 GeV | 25009.4 +161.0 | 10.85+0.07 | 188.3+13.7 | 9.76 +0.71
W, lm, 2w, 2p 12008.6 £109.6 | 5.21£0.05 | 100.4£10.0 | 5.20 £0.52
Nout > 0.52 9991.2+100.3 | 4.334+0.04 | 80.5+9.0 | 4174047

Table 6.4: Cumulative yields and efficiencies for the analysis chain in the signal

samples. The statistical error is added in quadrature with the fit uncertainty.

Requirement Signal Cocktail Signal Generic
Peak Yield | Efficiency | Peak Yield | Efficiency
Preselection | 69132.2 +282.1 | 100.0 £ 0.0 | 557.5 +26.1 | 100.0 4 0.0
Qarr =0 62000.0 + 264.5 | 89.7+0.2 | 481.6 £23.7 | 86.4£2.8
Ngrr =2 62992.6 +262.7 | 91.1+0.2 | 493.6 £25.6 | 88.5+3.2
Ngmr =0 | 61828.5+272.2 | 89.44+0.2 | 504.1+24.8 | 90.4+3.0
Ngsp =0 64869.1 £277.0 | 93.8+0.2 | 517.2£22.9 | 928 +2.3
Ngipr =0 | 59088.0 £253.2 | 85.5+0.2 | 450.4 +21.3 | 80.8 +2.4
Eres < 0.11 GeV | 36165.8 £197.5 | 52.3+£0.2 | 311.0£18.3 | 55.8 £2.6
W, lm,2m,2p | 36080.7 £196.8 | 52.2+0.2 | 304.1+18.2 | 54.6 +2.6
Now > 0.52 | 37439.9 £201.1 | 54.2+£0.2 | 288.3+£18.5 | 51.7+2.7

Table 6.5: Exclusive yields and efficiencies for the analysis chain in the signal samples.

The statistical error is added in quadrature with the fit uncertainty.

Requirement Signal Cocktail Signal Generic
Survival ‘ Purity Survival ‘ Purity

Preselection 29.40 £0.09 | 99.65 £ 0.15 | 24.87 £0.91 | 98.84 £+ 2.03
Qcrr =0 26.34 £0.09 | 99.76 £0.15 | 21.52 £0.86 | 98.69 +1.91
Ngrr =2 26.28 £0.09 | 99.77 £0.14 | 21.47 £0.86 | 98.71 £ 2.75
Ny =0 23.37£0.09 | 99.76 £0.17 | 19.58 £0.83 | 97.72 £ 2.00
Ngsp =0 22.11 £0.09 | 99.82 £0.14 | 18.43 £0.81 | 98.75 £ 0.47
Nigigr =0 18.91 £0.08 | 99.87 £0.14 | 14.55 £ 0.74 | 98.47 £ 2.27
Eres <0.11 GeV | 10.61 £0.06 | 99.92 £0.12 | 8.42+0.58 | 98.57 £ 0.47
i, in, 2w, 2p 5.09 £ 0.05 | 99.98 £0.02 | 4.45+0.43 | 99.40 £ 0.37
Noys > 0.52 4.24+£0.04 | 99.98£0.08 | 3.57£0.39 | 99.44 £0.38

Table 6.6: Cumulative survival fraction y; = N;/N, and purities p; in the
samples. The statistical error is added in quadrature with the fit uncertainty.

signal
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generic neutral B and Table 6.5 for signal cocktail and generic samples. The survival
fractions y; and purities p; are in Tables 6.3 and 6.6.

It will be noted that the signal efficiencies are with respect to the tag B yield,
while the data and neutral B efficiencies are with respect to the tag B yield after
preselection. See the Appendix for the fits used in obtaining these efficiencies.

The signal efficiency and its error, together with the expected number of back-
ground events and its error, will determine the expected upper limit for B® — 7+7.
The expected number of events from background for this analysis is determined by
the number of data events remaining after the preselection and the expected efficiency
determined from the generic neutral B simulation sample. The background expec-
tation is obtained by multiplying the neutral B simulation efficiency (measured with
respect to the yield after preselection) obtained in column two, last row in Table 6.1,
by the data yield after preselection obtained in column three, first row in Table 6.1.
The error on both efficiency and data yield propagates through to the error on the
expected background B.

The signal efficiency obtained from the signal generic sample is €5, = 4.17+0.47%.
In the data analyzed, assuming the Standard Model branching ratio B® — 7777, we
expect 0.00037 events. The expected number of background events is B = 280.9+11.0.

These errors do not include systematic errors, which are treated in Section 6.3.
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6.2. Limit Setting Procedure

We seek an upper limit on the branching ratio R for B® — 777~. The number of

data events we observe after imposing all requirements in the analysis chain is

n = RNpopo€gy+ B (6.6)

where Npopgo is the tag B yield, €, is the signal efficiency and B is the expected
background. In a single observation of n., events in data, the determination of R is
complicated by the Gaussian fluctuations in Npopo, €5, and B as well as the Poisson
fluctuation on n.

To obtain the 90% confidence level upper limit R)? on the branching ratio R, we

determine the corresponding upper limit n2? on the number of observed events
na = RyNpopocsig+ B (6.7)

where n follows a Poisson distribution. We do so by finding R such that

Nobs

> P(n;ny)) =0.1 (6.8)

where P(n;n)0) is the Poisson distribution with mean n29. Equivalently, we seek the

branching ratio R such that the fraction of events generated according to the Poisson
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90

o1, we can rule

distribution with n < ng, is only 10%. Once this equation holds for R
out at the 90% confidence level the hypothesis that R > R)Y.
We follow the approach taken in [69] and [70] and imagine NN,, experiments in

which Ngopo, €51, B and n fluctuate according to their parent distributions. We first

fix a low hypothesis R, for the branching ratio. Then for each experiment, we sample:

Npogo € G(Npopo, 0N 0 40) (6.9)
€sig € G(Esig,0e,yy) (6.10)
B € G(B,ép) (6.11)
i € P(RyNpopotsiy + B) (6.12)

where G(u, o) is a Gaussian distribution with mean p and standard deviation o, and
P(p) is a Poisson distribution with mean .

After N, such experiments, the fraction of experiments for which 7 < ng, is
calculated. If it is larger than 10%, the hypothesis Ry is increased and another N,
experiments are carried out. The procedure repeats until the fraction of experiments
with 7 < ngy, is, to within a small tolerance, 10%.

It should be noted that [70] discusses three different conventions for sampling
parameters from parent distributions, distinguished as distinct prior assumptions:
that of Cousins and Highland, the Babar Statistics Working Group and Jeffries. The

prior assumption used here is the natural one of Cousins and Highland [69].
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In the prior assumption of Cousins and Highland, all parameters Ngopo, €5ig, B,
and n.s are allowed to fluctuate according to their parent distributions with their
own widths. In contrast, the prior assumptions of the Babar Statistics Working
Group and Jeffries assumes that the ratio of two normally distributed parameters
is also normally distributed, with a width obtained by combining the widths of the

two parent distributions. This allowance is undesirable. Since each prior assumption

90

-1, the distinction is important.

gives a slightly different result for R

6.3. Systematic Errors

Several sources of systematic error affect the four quantities (Npogo, €54, B and
Nopbs) Which will determine the expected limit on B(B® — 7777). The relative sys-
tematic error on the tag B yield is estimated by comparing the tag B yield with a
four Argus fit to the yield obtained with the simulation samples. That comparison,
made in Section 5.3.3, yields oy, ., /Npogo = 1.3%

Two systematic errors affect all four values: simulation statistical error and fit
parameter error. These errors have been discussed in a previous section. Other
sources of systematic error affect only the Monte Carlo simulation efficiency €y, and
background expectation B: i) particle identification error for e, p and K¥, ii) neutrals
energy resolution and scale error, iii) track reconstruction efficiency error and iv)

remaining neutral energy error. The systematic errors for reconstructing e, and
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‘ Systematic Effect ‘ Signal Cocktail ‘ Signal Generic ‘ Signal Max. ‘ B0BObar ‘
MC Stat and Fit Parameters 1.0 11.2 11.2 3.6
Electron Particle ID 0.4 4.9 4.9 0.6
Muon Particle ID 0.2 7.4 7.4 2.6
Kaon Particle ID 5.4 1.2 5.4 2.3
Photon Energy Resolution 0.8 2.5 2.5 3.0
Signal Decay Model 2.3 24 2.4 0.0
Tracking Efficiency 2.6 2.6 2.6 2.6
Remaining Photon Energy 11.5 11.5 11.5 11.5
Total Error 13.3 18.8 19.6 13.2

Table 6.7: Relative systematic errors d./e (in %) for the signal cocktail efficiency,
signal generic efficiency and generic neutral B efficiency. Column three indicates the
larger of the two signal systematic errors.

K#* in the tight electron, tight muon and loose kaon lists are obtained by comparing
the efficiencies before and after the baseClass killing switches -pe, -pm and -pk
were employed and calculating the relative difference in efficiency. These switches
use the efficiency tables generated by the particle identification group to adjust the
simulation efficiencies using data control sample efficiencies. The lepton tables were
generated after imposing a loose kaon veto.

Similarly, the systematic error for neutrals reconstruction was obtained by com-
paring the efficiencies before and after the switch -SN was employed. This switch
enables the smearing and scaling of photon energies to match the performance in
data control samples. Since we only employ efficiencies relative to the tag B yield in
Monte Carlo simulation, the tag side tracks contribute no systematic error. For two
signal side tracks, we take the track reconstruction error to be twice the single track

systematic error 1.3% recommended by the 2004 Babar tracking task force.
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In principle, all background systematic biases have been corrected for with the
prescribed simulation corrections. Any deviations from the simulation expectations
are, in principle, due to statistical fluctuations. But it is suspected that the modeling
of background hits in the EMC probably introduces a systematic bias on the residual
neutral energy measured there which has not yet been accounted for.

The systematic error due to the remaining neutral energy we derive from the extra
K¢ control sample. While the difference between the generic neutral B simulation
expectation and data observation could be taken as an estimate of the error due to
the generic neutral B remaining neutral energy systematic, a statistical fluctuation in
the control sample yield may distort the measure. Noting that simulation and data
yields agree well within error, we take a slightly more conservative estimate of the
unassigned neutral energy error to be the data control sample yield error (statistical
and fit) added in quadrature with the simulation control sample yield error (statistical
and fit). We expect this error to be of the same magnitude for the signal simulation
efficiency, and so assign the same error to the signal efficiency.

The reason for adopting the error on the control sample yield, rather than the
control sample yield discrepancy, is as follows. Since the systematic biases from PID,
neutrals and tracking have all been corrected for with the standard prescriptions,
we believe that the only remaining nonstatistical reason why the MC control sample
should not correctly predict the data control sample yield is the background hit mod-

eling in the EMC, which introduces a bias in the residual neutral energy distribution.
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But after noting that the MC and data control sample yields agree very well, we have
to acknowledge that a statistical fluctuation may have made the agreement seem ar-
tificially good. The uncertainty on the yield gives us a measure of how large the yield
discrepancy due to the residual neutral energy modeling might be while allowing for
a statistical fluctuation in data or MC or both.

The only way to decouple statistical effects from the measure of the neutral en-
ergy bias is to estimate the magnitude of the statistical effects and suppose that,
in the worst case scenario, a statistical fluctuation has entirely compensated for the
discrepancy due to residual neutral energy bias. In that case, the residual neutral
energy bias is of the same magnitude as the statistical fluctuation. It is the worst
case scenario assumption which makes our estimate conservative.

A final systematic error affects only the signal efficiency eg;,. This signal decay
systematic is due to bias in the signal Monte Carlo simulation of the signal B de-
cay to a tau pair. The correlations between tau daughter momenta are used the
neural network analysis, and variations between decay models can be estimated. In
order to obtain an independent set of ditau decay kinematic parameters, we used the
simulation package Tauola [45].

Using Tauola, 10 events were generated in which a 77— pair with opposite he-
licities and the requisite momentum for ditau B decay. For each signal simulation
event, the EvtGen tau daughter momenta are resampled from the Tauola distribution

based on true EvtGen tau decay modes. The momenta are boosted from the B frame
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back to the detector frame to verify that they are within the detector acceptance. If
they are, the tau daughters are boosted back to the B frame with the mass hypothe-
ses assigned by particle identification. Finally, the daughter momenta are smeared
by 1.2%, in accord with the momentum resolution in EvtGen and the full detector
simulation.

The tau daughter momenta, subtended angle and neural network output distribu-
tions for both Tauola and EvtGen are plotted in Figures 5.8 and 5.9. The systematic
error on the signal decay simulation is then taken to be the relative difference in
efficiencies obtained with the Tauola and EvtGen simulations. See Table 6.7 for the
signal decay model systematic error and a complete list of all systematic errors.

The total systematic error on the signal generic efficiency is dominated by statis-
tical error. After all analysis requirements are imposed on the signal generic sample,
only 81 events remain. This increases the likelihood that the systematic error esti-
mates are biased by the low statistics effects. The signal cocktail sample, in contrast,
contains 9991 events after all analysis chain requirements are imposed, so that low
statistics effects are unlikely to bias the systematic error estimate. For these reasons,
we include a column in Table 6.7 which assumes the larger of the two signal system-
atic error estimates for a conservative estimate of the total systematic and statistical
uncertainty on the signal efficiency.

In order to study the effect of error on the expected upper limit (see the following

section), we varied the errors on the tag B yield, the expected background B and the
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Figure 6.1: The expected 90% upper limit plotted against the error on the background
expectation (in units of the nominal error, 37.2 events). Both the tag B yield error
and the signal efficiency errors are varied.

signal efficiency error. The errors were varied from zero to nearly twice their nominal
values, from zero to 1.5 times the nominal tag B yield error, from zero to 1.8 times
the nominal background error and from zero to 1.8 times the nominal signal efficiency
error.

See Figure 6.1 for the expected upper limit plotted against the error on the back-
ground expectation. The results show that the background error dominates the ex-

pected upper limit. The expected upper limit with the nominal errors is 4.0 x 103,
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The tag B yield error has negligible impact. The signal efficiency error does not dra-
matically affect the expected upper limit, decreasing the upper limit only by about
5% when it drops to zero. If the remaining photon energy systematic error is half the
nominal value, the overall background error is 0.67 times the nominal overall back-
ground error, which yields 3.0 x 1073 for the expected upper limit. When the total
error on the expected background drops to half the nominal value (as it would if the
remaining photon energy systematic error was zero), the expected upper limit drops

to 2.5 x 1072, When all errors are at zero, the expected upper limit is 1.5 x 1073.

6.4. Upper Limit Optimization

We chose four analysis chain parameter requirements such that they minimize the
upper limit R)?. The discrete parameters are the tag B purity (which is an ordering
of tag B reconstruction modes) and the signal ditau selection modes. The continuous
parameters are the neural network output and the unassigned photon energy. These
are the only continuous parameters in the analysis, and the expected upper limit
varies continuously with their cut values.

The optimization proceeds by requiring a minimal tag B purity and a fixed sub-
set M of the set of signal modes to be reconstructed and sampling each cut value
from a uniform distribution on an interval appropriate for the parameter: [0.1,0.7] for

the neural network output N, and [0.1,0.5] for the upper bound on the unassigned
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Figure 6.2: Contour plots of the expected 90% confidence level upper limit RYY plotted
versus mode subset number m. Mode subsets m = 9,27,43 and 59 generate R)) <
4 x 1073, The first contours are rejected as marking statistical outliers.

photon energy Egpr, — E,pa. The systematic errors on the signal efficiency and back-
ground expectation for this set of cut values is computed as described in Section 6.3.
The systematic error on the tag B yield is independent of the cut values. Assuming
that the number of observed data events is equal to the background expectation, the
upper limit RY? is determined as described in Section 6.2. For each set of cut values,
the number of trial experiments N,,, is 10*,

We first optimized the minimal tag B purity and the ditau selection modes. The
optimization was over all subsets M of the set of modes {ll'4v, In3v,p3v, 212V, mp2v, 2p2V}.
In 103 choices of random mode subset, both continuous parameters and the purity
were allowed to vary randomly. Each mode subset M can be uniquely mapped to an
integer m in the range [0, 63] using a binary representation: m = >",.,, 2*. See Figure

6.2 for a contour plot of the expected upper limit R)) against subset representation
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Figure 6.3: Contour plots of the expected 90% confidence level upper limit RYY plotted
versus cut values for lower bound for the neural network output (left) and upper bound
for unassigned photon energy (right). The first contours are rejected as marking
statistical outliers.

m and a contour plot of the expected upper limit R)? against minimum tag B purity.

Four signal mode subsets yield R)) < 4 x 1073

My = {ll'4v,272v} (6.13)
My; = {ll'4v,I73v,2m2v, Tp2r} (6.14)
My = {ll'4v,l73v, 2720, 2p2v} (6.15)
Msy = {ll'4v,I73v, 212v, Tp2u0, 2021} . (6.16)

We treat the first contour as marking the extent of statistical outliers and take the
next two contours to indicate the optimal cut values. This selects the modes in

Mys = {ll'4v,In3v, 212v,2p2v} and the minimum tag B purity B,,, > 0.12.
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Next, we fixed the mode selection and the minimal tag B purity at the optimal
result to include all modes and optimized only over continuous parameters in 103
choices for cut values. See Figure 6.3 for plots of the expected upper limit R? against
E..s and N, cut value. Again rejecting the first contour as statistical outliers, the

cut values which minimize the upper limit over the sampled set are

Nowe > 0.52 (6.17)

EGPL_EpDM < 0.11 (618)

Therefore these values are chosen for the analysis.
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Chapter 7

RESULTS

This chapter presents the results of the analysis for B® — 777~ described in
Chapters 5 and 6. The chapter begins by identifying the tag B yield, expected
background and the signal efficiency together with the estimated systematic errors
on these quantities. The unblinded data yield, which determines the upper limit
on the branching ratio for B° — 7+77, is then presented. The unblinded neural
network input and output distributions after the full selection are shown. The chapter
concludes by drawing out the implications of the established upper limit for the
theoretical models described in Chapter 2 and reflecting on how a better measurement

of this rare decay can be made.

7.1. Blinded Expectation and Unblinded Results

The upper limit is established using the observed number of events in the signal
region after unblinding, the tag B yield and its error, the signal efficiency and its error
and the expected background and its error. Systematic errors are taken from Table
6.7. The background expectation is obtained from the data preselection yield and the

background efficiency from Table 6.1. The background error is the error reported in
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Figure 7.1: The distribution of the 90% confidence level upper limit in 10° Poisson
trials with mean 281 assuming zero signal events.

Table 6.7, but with the relative error on the data preselection yield from Table 6.1
added in quadrature. The signal efficiency is obtained from Table 6.4.
The cut values obtained after optimization for best upper limit determine the

latter three to be:

Npogo = 3.13x 10 x (1 4 0.013) (7.1)
€sig = 0.0417 x (14 0.196) (7.2)
B = 280.9 x (1+0.132® 0.012). (7.3)

The two errors in the expression for B are the systematic error and the error on the
data preselection yield. Using the limit setting procedure described in Section 6.2,

we find the upper limit determined by a set of possible outcomes for the number of



[nobs | Ry [ mobs | Buj | novs | Ri || mons | R
230 | 0.00016 || 257 | 0.0022 || 284 | 0.0045 || 311 0.0067
231 | 0.00024 || 258 | 0.0023 || 285 | 0.0045 || 312 0.0068
232 | 0.00032 || 259 | 0.0024 || 286 | 0.0046 || 313 0.0069
233 | 0.00035 || 260 | 0.0025 || 287 | 0.0047 || 314 0.007
234 | 0.00042 || 261 | 0.0026 || 288 | 0.0048 || 315 0.0071
235 | 0.00048 || 262 | 0.0026 || 289 | 0.0048 || 316 0.0072
236 | 0.00056 || 263 | 0.0027 || 290 | 0.005 || 317 0.0072
237 | 0.00064 || 264 | 0.0028 || 291 | 0.005 || 318 0.0073
238 | 0.0007 || 265 | 0.0029 || 292 | 0.0051 || 319 0.0074
239 | 0.00081 || 266 | 0.003 || 293 | 0.0052 || 320 0.0075
240 | 0.00089 || 267 | 0.003 | 294 | 0.0053 || 321 0.0076
241 | 0.00098 || 268 | 0.0031 || 295 | 0.0054 || 322 0.0077
242 | 0.001 269 | 0.0032 || 296 | 0.0055 || 323 0.0078
243 | 0.0011 || 270 | 0.0033 || 297 | 0.0055 || 324 0.0079
244 | 0.0012 || 271 | 0.0034 || 298 | 0.0056 || 325 0.0079
245 | 0.0013 || 272 | 0.0035 || 299 | 0.0057 || 326 0.008
246 | 0.0014 || 273 | 0.0035 || 300 | 0.0058 || 327 0.0081
247 | 0.0014 || 274 | 0.0036 || 301 | 0.0059 || 328 0.0082
248 | 0.0015 || 275 | 0.0037 || 302 | 0.0059 || 329 0.0083
249 | 0.0016 || 276 | 0.0038 || 303 | 0.0061 || 330 0.0084
250 | 0.0017 || 277 | 0.0039 || 304 | 0.0061 || 331 0.0085
251 | 0.0018 || 278 | 0.0039 || 305 | 0.0062 || 332 0.0086
252 | 0.0018 || 279 | 0.004 || 306 | 0.0063 || 333 0.0086
253 | 0.0019 || 280 | 0.0041 || 307 | 0.0064 || 334 0.0087
254 | 0.002 281 | 0.0042 || 308 | 0.0065 || 335 0.0088
255 | 0.0021 || 282 | 0.0043 || 309 | 0.0066 || 336 0.0089
256 | 0.0021 || 283 | 0.0044 || 310 | 0.0066 || 337 0.009
Npopgo = 313480 + 3961, €, = 0.0417 + 0.0082, B = 280.9 + 37.2
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Table 7.1: The upper limit RY? for a 99.7% coverage range of outcomes ng,. The
number of trial experiments for each result is 10°. The background expectation is
obtained from the data preselection yield and the background efficiency from Table
6.1. The signal efficiency is obtained from Table 6.4. Systematic errors, which include
simulation sample statistical error, are taken from Table 6.7.
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data events observed after the full signal selection (n,s). See Table 7.1 for the upper
limits R)Y determined by n,s and the values above. The summed Poisson probability
for the range of n,, in the table is 99.7%, omitting only 0.3% of possible outcomes.

We found the distribution of the upper limit in 10° Poisson trials assuming zero
signal events in the sample. The background is sampled from a Poisson distribution
with mean 281. See Figure 7.1. The distribution indicates that if there are no signal
events in the data, it is highly unlikely to obtain an upper limit higher than 7.5 x 103
or lower than 1.0 x 1073,

When we unblind the analysis, we observe n,,; = 262.6 data events in the signal

region. Using the established procedure from Table 7.1, this yields the result

BB = 7rtr7) < 2.7x107? (7.4)

at the 90% confidence level. The result is consistent with a downward fluctuation by
1.1 standard deviations of the expected Standard Model background. See Table 7.2
for the expected background and the observed number of events by mode. See Table

7.3 for the unblinded efficiency table and Figures 7.2 and 7.3 for the unblinded plots.

7.2. Implications for Theoretical Models

Several theoretical models of particle physics, and the implications for B — 777~

in each, were described in Chapter 2. Since no evidence for signal events was observed,



Signal Mode

Signal Efficiency

'y
Im3v
2m2v
2p2v

0.88 £0.21
1.49 £0.28
1.47 +£0.28
0.29 £0.13

Expected Background | Observed Events
45.8 £3.9 53.7+£7.3
122.1+6.4 105.1 £11.0
88.6 = 5.5 79.8 £ 10.5
21.0£2.9 15.1 £5.7
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Table 7.2: The signal efficiency, expected background and observed number of events
by signal mode. The errors are statistical and fit error added in quadrature. The
systematic errors are not included.

Requirement B0BObar Monte Carlo Data Runs 1-4

Peak Yield ‘ Efficiency Peak Yield ‘ Efficiency
Preselection 28662.8 +217.6 | 100.00 £ 0.00 | 9448.3 £151.9 | 100.00 £ 0.00
Qaerr =0 21497.7 £169.8 | 75.00 £ 0.57 | 7062.8 £146.3 | 74.75 £ 1.75
Ngrp =2 21384.2 +£180.1 | 74.61 £0.60 | 7024.6 £145.3 | 74.35+1.74
Ngyr =0 17235.5 £162.3 | 60.13 £0.55 | 5888.6 =123.9 | 62.32 £1.48
Ngsp =0 14701.9 £146.0 | 51.29 £0.49 | 5046.2 £ 103.1 | 53.41 +1.24
Ngipr =0 104719 £115.1 | 36.53 £0.39 | 3371.6 £80.0 | 35.69 =0.93
Eres <0.11 GeV | 4974.1 £74.9 17.35 £0.26 | 1474.8 £42.9 | 15.61 +0.49

w27, 2p 1372.1 £38.5 4.79 £0.13 402.7 + 21.7 4.26 +0.23

Noyt > 0.52 852.1 £30.4 297 +£0.11 262.6 +18.9 2.78 £0.20

Table 7.3: Unblinded cumulative yields and efficiencies (in %) for the analysis chain
in the Monte Carlo and data samples. F,. is the residual neutral energy Egpr, —

E

»pym The statistical error is added in quadrature with the fit uncertainty. The

systematic errors are not included. Note in particular that the 3o°t+/ discrepancy

after applying the residual energy requirement is well below 1o

stat+syst

Requirement B0BObar Monte Carlo Data Runs 1-4
Peak Yield | Efficiency | Peak Yield | Efficiency

Preselection | 100.0 0.0 | 90.62 + 0.46 | 100.0 + 0.0 | 64.38 4 0.89
Qerr =0 74.0+£0.2 | 91.85+0.41 | 725+0.4 | 66.37 £ 1.21
Ngrr =2 73.6£0.2 | 91.92+0.49 | 71.9+0.4 | 66.61 £ 1.22
Ngwmr =0 59.0+0.3 | 92.44+0.55 | 58.940.4 | 68.15+1.23
Ngsp =0 50.3£0.3 | 92.44+0.55 | 49.24+0.4 | 69.86 = 1.17
Ngigr =0 35.4+0.3 | 93.57+0.53 | 31.7+0.4 | 7249+ 1.35
Eres <011 GeV | 16.8+£0.2 | 93.82+0.58 | 13.7£0.3 | 73.16 £ 1.37
I, lm, 2w, 2p 45401 | 96.49+0.88 | 3.34+0.1 | 83.04+241
Noyz > 0.52 28401 | 96.50+1.14 | 21401 | 83.63+£3.74

Table 7.4: Unblinded survival fraction y; = N;/Ny and purities p; (in %) for the
analysis chain in the Monte Carlo and data samples. E,.; is the residual neutral energy

EGPL -

The systematic errors are not included.

E,pn The statistical error is added in quadrature with the fit uncertainty.
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Figure 7.2: The selection for B — 777, At left, the mpgg distribution in Monte Carlo
simulation. At right, the neural network output in Monte Carlo simulation. Only the
peaking components of generic neutral B (solid) and the signal cocktail (dashed) are
plotted. The mode selection has not been applied at right.
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Figure 7.3: Inputs to the neural network for the B — 777~ selection. Clockwise from
top left are the signal multiplicity mode, cosine subtended by tau daughter candidate
momenta, remaining neutral energy and magnitude of the tau daughter candidate
momentum. Only the peaking components of data (dots), generic neutral B (solid)
and the signal cocktail (dashed) are plotted.
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the measured branching ratio cannot be compared with the expectation in various
models. However, the upper limit on B(B” — 7777) does have implications for the
free parameters in each model.

In the 2HDM and MSSM, the results place constraints on tan 8 and mg+. For
the MSSM these constraints are multidimensional constraints involving the chargino
and stop masses. The constraints from B(B° — 7777) are, however, redundant due
to the much better limit on B(B® — p*p~) obtained at Babar. In order for the
B? — 777~ measurement to provide tighter constraints on the parameter space of
these models, an upper limit of at least (m,/m,)* x BV*(B® — y*pu~) ~ 2.4 x 107°
would have been required. See Figure 7.4 for the excluded region of the tan 5 —my+
plane obtained from the upper limits on both B(B° — p*u~) and B(B® — 7+77).

In leptoquark models the constraints are not redundant since the couplings from
third generation leptons to third generation quarks are here, for the first time, mea-

sured in a process accessible to experiment. Using Equation 2.67, we obtain

mrqg

)\;/(I)L)\;/:?R, )\;/%R)\i")/g[/ < 1.3 x 1073 m (75)
S1/9\51/2 g g — [ my, 12
A1 )\331/37)\?%1%)‘????1% < 9.8x107° m (7.6)
Vija\Viye — [ my, 12
AV YD AYe AN A A? < 1.3%x 1070 m (7.7)

at the 90% confidence level. See Figure 7.5 for the excluded regions in the mpgo —

)\ng >\§3Q plane.
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Figure 7.4: The regions of the tan 3 — mg+ plane which are excluded at the 90%
confidence level by the upper limit measurements on B(B® — u*p~) and B(B° —
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Figure 7.5: The regions of the mpg — Aéf?Aﬁf plane which are excluded at the 90%
confidence level by the upper limit measurements on B(B? — 7777).
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7.3. Conclusion

The measurement made in this dissertation provides the first limit on a helicity-
and FCNC-suppressed rare decay of a third generation pseudoscalar meson to a lepton
pair from the third generation: B(B® — 7777) < 2.7 x 107* at the 90% confidence
level. The measurement gives the first constraints on leptoquark couplings to quarks
and leptons in the third generation. If the leptoquark mass scale is light, around 100
GeV, the geometric means of leptoquark couplings are constrained to be less than 0.1
when the natural coupling is order 1.

Some small improvement on the upper limit might be made at Babar. With
greater luminosity, the error on the control sample discrepancy will be reduced. Thus
the systematic error on the residual photon energy will also be reduced. The effect
will be to lower the upper limit until the error on the discrepancy becomes smaller
than the discrepancy itself or the discrepancy is zero.

In order to provide a substantially better upper limit on B® — 777, the two
dominant backgrounds must be reduced. For the K background, either a more
efficient K, detector or a detector large enough to measure the K decay products
are required. For the background due to lost particles in the forward region, either
a detector with no boost or instrumentation in the boost direction are required. An
alternative would require a more precise vertex detector to measure the tau lifetime

in order to separate signal events from background events.
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APPENDIX A

DISTRIBUTIONS BEFORE AND AFTER PRESELECTION

The purpose of this appendix is twofold. It first serves to compare observable
parameter distributions (in data and simulation) before and after the preselection is
imposed. Secondly, it serves to compare the observable parameter distributions after
preselection in SP5 and Runs 1-3 data to SP6 and Run 4 data. These plots show
unambiguously that there is no dramatic difference in the simulation performance
between SP5 and SP6, though the improvement in tight muon multiplicity (Figure
A.24) in SP6 is notable.

The preselection requires two very loose tracks and four or fewer loose photons
on the signal side. In the observable parameters which are of interest to this analysis
(loose photon energy, default neutral pion multiplicity and energy, good track charge,
lepton multiplicities) a distinct improvement in the agreement between data and
simulation is observed after imposing the preselection. This is both the motivation
and justification for the preselection. In other parameters little or no improvement is
observed after applying the preselection.

It should be emphasized that the preselection simulation histograms are normal-
ized to the data tag yield after preselection, so the data and simulation are expected

to match perfectly in the very loose track multiplicity distribution (Figure 5.5).
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The procedure for obtaining these plots was outlined in Section 5.3.2 and is re-

peated below. From Section 5.3.2:

In order to compare data with Monte Carlo simulation in the parameters
used in the analysis chain described in this note, each parameter range
is subdivided and mpgg fits are performed on the events which lie within
that subrange. For purposes of plotting, the ranges of the parameters of
the analysis chain are divided into subranges, each of which corresponds
to one bin in the parameter plot. With these bin-by-bin fits, we are able
to compare only the central peaking components between data and Monte
Carlo simulation. The aim is to obtain simulation efficiency (of peaking
components) on a bin-by-bin basis, then to multiply this single bin effi-
ciency by the total data tag yield. The signal region purity p is determined
by the ratio of the area in the Crystal Ball to the area of the overall fitting
function on the interval [5.27,5.29] GeV:

f55..2279 dmcl'X(m’ g, my, &, TL)

A1l
S22 dmF (m; a, me, o5, m0) (A1)

The peak yield is then taken to be p/N, the purity times the total number of
events N in the signal region mpg € [5.27,5.29] GeV. All generic neutral
B Monte Carlo simulation histograms are normalized to the data tag
yield after preselection (described in the following section), except for
those to which the analysis is still blind, in which case the histograms are
unnormalized. Signal samples are normalized to half the generic neutral
B normalization.
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(right) preselection. Only the peaking

Data Run 4 & SP6 MC

After Preselection

Data Mean: -0.0057
BOBObar Mean: -0.0067

| Data RMS: 0.0302
1o BOBObar RMS: 0.0278

Figure A.2: Tag B AFE after preselection for Runs 1-3 (left) and Run 4 (right). Only
the peaking components of data (error bars) and generic neutral B (solid) and signal
cocktail (dashed) have been plotted.
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Figure A.3: The cosine of the angle between the tag B and the rest of the event before
(left) and after (right) preselection. Only the peaking components of data (error bars)
and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.4: The cosine of the angle between the tag B and the rest of the event after
preselection for Runs 1-3 (left) and Run 4 (right). Only the peaking components of
data (error bars) and generic neutral B (solid) and signal cocktail (dashed) have been
plotted.
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Figure A.5: The mass of the D or D* used for reconstructing the tag B before (left)
and after (right) preselection. Only the peaking components of data (error bars) and
generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.6: The mass of the D or D* used for reconstructing the tag B after preselec-
tion for Runs 1-3 (left) and Run 4 (right). Only the peaking components of data (error
bars) and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.7: The signal side energy in all GoodPhotonsLoose candidates before
(left) and after (right) preselection. Only the peaking components of data (error bars)
and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.8: The signal side energy in all GoodPhotonsLoose candidates after
preselection for Runs 1-3 (left) and Run 4 (right). Only the peaking components of
data (error bars) and generic neutral B (solid) and signal cocktail (dashed) have been
plotted.
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Figure A.9: The signal side GoodPhotonsLoose multiplicity before (left) and after
(right) preselection. Only the peaking components of data (error bars) and generic

neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.10: The signal side GoodPhotonsLoose multiplicity after preselection for
Runs 1-3 (left) and Run 4 (right). Only the peaking components of data (error bars)
and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.11: The signal side energy in the piODefaultMass candidates before
(left) and after (right) preselection. Only the peaking components of data (error bars)
and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.12: The signal side energy in the pi0DefaultMass candidates after pre-
selection for Runs 1-3 (left) and Run 4 (right). Only the peaking components of data
(error bars) and generic neutral B (solid) and signal cocktail (dashed) have been
plotted.



Data Runs 1-4 & SP5/6 MC
Before Preselection
Data Mean: 5.5425

50000 BOBObar Mean: 5.9626
Data RMS: 5.2766

BOBObar RMS: 55579

203

Data Runs 1-4 & SP5/6 MC
After Preselection
Data Mean: 0.8116

BOBObar Mean: 0.8010
Data RMS: 0.9560

4500 BOBObar RMS: 0.9592

Figure A.13: The signal side pi0ODefaultMass multiplicity before (left) and after
(right) preselection. Only the peaking components of data (error bars) and generic
neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.14: The signal side pi0DefaultMass multiplicity after preselection for
Runs 1-3 (left) and Run 4 (right). Only the peaking components of data (error bars)
and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.15: The signal side GoodTracksVeryLoose multiplicity before (left) and

after (right) preselection.

Only the peaking components of data (error bars) and

generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.16: The signal side GoodTracksVeryLoose multiplicity after preselection
for Runs 1-3 (left) and Run 4 (right). Only the peaking components of data (error
bars) and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.17: The signal side GoodTracksLoose multiplicity before (left) and after
(right) preselection. Only the peaking components of data (error bars) and generic

neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.18: The signal side GoodTracksLoose multiplicity after preselection for
Runs 1-3 (left) and Run 4 (right). Only the peaking components of data (error bars)
and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.19: The total signal side charge in GoodTracksLoose before (left) and
Only the peaking components of data (error bars) and
generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.20: The total signal side charge in GoodTracksLoose after preselection
for Runs 1-3 (left) and Run 4 (right). Only the peaking components of data (error
bars) and generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.21: The signal side eMicroTight multiplicity before (left) and after (right)
preselection. Only the peaking components of data (error bars) and generic neutral
B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.22: The signal side eMicroTight multiplicity after preselection for Runs
1-3 (left) and Run 4 (right). Only the peaking components of data (error bars) and
generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.23: The signal side muMicroTight multiplicity before (left) and after
(right) preselection. Only the peaking components of data (error bars) and generic
neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.24: The signal side muMicroTight multiplicity after preselection for Runs
1-3 (left) and Run 4 (right). Only the peaking components of data (error bars) and
generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.25: The signal side KMicroLoose multiplicity before (left) and after (right)
preselection. Only the peaking components of data (error bars) and generic neutral

B (solid) and signal cocktail (dashed) have been plotted.
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Figure A.26: The signal side KMicroLoose multiplicity after preselection for Runs
1-3 (left) and Run 4 (right). Only the peaking components of data (error bars) and
generic neutral B (solid) and signal cocktail (dashed) have been plotted.
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APPENDIX B

mgs FITS FOR EXTRACTING EFFICIENCIES
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Figure B.1: Cumulative Qgrr, =0
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