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Abstract

Measurement of B— D Form Factors in the Semileptonic Decay B’—D*/v at

BaBar

by

Mandeep Singh Gill

Doctor of Philosophy in Physics

University of California at Berkeley

Professor Robert Jacobsen, Chair

We present here the results of a measurement of the three semileptonic form factors in-
volved in the decay B® — D*/v, where ¢ is one of the two light charged leptons (i.e.
an electron or muon - though the final results in this work are determined only for ¢
= electron). This measurement uses the Babar 2000-2002 data set, which is altogether
approximately 85 x 10 BB-pairs in 78 fb~! of integrated luminosity. The D** was re-
constructed in the channel D** — D%z, and the DY in the channel D° — K—x*. This
analysis was based ultimately on ~ 16,386 reconstructed events with an estimated back-
ground contamination of ~ 15%. The method of the measurement was to perform a
unbinned maximum likelihood fit in the four kinematic variables that describe the decay

for the three form factor parameters R, R», and p?. The results obtained for the form



2
factor ratios are R; = 1.328 0.05540.025 4+ 0.025 and Ry = 0.920 +0.044 +0.020 £ 0.013

for the ratios and p? = 0.769 + 0.039 4 0.019 £ 0.032 for the form factor slope. The errors

given are statistical, Monte Carlo statistical and systematic respectively.



| dedicate this dissertation to Santosh Auntie, Minna, Ginny, Karan, Mathai, and
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Chapter 1

Introduction and Motivations

”We are a way for the universe to know itself. Some part of our being knows this is
where we came from. We long to return. And we can, because the Cosmos is also within us. We’re
made of star stuff.” - Carl Sagan!

”There is nothing new to be discovered in physics now. All that remains is more and
more precise measurement.” - Lord Kelvin [2]°

These two quotes come from two competing and rather differing points of view
that natural scientists may hold: the former an exploratory, adventurous and somewhat
humble one, and the latter a rather mechanistic and fairly arrogant one. The particle
physicist of today most likely comes now from a very different worldview than Lord
Kelvin, and probably one much closer to that of Sagan.

Unlike Kelvin who asserted that there were no major advances left to make in

LCosmos, the PBS television series.
21900 at the British Association for the Advancement of Science.
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physics, many particle physicists today actively seek to unseat the currently accepted
and spectacularly successful “Standard Model of Particle Physics”3. There is great antic-
ipation for the next generation of accelerators (the accelerators at Fermilab near Chicago,
Illinois and at CERN* in Geneva, Switzerland) to possibly discover “physics beyond the
Standard Model”. Even current experiments like Belle and BaBar have the potential of

uncovering something new.

1.1 Standard Model

The Standard Model has great computational powers. It can be used to calcu-
late particle lifetimes, reaction rates, cross sections, etc. and calculations using it can be
done with tremendous accuracy. The weaknesses of the Standard Model include the fact
that the Standard Model neglects gravity and also that it critically depends on a set of 18
parameters [6], which all must be measured, not derived from basic principles. These 18
parameters include the six quark masses, three lepton masses, four elements from quark
mixing (Cabibbo-Kobayashi-Maskawa (or CKM) matrix [13] entries) , two parameters in-
volving the yet-to-be discovered Higgs particle (the Higgs mass and vacuum expectation
value) and three parameters which describe the coupling strengths of the strong, weak
and electromagnetic forces — the three fundamental forces that are important in the realm

of particle physics (the fourth fundamental force, gravitation, is, as we will see, too weak

3The first several sections of this Chapter are modified versions of Chapter 1 of [5], used by permission
and gratefully acknowledged.
“The birthplace of the World Wide Web.



to have any impact in particle physics).

The direct measurement of neutrino mass (which appears imminent in the next
few years) will inevitably expand this number of parameters by at least seven (three neu-
trino masses and four mass mixing parameters - six mixing parameters if the neutrino is
a Majorana particle). This plethora of “fundamental numbers” leads physicists to believe
that the Standard Model is an approximation of a larger, more encompassing theory, one
that likely includes gravity and has only a few parameters.

Much of the theoretical framework of Standard Model was already in place
during the 1970’s. The confirmation of the Standard Model with remarkable precision
occurred during the 1980’s and 1990’s [7]. The next several sections of this chapter are
devoted to describing the Standard Model, as a prelude to the parameters of the Standard

Model we will be focussing on in the rest of this work.

1.1.1 Elementary Particles - quarks, leptons and forces

The Standard Model attempts to describe all the particles and interactions which
make up our universe. The particles and their interactions are concisely described by list-
ing the particle’s guantum numbers - fundamental attributes intrinsic to elementary par-
ticles. The relevant quantum numbers include the particle’s mass, charge, “color charge”,
spin and flavor. All fundamental particle masses (except the ones identically equal to
zero) are given by measuring 11 of the 18 free parameters of the Standard Model. The

charge describes a particle’s coupling with the electromagnetic force while flavor is im-
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portant for the weak force. Color charge determines the strong interactions and the spin
describes the type of statistics the particle will obey [8].

From quantum mechanics, all particles can be broken into two classes based on
their spin. Particles with half-integer units of spin are called fermions and they obey
Fermi statistics. The most important and familiar result from Fermi statistics is the Pauli
Exclusion Principle. This principle states that no two identical fermions can occupy the
same state at the same time, i.e., have the exact same quantum numbers. Particle with
integer spins are called bosons. Not only can two identical bosons occupy the same state
at the same time, multiply occupied states are favored over singly occupied states.

Table 1.1 shows leptons and quarks that make up matter. All the quarks and

leptons are fermions. All the force-carrying particles in Table 1.2 are bosons.

Leptons (spin=1/2 h) Quarks (spin=1/2 h)
Flavor Mass (GeV/c?) Charge | Flavor Mass (GeV/c¢?) Charge
Ve <3x107Y 0| uup 0.001-0.005 2/3
e 0.000511 -1 | d down 0.003-0.009 -1/73
Uy <2x10~* 0 | ccharm 1.15-1.35 2/3
1 0.106 -1 | sstrange 0.075-0.170 -1/3
Uy <2x1072 0| ttop 174.3+5.1 2/3
T 1.777 -1 | b bottom 4.0-4.4 -1/73

Table 1.1: Characteristics of fermions in the Standard Model broken down by first, second
and third generations [1].

There are three generations or families of particles. Each generation has two
guarks, one with charge +2/3 (an “up” type quark) and one with charge -1/3 (“down”
type quark), a negatively charged lepton and a chargeless neutrino. Each member of the

family has an antimatter partner that has the same spin and mass, but opposite charge



| Interaction | Gravity Weak Electromagnetic Strong |
Acts on Mass-Energy Flavor Electric Charge  Color Charge
Particles All Quarks, Electrically Quarks,
Leptons Charged Gluons
Force carrying Graviton wt,w-, z2° v Gluons
Boson (g11e-198)
Spin 2h h h h
Charge 0 +1,0 0 0
Mass (GeV/c?) 0 +80.4,91.2 0 0

Table 1.2: Characteristics of Force carrying Bosons in the Standard Model [1].

and flavor quantum numbers. The family members get progressively heavier as one pro-
ceeds from the first to second to third generation. These particles are currently considered
fundamental, although it is possible they are made up of smaller entities that only reveal
themselves at extraordinarily high energies.

The four forces of nature all have associated particles which mediate all inter-
actions. The graviton is a spin-2 particle which has yet to be detected (the only other
undetected particle accepted as a normal part of the Standard Model is the Higgs Boson).
Only massless particles produce long-range inverse square force laws. The graviton is as-
sumed to be massless because of the long range of gravity. The long-range nature of elec-
tromagnetism implies that the photon is also massless (which in this case also has direct
experimental confirmation [1]). However, there are several striking differences between
electromagnetism and gravity. One is is that gravity is purely attractive while electromag-
netism is attractive and repulsive. A second difference is their relative strengths. If we

compare their dimensionless coupling constants, Gy M2/hc =~ 6.7 x 1073 (GeV?) x M?
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for gravity and a=e%2/hc ~ 1/137 for electromagnetism [1], we find that gravitational
strength would be roughly equal to electromagnetic strength for a particle with unit
charge and a mass M =~ 10'¥GeV/c?. Yet today’s largest particle accelerators reach in-
teraction energies ~10% GeV, and the Large Hadron Collider (LHC) will reach ~10* GeV
around 2007. The gravitational attraction between two protons is ~ 103 times smaller
than the electromagnetic repulsion. The disparity is much larger for lighter particles like
the electron or light quarks. Thus, this vast difference in relative strength makes grav-
ity all but irrelevant on the subatomic level until one reaches energies approaching the
Planck scale (the energy where all forces are expected to be equally important ~ 10
GeV).

The weak force is mediated by the W and Z bosons. The large masses asso-
ciated with these particles means that the force can only act over a short range, roughly
estimated by the inverse of the force carrying particle’s mass. The weak force and electro-
magnetism can be combined into a single electroweak force which contains four gauge
bosons and is described by the SU(2) xU(1) symmetry group. The coupling strengths for
both the weak force and the electromagnetic force are significantly smaller than unity,
which allows for perturbative calculations [8]. The electroweak force will be discussed
further in Section 1.1.5.

The strong force is described by Quantum Chromodynamics with the SU(3)
symmetry group. Each quark has a “color charge” with one of three values, red(r),

green(g), or blue(b). An antiquark carries anticolor, 7, g, or b. Gluons carry and trans-
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fer color charge. Only quarks and gluons carry color, so only these particles participate
in strong interactions. At high energies (e.g., at the Z mass of 91 GeV/c?), the strong
coupling constant is relatively small (0.1) compared to unity and perturbative calcula-
tions can be done. However, at lower energies the coupling constant “runs” to larger
values making secondary interactions more important thus invalidating any perturba-
tive calculations. One consequence of the large value of the strong coupling constant
at low interaction energies (i.e., anything far below the Z pole mass at 91 GeV/c?) is the
non-perturbativity of the theory, which leads to the inability to do calculations of any pro-
cesses using the full machinery of QCD. Instead, simpler models or approximations of
the internal wavefunction structure of these particles and the interactions between them
must be used to make predictions, and one of these models is Heavy Quark Effective
Theory, which we will learn more about in Section 1.2.1.

Another consequence of large a; at low energies is “color confinement”, which
states that bound particles can only be colorless (color singlet) so no free quarks or gluon
can be found. Particles can be colorless if they are composed of three quarks of each of
the three color charges (r,g,b) or of a quark and antiquark carrying opposite color charge
(e.g. red + red). When quarks in a baryon or meson are separated, during a collision
in an accelerator for example, it is energetically favorable for a quark-antiquark pair to
appear from the vacuum and bind up with the bare quarks to make colorless final-state
observable objects. So far, quarks have only been found as baryons or mesons [8] (though

recent evidence is pointing to the transient existence of (still colorless) 5-quark bound



states). We now turn to describing briefly the properties of these bound-state particles.

1.1.2 Composite QCD Particles - Baryons and Mesons

A “hadron” is any particle composed of quarks, which breaks down further into

the two categories of “baryons” and “mesons”.

1.1.2.1 Baryons

A baryon is a three quark color singlet state (rgb) and a meson is a quark-
antiquark state (color — color). There are six different quark flavors listed in table 1.1.
If one considers n different flavors, there exists an approximate SU(n) flavor symme-
try. This symmetry is broken by the different quark masses. The first two quarks have
very similar masses, and the SU(2) ¢14.0 Symmetry (isospin) is a very good symmetry -
as shown by the small mass difference between protons and neutrons. The strange quark
is modestly heavier than the up and down quarks, giving an approximate SU(3) fiqvor
symmetry for (u,d,s) quarks and all higher SU(n) ¢4, Symmetries are badly broken by
the heavy quarks.

Baryons are fermions, which by definition have an antisymmetric wave func-
tion. The SU(3) color singlet state is a completely antisymmetric state, so a baryon wave

function can be decomposed as follows:

lgqq >= |color singlet > 4 x|spin, flavor, space >g (1.2)

The color quantum number determines the types of baryons that may be formed.
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Without the antisymmetric color component, the A++ and other baryons with three iden-
tical guarks would be impossible to form since the space, spin and flavor part of the wave

function would be symmetric [8].

\ SU(®3) quark content SU(®3) quark content |
n, p udd,uud A—, A At ATt ddd,udd,uud,uuu
Y=, (X%4%, ¥+ (dd,ud,uu)xs X, X0 xt (dd,ud,uu)xs
=, =0 (d,u)xss =, =0 (d,u)xss
2~ Sss
20 (X AN, T (dduduu)xe X0, xF o (dd,ud,uu) xc
2%2), = (2) (d,u)xsc =0, 5F (d,u)xsc
29 ssc 29 ssc
= =T (d,u)xcc = =T (d,u)xcc
0F scc oF scc
QFF cce

Table 1.3: Partial list of baryons in ground state SU(4) multiplet [1]. The first row con-
tains uncharmed baryons, the second row lists baryons with one charm quark, the third
row lists baryons with two charm quarks while the last row contains baryons with three
charm quarks.

The baryons that can be constructed from the lightest three quarks obey the

approximate SU(3) 1400 Symmetry and belong to multiplets described by:

3®3®R3=10s® 8y P8y D1la (1.2)

Where the S, M and A denote symmetric, mixed or antisymmetric states, under
the interchange of any two quarks. Table 1.3 shows baryons extended to SU(4), which is
an approximate flavor symmetry of any baryon composed of u,d, s, ¢ quarks. The first
column is a 20-plet based on a SU(3) octet. The second column of baryons is based on
the totally symmetric SU(3) decuplet. A similar extension can be made to include bottom

quarks in an approximate SU(5) flavor symmetry.
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1.1.2.2 Mesons

The mesons are inherently simpler since they are composed only of two quarks
and these are immediately not identical - one is a quark and the other necessarily an
antiquark (in general the word “quark” is taken to be either, unless referred to in a context
where it is contrasted with antiquarks specifically). Being made of just two quarks each
with spin 1/2, the meson can have a spin S of 0 or 1. For states in which the orbital
angular momentum (L) is zero, all mesons will be either pseudoscalar particles, J”=0",
or vector particles, J”=1". For the 3 lightest quarks, the multiplets are described by the
color multiplets:

33=8al (1.3)

This tells us that both the pseudoscalar and vector mesons will form an octet
plus singlet state. Again this can be extended for the charm and bottom quarks, as shown

in the second and third boxrows in Table 1.4

\ \ quark content  pseudoscalar mesons vector mesons
u,d,s ud, (uz-dd), du at, 79, o, 00, p~
Mesons (uu+dd), s5 n'.,n w,d

3u, 57, 5d, sd K+t K- KOK' K K~ KO&KY
Charmed | c¢d, ed, cu, eu D+, D=, D% D" D*t. D, D D"
Mesons CS, s D}, Dy Dt D¥~
cc Ne I/
Bottom bu, ba, bd, bd B+,B~,B°. B’ B* B* B B
Mesons bs, bs B°. B B, B
bb - T(19)

Table 1.4: Pseudoscalar and vector mesons [1].
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1.1.3 Particle decays

Most baryons and mesons decay into lighter elementary particles with relatively
short lifetimes. Particles can decay via the strong, weak or electromagnetic forces. The
characteristic lifetimes are generally determined by the force mediating the decay, but
the kinematics of the decay and various symmetries can also greatly affect the result. The
typical lifetime of a strong decay is 10723 sec, electromagnetic is 10~ !¢ sec and weak
decay is 108 sec. The only completely stable particles (as far as we currently know) are
the proton, electron, photon and the neutrinos. All heavier baryons will ultimately decay
into a proton plus extra stable particles (photons, leptons and neutrinos). All mesons
eventually decay into leptons and neutrinos. The 7 and u leptons follow similar decay
chains, always leaving an electron plus neutrinos and possibly photons.

The decay of any particle can be neatly broken into the product of two pieces,
one representing the pure kinematics of the decay and the other being the matrix ele-
ment between the initial and final states which carries the information about the physics

involved in the particular decay. For the decay X — 1+ 2+ ... + n: [7]

dr

1 9 3p d3p 4
= " (2m)4%6™ (px — p1 — .. — Pn 1.4
25y MU GmyeE @rpeE, 2 0 P Pn) (L.4)
Where |M| = < f|H|i > is the matrix element. For the special case of a two body
decay,
Dy 2
'X —142)= —— ds? 15

All angular dependence is carried by the matrix element M. The final momen-

tum of both daughters is equal in the rest frame of the particle X and is denoted by p .
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The total decay width of a particle is the sum of all individual channels, [7]

Ciotal = Z r; (16)
The decay rate is related to a particles lifetime through the equation
Nx(t) = Nx(0)e ', thus 7 = 1/T (1.7)

Table 1.5 shows the mass, lifetime and decays of some particles which are par-
ticularly relevant to this analysis (which we will specify in more detail in Chapter 4). One
interesting thing one can gather from the Table is which particles can be expected to be
seen physically travelling from the decay vertex of a parent and which decay almost in-
stantaneously. The BABAR detector tracking resolution is on the order of tens of microns
(see Section 4.3). Thus we should clearly be able to see the B and D° fly away from the
parent and produce a separate decay vertex. The D* decays so rapidly that the daughters

of the D* parent (a pion and D meson) all appear to come from the same vertex.

1.1.4 CP violation

There are three discrete operators that are potential symmetries of the Standard
Model Lagrangian. Two operators are space-time symmetries, Parity(P) and Time rever-
sal(T). The Parity operation takes all space coordinates and replaces them with oppositely
signed quantities - (x,t)—(-x,t). This has the effect of reversing the handedness of a par-
ticle, similar to viewing the particle’s mirror image. The time reversal operator replaces

the time coordinate with an oppositely sign value - (x,t)—(x,-t), reversing the direction of
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meson | mass (MeV) lifetime (sec)  c¢7 (um) Daughters  T';/T'%

mE 139.57 2.6x107° 7.8x10° v, 99.99
70 134.98 8.4x10717 0.025 2y 98.80
K+ 493.68 1.2x1078 3.7x10° v, 63.51

Pt L 21.16
Kg 497.67 0.89x 10710 2679 ato~ 68.61

7070 31.39
DY 1864.5 4.1x10713 123.7 K-t 3.83

K rnto ot 7.49
K-ntnd 13.9

Kegntn— 5.4

D*t 2010.0 <5x1072! <15x1076 DOt 67.7
Dt 70 30.7

BY 5279.4 1.548x10712 464 D1ty 4.6

Table 1.5: Particle masses and lifetimes especially useful for this analysis [1]. The daugh-
ters column shows either the primary decay or a decay which is used in this work.

time. This is similar to watching a film of a particular event backwards. The third opera-
tion is Charge Conjugation(C), which simply replaces all particles with their antiparticles
(and vice-versa). [10]

The product of all three operations (CPT) is a perfect symmetry of any local
field theory by construction: one simply cannot create a renormalizable local field theory
without CPT being conserved. The individual symmetries are conserved by both the
strong and electromagnetic forces. Initially, physicists had no reason to suspect that any
of these symmetries were violated by the weak force, but in 1956, Lee and Yang proposed
that the weak force violated parity to explain the K — 27 and 3, two states with opposite
parity. Immediately following this, several new experiments were conducted to confirm

this, the first of which was a study of the decay of %°Co with the nuclear spins lined up
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parallel in a magnetic field: [8]

0Co =0 Ni* + e + 7, (1.8)

This decay changes the total angular momentum of the nucleus by a single unit
of angular momentum, which must be carried away by the electron and antineutrino.
The antineutrino is always right-handed which means the electron must be left-handed
to conserve angular momentum. Since the charged weak current only couples to the
right-handed antineutrino and left-handed electron, there is no “mirror image” reaction.
There have been no left-handed antineutrinos directly observed in nature (although re-
cent evidence is pointing to their potential existence [14]), so the parity operator sym-
metry is maximally broken in this case. The fact that there are left-handed neutrinos
(right-handed antineutrinos) but no left-handed antineutrinos (right-handed neutrinos)
violates the charge conjugation operator. The combination of parity and charge conjuga-
tion (CP) seemed to be a good symmetry since CP takes a left -handed neutrino into a
right-handed antineutrino, but even this symmetry was shown to be broken in the kaon
system in 1964 by James Cronin and Val Fitch at Brookhaven National Laboratory. CP vi-
olation is a very small effect, unlike the maximal symmetry breaking of parity and charge
conjugation by the weak force [8].

CP violation has several important implications. The most dramatic is that CP
violation represents a difference in the decay properties of matter vs antimatter which
offers a possible explanation for the matter/antimatter asymmetry currently observed

in the universe. Without an asymmetry in the amount of matter vs antimatter in the
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universe, all the matter and antimatter should have ultimately annihilated each other
while the universe cooled as it expanded. The resulting universe would be void of all
matter and be filled solely with photons [9].

Another implication of CP violation is T violation. Since the combination of
CPT must be a perfect symmetry, T must be violated in such a way that that CP viola-
tion does not spoil the conservation of CPT. This implies that in certain cases one can
find subatomic processes which act differently in the forward time direction than in the

backward time direction.

1.1.5 Electroweak Interactions

Many of the decays in this analysis are governed by the weak force. The weak
force and electromagnetism are united in a single theory in which the electroweak La-
grangian is based on the SU(2)xU(1) symmetry group containing four bosons. Above
the spontaneous symmetry-breaking threshold, all four bosons (W *, W9, B%) are mass-
less and the SU(2) xU(1) symmetry is unbroken. [8]

/
Lelectroweakz = g(JZ)MW/ZL + %(jY)NBM (19)

J¥ is the weak isospin current and ;¥ is the weak hypercharge current.

Below the symmetry-breaking threshold, the two charged bosons and one lin-
ear combination of the neutral bosons acquire mass (W *, Z°) while the orthogonal com-
bination of neutral bosons remains massless (the photon). The SU(2) xU(1) symmetry is

broken, but not completely. There remains a U(1) symmetry which gives rise to electro-
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magnetism and the massless photon. The W, Z° and photon can be described in terms

of the previous fields by:

1 .
Wi = \/;(W/} Fiwy) (1.10)
A, = B,costy + WSSinHW (1.12)
Z,, = —Bysinfy + W cosfyy (1.12)

where 0y is the weak mixing angle, the angle which produces the mass eigenstates of
the photon and Z°.
The complete Lagrangian can now be written with the more familiar W+, Z°

and the photon (with the weak isospin notation, J,, = %(.J} +i.J2)).

['electroweak = %(JHWJ + JNTW;) + ejZmAu + ﬁJﬁcZ“ (113)

This equation makes use of the following relations:

e = gsinfy = ¢'cosbyy (1.14)
-em L.

eji" = e(J3 + 535) (1.15)

JNC = I} — sin®Oy i (1.16)

Another aspect of the SU(2) xU(1) symmetry group is the distinction the weak
force makes between left and right-handed particles. The charged current (CC) inter-
actions proceed only between left-handed particles, while the neutral current (NC) in-

teractions are predominantly left-handed (right-handed particles participate, but only
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through the j;™ portion of the NC). The left-handed particles are contained in particle
doublets, while right-handed particles form singlet states.

The weak eigenstates of the quarks differs from the mass eigenstates. It is neces-
sary to describe the down type weak eigenstate quarks as a superposition of down type
mass eigenstate quarks. One could have used the up type quarks instead of down type,
but there would be no difference since the absolute phases of quark wave functions are
not observable. More complicated mixing schemes can be employed but can always be
reduced down to this choice of phases. The quark mixing is given by the fundamental

Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix: [8]

d/ Vud Vus Vub d
s = Vo Ves Vi s (1.17)
v Vie Vis Vi b

As we will see, form factor extraction is critical for determination of two of the

entries of this basic matrix.

1.2 The Role of Form Factors in Semileptonic Decays

One of the most useful and clean decay mode categories of the B meson that
particle physicists have access to is that of semileptonic decays. And though all the above
formalism in Section 1.1.3 is general and applicable to any type of decay process, in fact in

semileptonic decays we are able to evade many of the hadronic uncertainties that plague
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processes in which there are no leptons in the final state. This is because in fully hadronic
processes, nonperturbative QCD amplitudes play an even larger role in the decay, mak-
ing them less amenable to a perturbative expansion analysis.

But semileptonic decays require at least one of the decay vertices to be weak,
immediately making at least that part of the decay amplitude open to a perturbative
expansion. In these types of decays, the virtual W boson which changes the flavor of the
b-quark into an up or charm quark creates a lepton-neutrino pair instead of a quark anti-
guark doublet as in hadronic decays. Thus, we may exploit the relative lack of hadronic
uncertainties in this mode of decay (compared to decays to fully hadronic final states)
to give us clearer and less ambiguous information about many aspects of both the weak
and strong interactions.

The functions that parameterize our ignorance about the calculationally difficult
non-perturbative QCD processes between the quarks in the initial and final states are
called “form factors”, and quantitative determination of these can be useful for several
physics motivations as we will see in the following sections. What is important to note
is that because the virtual W in semileptonic processes decays only to leptons, these can
have no (tree-level) interactions with the other quarks in the decay so that the process can
be broken down into two pieces and the form factors actually determined numerically —
and then later applied in other fully hadronic processes.

As examples of things we can obtain information about form determination

of the form factors, we will see that we may learn about elements in the fundamental
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CKM matrix (which consists of the coupling strengths between up-type and down-type
quarks as described in Section 1.1.5), about the internal wavefunction structure of the
B mesons themselves, and about allowed Quantum Chromodynamics (QCD) inspired

Heavy Quark Effective Theory (HQET) models for these decay processes.

1.2.1 Heavy Quark Effective Theory (HQET)

One benefit of studying semileptonic decays in modes where the b quark trans-
mutes into the ¢ quark is that we may study HQET directly. HQET[16] is the frame-
work in which we exploit heavy quark symmetry (HQS), which in simple terms is just
that symmetry whereby we can think of the system outside of the central heavy quark —
which is a complex non-perturbative quantity consisting of the light valence quark, and
also all exchanged sea quarks and gluons, and is thus normally referred to collectively as
the “light degrees of freedom” (or more colloquially, the “brown muck”) — as being “un-
concerned” with the change of flavor of the central heavy quark as it transforms from a b
to a c quark. As long as the momentum of this quark relative to the accompanying cloud
of “brown muck” doesn’t vary appreciably, the muck continues to exchange gluons with
the heavy quark informing both the muck and the heavy quark that they are still bound
together as one system and none of the interactions have changed - i.e., under pure HQS,

QCD is absolutely flavor-blind in this transformation.
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1.3 Determination of CKM element

Semileptonic decay measurements in transitions of b to ¢ quarks always yield a
rate which is proportional to a product of [V, x Fp«(1)|>. Here V,, is one of the CKM
matrix elements as it is shown in Section 1.1.5, specifically the row 2, column 3 entry
giving the coupling between the ¢ and b type quarks. The second factor is a generalized
form factor, which encodes our ignorance about the detailed QCD dynamics between the
b and ¢ quarks in the decay process (its argument is w, a kinematic property of the event,
described in detail in Section 3.1).

One theoretical framework for parameterizing the form factor is HQET. In this
framework Fpy«(1) can be parameterized into a form normally referred to as the Isgur-
Wise (IW) function [12] evaluated for this decay at zero recoil of the D* meson (techni-
cally, Fp«(1) is composed of the three separate form factors involved in this decay, but
it is often interchangeably referred to in the singular as “the” form factor for the decay
process). Thus, once the rate is measured, this form factor must be determined from
elsewhere in order to extract a value for V., using this exclusive decay reconstruction
technique —i.e. schematically, V., = RATE/F«(1) . The more accurately we can deter-
mine this form factor function , the more we can reduce the errors in the V,, extraction.

The value of Fpy«(1) in the infinitely heavy quark mass limit is unity, but there
are finite-mass and higher order as corrections that modify it to ~ 0.93 [16]. The behav-
ior of Fp«(w) as a function of w is dependent on the form factors that this total function

is composed of and is what we are determining in this measurement, and since the am-
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plitude goes to zero at w = 1, some extrapolation of 7« (w) to the w = 1 point is needed
which requires an understanding of the slope as this point is approached (in the color
version of this document, the color purple will be used to identify any of the four kine-
matic variables, w being one, along with the three angular ones introduced in the next
chapter; see Appendix A.1).

The current numerical values quoted by BaBar using the CLEO-determined
form factors [4] for F(1)|V,;| are [39]: 10~*x[35.52 4 0.25(stat) & 1.25(syst) £ 0.85(FF's)]
(and F = 0.93 4+ 0.03 from HQET calculation [20], where the error is from theoretical ex-

trapolation), so it can be seen that the form factor contribution to the total error is large.

1.4 Determination of CKM element V,,

V. extraction relies on reconstruction of b—u quark states, which are suppressed

2
Vub

ol 0.01, and thus it is clear that all
cb

a priori from b—c quark states by a factor of

b—c decays will cause enormous backgrounds to V,,;, extraction, and the properties. One
place this is manifested is in the p; spectrum which depends strongly on the form factor
inputs to the MC model. Only after the p; spectrum is correctly determined and sub-
tracted can the extraction of V,,; proceed without worry that the ultimate measurement

is biased [38].
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1.5 This Measurement

We present in this dissertation the results of a measurement of the three semilep-
tonic form factors involved in the decay B°—D*¢v where we mean here either of the
two charge conjugate modes B°—D*—¢*v or B'—D*t¢~% , but will generally write
simply B’—D*¢v and understand it to mean either. Similarly, unless we specify other-
wise, when we write any given meson, we will mean either charge conjugate state (i.e.,
by “B° ” we will mean either neutral B meson, i.e., either the B° or the B, by “D°” we
will mean either the D° or the D°,“D” will denote either a D+ or a D7), and finally also
we mean by “¢” here either of the two light charged leptons (i.e., electron or muon).

The D* is reconstructed for this work in the mode D* — D%, and the D in
the mode D° — K=+,

This measurement uses the Babar Run 1+Run 2 Years 2000-2002 data set, which
yield altogether approximately 85 x 105 BB-pairs.

The method of the measurement is to perform an unbinned maximum likeli-
hood fit in the four kinematic variables that describe the decay for the three parameters
Ry, Ry, and p?.

The previous results for these quantities were obtained from the CLEO detector
at Cornell, and were: R; = 1.18 £20.30£0.12 and Ry = 0.71 +0.22 4+ 0.07 and form factor

slope was found to be p? = 0.91 £ 0.16 % 0.06 [4].
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Chapter 2

Analysis Method Overview

Before we delve into the formalism involved in this process, we will give an
outline of how the analysis is carried out. This will help to motivate and map out the
next several chapters of this rather involved analysis chain.

In an ideal world, one would simply take an unbiased sample of D*/v events,
record the directions and energies of all the visible particles, extract the kinematic vari-
ables (see Sections 3.1 and 3.2) from each of these events, and fit the resulting multivariate
four-dimensional data distribution to the theoretical expectation (given in Section 3.3.2)
to determine the three form factors and compare them to theoretical predictions (given
in Section 3.6). Unfortunately, the real world has acceptance effects, smearing, back-
grounds, and no ability to detect the neutrino, among other complications. So this basic
recipe serves as the framework for this measurement, but each step requires a consider-

able amount of work to actually accomplish:
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Step 1. Extract sample of D*/v events: The first step is to create a sample of candidate
D*¢v events in as pure a form as possible. This is done by the standard method
of making candidate events by combining basic tracks and energy clusters, at each
stage of this process making a variety of cuts to keep as efficient and pure a sample
as possible (these cuts and their effects are covered in detail in Sections 5.2.7-5.2.11).
These cuts suppress the primary backgrounds which are: inclusive B—D*/v X de-
cays where X might be e.g. an extra pion that is missed in the reconstruction pro-
cess, and backgrounds due to misreconstruction of tracks where a given event is
only mimicking an actual B — D*~¢*v event (e.g. misreconstruction of any of the
daughter particles in the D*—D%, D° — K~z chains), and continuum events
(ce). These various different types of backgrounds require different types of cuts to
suppress them during the reconstruction process which are detailed as we describe

the reconstruction itself.

The several stages of the candidate reconstruction are covered as so:

e First a candidate DY is created from all potential kaon and pion candidates in

the D° — K—7T mode (see Section 5.2.2).

e Next the four-vector of another candidate pion is added to that of the D° to

create a candidate D* particle (as covered in Section 5.2.6).

e Last a candidate lepton (electron or muon) is added to the candidate D* to

form a final candidate D*¢ object (as also covered in Section 5.2.6).
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Beyond this, there are final cuts made on the D*/v sample itself to winnow out as
many of the remaining backgrounds as possible, keeping the best attainable signal
to noise ratio. We then have our final sample of all candidates, and any remaining
background events are removed in the background subtraction process which is

part of the fit as covered in the next step.

Step 2. Fit the sample of D*/v candidate events to the theoretical PDF:

e We do a fit by first accounting for smeared directions and momenta of all the
detectable particles into the fitting PDF. We lump together here parent B° me-
son directional uncertainty due to the missing neutrino, acceptance, and de-
tector and kinematic variable resolution effects. Subtraction of the background
is also part of this fit process. Dealing with all these issues and correcting for

them is done in several substeps (this is dealt with primarily in Chapter 6):

— First we calculate the event kinematic variables in a frame which is cho-
sen to provide the best resolution possible relative to what they would
actually be in the exact B rest frame (covered in Section 6.3.2).

— Then we use the unigue moments expansion method (as described in Sec-
tions 6.1-6.2) to correct for acceptance effects. This method effectively
builds a model of the acceptance from a full MC simulation and then un-
folds the data using this model.

— We also subtract background as a part of the fitting process. Mathemat-

ically, this is dividing a product of the PDF evaluated at all points by a
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product of the PDF evaluated at each background event, so that this dis-
tribution of background events is removed entirely (up to statistical effects
and MC/data differences from the quantity that is ultimately being fitted).
An exact description of how this is done is given in Section 6.4:

— The fit yields the two form factor ratios R; and R, and the form factor
slope p?(as described in Section 3.4).

— After the fit, we must ex post facto adjust each form factor for the part
of the resolution which was not taken into account into the fitting PDF

(Section 6.6).

e Goodness-of-Fit: After the final form factor values are extracted, we estimate
some measure of goodness-of-fit. Though multi-dimensional goodness-of-fit
for strongly correlated parameters is notoriously difficult to estimate for un-
binned maximum likelihood fits, we found through our validation tests that
a quite intuitively simple é‘—;-based method (as described in Section 6.8) gives

us a trustworthy estimate of the goodness-of-fit.

Step 3. Determine All Errors:

The determination of all the errors and biases associated with the kinematic vari-
able measurements and the subtraction of the various backgrounds, as well as with
those associated with limited MC statistics etc. is one of the most involved aspects
of the form factor measurement, and the final step in obtaining the experimental

result. This is primarily covered by Chapter 8 in several steps:



27
e Error can be broken down into four separate major subtypes:

— Standard data statistical: This is the error Minuit provides us when the
fitis run.

— Extra statistical error: The error due to the way in which we handle the
imperfect resolution becomes an extra data statistical error (the discussion
of why this occurs is initially begun in Section 6.6 where it is relevant, and
the formulae for its evaluation are given later in Section 8.1).

— MC statistical error: The MC statistical error estimation is rather unusual
and specific to our methods of acceptance correction and background sub-
traction (this is covered in Sections 8.2 and 8.3).

— Standard Systematic: Other systematic errors are evaluated in standard

ways (this is covered in the rest of Chapter 8) .

The final result is a measurement of the three form factors, plus all associated
errors, statistical and systematic. Along with these is an estimated goodness-of-fit mea-
sure.

Conclusions and prospects: Finally, we give our final results in Chapter 9 and
also projections for what results could be achieved with the full BaBar dataset as envi-

sioned in the foreseeable future.
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Chapter 3

Formalism

3.1 Quark-level Description

We now describe the relevant quantities needed for this form factor analysis,

beginning with the basic quark-level diagram for this process, shown in Figure 3.1.

<
Q
o
N
<|

o |

Figure 3.1: Quark level diagram of B—D*/v decay.

Here the d is a spectator quark, and the b quark decays weakly through the

W — b — ¢ vertex with the associated CKM element V., into a ¢ quark and a virtual 1.
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This W then further decays to a lepton-antineutrino pair. The ¢ and d hadronize into an
outgoing D* so that we finally have the three-body decay B° — D*¢v . The quantity
¢®> = (ps — pp+)? (Where pp and pp- are the 4-momenta of the B and D*, respectively) is
called the “momentum transfer”, and varies from 0— ~ 10.7( GeV/¢)? in this decay.

The momentum transfer ¢ is linearly related to another Lorentz invariant which

is useful to characterize the decay:

pg-pp- _ - Mg+ Mp. —¢’
MgpMp- 2 °P 2MpMp-

(3.1)

w

where p is the 4-momentum and v is the 4-velocity (i.e., %) for the respective particle. In

the rest frame of the decaying B°, w reduces to:

_)(MB,O) - (Ep-,pp-) _ Ep-
(MpMp-) Mp-~

(3.2)

where pp-+ is the magnitude of the three-momentum in this frame.

To get a more physical feeling for these variables, we may note that using
pB = pp+ + pi + pu, We find ¢? is equivalently (p; + p,)?, the invariant mass of the virtual
W. Higher ¢? (lower w) thus corresponds to a higher mass of the virtual 1, which at the
two-body decay level, implies a lower “kick” to the D*— in fact, w is just the relativistic
boost factor v of the D* in the B rest frame, as can be seen from eq.8.21.

Another function that varies with w is the quantity £(w), called the Isgur-Wise
(1-w) form factor[15], which can be understood as the wavefunction overlap of the initial

B° and the final state D* during this transition process. This can be seen to fall with
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| Configuration | 7 | w ] £(w) |
Stationary D* | ~ 10.7(GeV/c)? | 1.000 1 (maximal)
Max. boosted D* m? ~ 0 1.50377 | ~ .8 (minimal)

Table 3.1: Ranges of w, ¢%, and &(w).

increasing w due to the necessity of exchange of more soft gluons when the daughter
guark has more velocity relative to the parent quark (i.e., in this case the gluon exchanges
must communicate to the daughter quark that it needs to “move” relative to its mother,
where no exchange is necessary when it continues with the same velocity). Thus the I-W
function is maximal at zero recoil. Table 3.1 shows the extremal configurations for this

decay, and the corresponding values for w and the I-W form factor.

3.2 Angular Kinematic Variables

The quark level diagram becomes, upon hadronization of the quarks, the decay
of the B® to D*¢v, and we choose to reconstruct the mode where the D* decays further
to a D7+ (this occurs about 2/3 of the time, the other 1/3 of the time the D* goes to
a D70, with a tiny fraction (about 2%) going to D*~). We choose to reconstruct the
DY7* mode because detecting charged pions with good track direction and momentum
resolution is much easier to do for charged tracks than for neutrals.

The outgoing particles which are seen in the detector are shown in Figure 3.2

(though of course the neutrino is lost), and the D is reconstructed through its observed
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daughters, as we will see.

Figure 3.2: Meson level diagram of B—D*¢v decay (for the decay we are analyzing, the
B is neutral, the D* charged, as is the 7, and the D daughter meson is neutral).

This figure defines three angles, which, along with w form the four independent
kinematic variables we use to fully characterize this decay in the rest frame of the B° .

Two of these angles are taken in their cosine form and one directly as kinematic variables:

e cos f,: the cosine of the included angle between the direction of the lepton boosted
into the virtual W rest frame, and the direction of the virtual W in the B° rest

frame; ranges from —1—1.

e cos fy: the cosine of the included angle between the the direction of the D boosted
into the D* rest frame, and the direction of the D* in the B rest frame; ranges from

—-1—1

e \: the azimuthal angle between the half plane formed by the D* — D system and

the half plane formed by the W — ¢ system; ranges from 0—.
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3.3 Four Dimensional Probability Distribution Function

In order to derive the differential decay rate (which is a form of a “proba-
bility distribution function”, or PDF, and is commonly experimentally referred to this
way) as a function of w we start with the usual matrix element for a semileptonic de-
cay Mgq — Xyq¢~ v, which can be written as the product of a hadronic and a leptonic

current:

__ _, —1g
M(MQqﬁXq/qg V) = <Xq/q‘q/—‘/q/Q’yu(]_—’}/5)Q|MQQ>
2/2
_ —ig
« P 9 (1= 5o, 33
(Q)w2ﬂv( ¥5)v (3.3)

where @ is the annihilation operator for a quark Q. The W propagator is given by

i(—g" + q'q” /ME,)

P*(q) = Z_ ng

(3.4)

If the energy of the virtual W, ¢2, is much less than My it is convenient to write

v

PH (q) ~ ZJ%;L%V

We now rewrite the matrix element for this process as:

Gr
—iM = —i—=Vy L, H"
V2

We write the simple lepton tensor as L,, = Iv,(1 — ~5)v, while the hadronic
tensor must be parameterized completely generally in terms of three helicity amplitudes
(for leptons with negligible mass, for massive leptons there are in general four nonzero

helicity amplitudes that contribute). [16] These helicity amplitudes are pure functions of
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w because they are defined to be quark-level functions which encode our ignorance about
what is happening non-perturbatively with QCD at the quark level, and thus have no
knowledge of the angles involved in the hadronization process that happens afterwards.

Taking into account Lorentz invariance, and using the available four vectors (the
D* polarization ¢*, the B® 4-momentum p#, and the D* 4-momentum £") , the hadronic
tensor can be parameterized completely generally in terms of four form factors (in the
color version of this document, the color red will be used to identify form factors when
they appear, including all HQET forms H introduced below, as well as the older forms

A,V used in this form, see Appendix A.1):

H" = (D** (k, ¢)|ev(1 — 75)b| B (p)) =

o 2y = (Mp + Mp+)e™ Ay (¢°
Myt Mo sV (q”) — (Mp + Mp-)e' A1 (¢°) +
ep 2 € p 2
+ k)M A — 2 (p—k)*A5().
Ny 5 a0, PR A = g (p = k)P A ()

(the letters V and A stand for the underlying vector and axial vector couplings).
Az can be neglected in the limit of small lepton mass relative to the meson

masses in the process, as can be easily seen by just contracting the lepton and hadron

2
tensors, in which case it gets a coefficient proportional to % (so this case holds for both

the e and y, but not the 7 lepton), thus we drop it henceforth (except below where we

discuss explicitly the m? dependence of the PDF).
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3.3.1 HQET helicity amplitudes

The Lorentz structure of the D*[v decay amplitude can be expressed in terms of
three more physically intuitive amplitudes (H ., H_ and Hy), which correspond to the
three allowed polarization states of the D* (two transverse and one longitudinal). These

amplitudes are related to the axial and vector form factors as follows:

« M
H () = ~(Mp + Mp-) (') + 25 25 -V (@),

« M
SV (@),

H_(¢°) = —(Mp + Mp~)A1(¢*) — QM

1

@) =1 Nz (A1(¢*)(Mp + Mp-)(Mj — Mp- — ¢*) —
D*
Mipp?
—=— A
Mp + Mp. 20

To obtain the full differential cross section decay rate, we contract the lepton and
hadron tensors, and carry out the phase space integrations, to find the PDF with respect

to the four relevant kinematic variables.

3.3.2 Simplified PDF

From Appendix B, we are justified for the moment in assuming no CP violation
and fully neglecting the terms in the PDF that depend on m, thus taking the three helicity

amplitudes to be real, and setting m,—0, we find the simplified form of the PDF that we
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will be working with henceforth:

dU(B—D*(v) 3GE|Va|*pp-¢?

dq2dcos Oydcos Oydy 8(4m) M3

{H (1 — cos ) sin® Oy + H_?(1 + cos 0)* sin” Oy
+4Hy? sin? 0 cos? 0y — 2H . H_ sin® 0, sin? 6y cos(2x)
—4H  Hosin 0y(1 — cos 0y)sin Gy cos Oy cos x (3.5)

+4H_ Hysin 6;(1 + cos 0y)sin vy cos 6y cos x }

Where op- is the magnitude of the D* momentum.

3.4 Helicity Amplitudes and PDF Factors

[ Note: in this section, two other parameterizations will be used for the form fac-
tors in addition to the modern H ., H _, H, helicity form: the older V, A;, A, form, and
the phase-space reduced H ., H_, H, form. The important thing to remember through-
out the transformations between these forms is that the three experimental parameters
we will be measuring in this analysis are the two helicity-amplitude ratios Ry, R, and
the slope p?, which collectively are termed the three measured “form factors” for this

analysis. ]

Because certain theoretical uncertainties drop out in the ratio, and the ratios are

easier to predict than the absolute form factors, we now define two further quantities:



36

_ q° Vig®)
Ri(¢?) = [1 " (Mp + MD*)2] Ai(q?)

B q2 A (q2)
Ra(¢%) = [1 " (Mp + MD*)Q] AT(QQ)'

(in the color version of this document, the color green will be used to identify
these ratios of form factors when they appear, see Appendix A.1).

We now introduce another parameterization of the form factors motivated by

HQET models:
¢ -
h =R |1—-——— | A(f 3.6
Ay (w) (MB +MD*)2 1((] ) ( )
with:
2/ Mp M p+
Rr=——"" "~ 3.7
(Mp + Mp-~) (3.7)

Because recent predictions are made based on HQET models, we may further
write in this parameterization the polarization amplitudes as explicit functions of the

HQET parameters defined above:
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0 -““2‘“’"”(21)(;\/ER1>'
i, _ _[1+(“’_11)£1T_R2)] — (3.8)
L -\/(1—2wr—|—7“2) <1+ Z—IR&)-

(I—-r)

(3.9)

With the translation between the H forms in eq. 3.5 and the H forms of eq. 3.8

being:
ha (w)(w + 1)H; .
Vi ” 5

Going back to i 4 from eq. 3.6, using the connection between A; and pihi

we may expand this form factor in a Taylor series around the point w = 1 as so:

hg,(w)=hg (D1 - pih(w —1)+..], hy, (1.0)=10 (3.11)

where pih is called the ‘slope’ of the form factor; for small higher order coeffi-
cients (“curvature terms”) this is a good approximation over the entire allowed w range
1— ~ 1.504. HQET corrections (of order «; and mLQ) modify % 4 from the HQET limit
of unity (the color green will be used to identify also this slope p? when it appears, as it

is our third form factor).
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We have now formally introduced the triplet of parameters that we will be mea-
suring in this analysis: Ry, R, and p? (for brevity, we will henceforth drop the A; sub-
script on the slope p?, as we have here).

In Appendix C we show results of fitting generator-level MC with this theoreti-

cal PDF, as a simple initial verification of our MC-generation and fitting tools.

35 Contributions of I?, ,

Because the ¢ quark inherits the helicity of the b quark upon decay, the V-A
interaction implies that the H_(w)? term dominates except near the high endpoint of w
where only Hy(w)? can contribute.

We can see this in Figure 3.3 (vertical scale arbitrary) which shows the relative
contribution of the three helicity states of the D* as a function of w (this is shown for
the CLEO values of the form factors [4], though the curves don’t change dramatically for
nearby other values of the form factors).

These arise as a consequence of the V-A interaction: taking the decay B° — D*~ (v
the b quark decays to a left-handed ¢ quark in the limit of massless quarks.

So though a nearly stationary decay D* is unpolarized (this is the configuration
shown in Figure 3.4), and thus is a combination of all three states equally, as the velocity
of the ejected ¢ quark becomes higher (or equivalently, as w increases), and the ¢ quark
approaches more closely a massless state, it becomes preferentially left-handed, and com-

bining its helicity of -1/2 with the light spectator quark (which has an equal probability
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of being helicity 1/2 or -1/2) leads to a helicity of 0 or -1 for the resultant D*.
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Figure 3.3: Various helicity component contributions to the PDF (plots made with the
CLEO values of the form factors).

But we also have Figure 3.5 which shows that as w goes maximal, the negative
lepton and antineutrino combine into a helicity zero state, forcing also the D* into the

helicity zero projection, leading to suppression of the helicity -1 amplitude.

e ‘ﬁnu

Figure 3.4: Minimal (w = 1.000) configuration

(The configuration of Figure 3.5 is somewhat analogous to the two-body pro-

cess of a pseudoscalar 7~ decaying almost purely to a negatively charged lepton and
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Figure 3.5: Maximal (w = 1.504) configuration.

antineutrino, the preferential states of which are LH and RH respectively in the limit of
zero lepton mass. This is what forces the 7 to decay to a i vs. an electron because the
original pion has spin zero and the electron has very little RH component in it, relative
to the u. In this case though, instead of the decay being suppressed, the D * is forced into

the helicity zero state.)
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3.6 Form Factor Predictions

For infinitely massive heavy b and ¢ quarks, we expect R; = Ry = 1.0, but these
are modified by both perturbative oy, and non-perturbative (%) corrections.
Calculating higher order loop corrections to the form factors yields an expan-

sion of the form:

mm):1+pgq+@%pﬂ+cﬂﬂyq,

Ro(w) = 1+ [as(...)+a2Bo(.)] + <M>()

The ellipses after the a; terms have been calculated perturbatively up to an
order which gives confidence that they are accurate to just a few percent (see [18] for this
and the following paragraphs of this section).

The coefficients of the (%) terms are combinations of quantities called *“sub-
leading Isgur-Wise functions” (SIWF’s), of which there are four for the decay B — D*(v
(usually denoted x1 2,3 and 7).

These quantities are much less certain than the o, corrections, as they must be
calculated using non-perturbative techniques (e.g. from models, sum rules, or the lattice),
and the last CLEO measurement included the full range allowed by various models. It
did not restrict the ranges allowed for the SIWF’s significantly.

However the current measurement narrows the allowed range down much more

precisely as we shall see. And since the entire method of extracting V., using an HQET
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expansion, as well as other predictions, relies on believing the corrections to HQET are

predictable, we are testing HQET validity at a basic level with this measurement.
Different models in the HQET framework evaluate the SIWF correction terms

differently, ending in varying predictions for R; and R,. As examples, Neubert [16] based

on early work with collaborators in the early 90’s predicts:

Ri(w) = 1.35—0.22(w — 1) +0.09(w — 1)?, (3.12)
Ro(w) = 0.79 +0.15(w — 1) — 0.04(w — 1)%. (3.13)

More recently, Caprini et.al. [19] using spectral functions, dispersion relations,

and heavy quark symmetry to evaluate the non-perturbative terms predict:

Ri(w) = 1.27—0.12(w —1) + 0.05(w — 1)?, (3.14)

Ro(w) = 0.80+0.11(w — 1) — 0.06(w — 1)*. (3.15)

Ligeti and Grinstein [18] using similar HQET machinery predict:

Ri(w) = 1.25—-0.10(w — 1) (3.16)
Ro(w) = 0.81+40.09(w — 1) (3.17)
Whereas all the above HQET-based predictions predict form factor values within

a fairly narrow range, older predictions relying on guessed potential models vary widely,

e.g. Close & Wambach using a simple quark model predict [17]:
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Ri(w) = 1.15—0.07(w — 1), (3.18)

Ry(w) = 0.91+0.04(w — 1). (3.19)

In this work we assume that the coefficients of the (w — 1), (w — 1)? are small
enough that R; and Ry are constant over the entire range of w — in effect, we determine
a w-averaged value of them?,

The slope p? from eq.(3.11) does not enter the above predictions but must be

separately determined from sum rules or lattice calculations[20].

! After this work was completed, we extended the analysis to include the possibility of non-zero coeffi-
cients for the (w — 1), (w — 1)? terms, and determined the initial Ri,R-» constant terms. As expected, they
do not vary appreciably from the w-averaged values, see [46] for details.
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Chapter 4

B.B.x Detector Overview

4.1 Detector Overview

Though the analysis presented in this work is aimed at determining fundamen-
tal QCD (Quantum Chromodynamics) parameters, the BaBar physics program includes
the making of many important physics measurements, including ones in other B, T,
charm and two-photon processes’. Because CP asymmetries in the B system are expected
to be large, measurements with an accuracy of 10% can be made with several hundred re-
constructed events, however, typical branching ratios are on the order of 10 . Thus tens
of millions of B pairs must be produced to yield an appreciable number of B’s decaying
in these modes. To deliver this many B’s to the BaBar detector, the design luminosity of

PEP-11 was 3x1033c¢m~2s~! which yielded ~3 B pairs per second being produced. This

!Several primary sections of this Chapter are modified versions of Ref.[5] which heavily overlapped and
was done in part in conjunction with this work up as far as Event Reconstruction, and permission to use
material from [5] is very gratefully acknowledged to C.M. LeClerc.
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design luminosity was surpassed in 2001 and the current typical daily luminosity in the

summer of 2004 is ~8x10%3e¢m 2571,

Figure 4.1. BaBar detector; the standard coordinate system is defined with +z pointing
along the electron beam direction (to the right in this figure), and 6 and ¢ are then the
standard polar and azimuthal angles with respect to this axis.

The BaBar detector is composed of five major coaxial subdetectors, which are,

listed from closest to the beampipe to farthest from it:

e The Silicon Vertex Tracker (SVT)
e The Drift Chamber (DCH)

e The Detector of Internally Reflected Cerenkov Light (DIRC)



46

e The Electromagnetic Calorimeter (EMC)
e The Instrumented Flux Return (IFR)

and a super-conducting solenoid located between the DIRC and EMC which provides a
uniform coaxial 1.5 T magnetic field.

The subdetectors are generally cylindrically shaped in the central or “barrel”
region to detect particles which come out relatively transverse to the beam axis, but the
EMC and IFR also have active endcap regions to detect those particles which are propa-

gating more parallel to the beam.

4.2 The Positron-Electron Project (PEP) Il
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Figure 4.2: SLAC linac and storage rings.

The SLAC Linac is a two mile long linear accelerator which provides high en-
ergy electrons and positrons to the PEP-I11 storage ring. The linac was completed in 1966

and has seen several upgrades and changes over its 38 year history. The Positron-Electron
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Project-11 (PEP-II) storage ring is also an upgraded machine. It started out as PEP, a 30
GeV/c storage ring used through the 1980’s to test the theory of QCD. The PEP tunnel is
~ 800 meters in diameter and currently houses the PEP-II storage ring. The most striking
feature of the current configuration of the SLAC linac is that it delivers the electrons and

positrons with different beam energies into the PEP-II storage ring.

4.2.1 Asymmetric Collider

The asymmetric mode of operation is a novel solution to a very challenging
problem. The problem is that when the T'(4s) (mass = 10.58 GeV/c?) decays into two
B"’s (mass = 5.28 GeV/c? each), there is very little energy left over in the form of kinetic
energy. Each B will propagate along with a momentum of ~300 MeV/c in the 7 (4s)
rest frame. Thus a typical B° will only travel about 26;:m before it decays. This is too
small for current vertex trackers to accurately resolve. However, by colliding asymmetric
beams, the T°(4s) is given a large boost which increases both the velocity and time dilation
for the decaying B”’s. In BaBar, 9.0 GeV/c electrons are collided with 3.1 GeV/c positrons
to produce a 7'(4s) with a lab-frame energy of 12.1 GeV and G~y = 0.56. This produces an
average B separation of ~250um, still challenging, but much more manageable from a

resolution point of view.

4.2.2 Accelerating Particles

Accelerating electrons and positrons to their final energies is accomplished in

several steps. Electrons are first produced by an electron gun - a device similar to the
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electron gun at the back of a television set, but with significantly higher capacity. In the
case of a TV, a filament is heated and an adequate number electrons are released to form
the picture on the screen. In the case of the PEP linac though, a laser is fired into a metal
target ablating much larger numbers of electrons into an area with a strong electric field.
This field then accelerates the electrons up to ~10 MeV/¢; at the same time positrons are
constantly being produced by siphoning off some of the high energy electrons from the
linac and colliding them with a fixed tungsten target which produces electron-positron
pairs. The positrons are selected out by a magnetic field, collected in bunches and re-
turned to the start of the linac where they follow the same path as electrons to the damp-
ing rings.

The reason for this is that a narrowly focused beam of particles will produce
more collisions than a diffuse beam, so the goal of the damping ring is to dissipate mo-
tion not in the beam direction. However, both beams at this point are still relatively
spread out, so the electron (positron) beam is sent to the north (south) damping ring.
Each time an electron or positron completes a cycle in the damping ring it loses energy to
synchrotron radiation and receives a boost equal to the synchrotron loss in the beam di-
rection. Synchrotron radiation dissipates energy in the direction that the particle is mov-
ing, so particles with momentum transverse to the beam direction will dissipate some of
this transverse momentum. The particle will then receive a boost in the beam direction
and the net effect is a focussing of the beam in the beam direction.

The next step is to return the electrons and positrons to the linac where they will
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be accelerated to their full energy.

The energy the particles gain in the linac is proportional to how far they travel in
the linac. The lower energy positrons are removed first, then the higher energy electrons
(as shown in Figure 4.2). Both beams are kicked out of the linac in bunches and sent
to the PEP-II storage ring in opposite directions, where the circulate in counter-rotating
directions and are ultimately steered together to collide at the collision point in the center

of the BaBar detector?.

4.3 The Silicon Vertex Tracker (SVT)
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Figure 4.3: SVT profile; note five-layer concentric shell structure.

The innermost subdetector in Figure 4.1 is the Silicon Vertex Tracker or SVT. The
SVT is composed of 5 double sided silicon strip detector layers, as shown in Figure 4.3.

The inner sides of these layers have strips oriented perpendicular to the beam axis to

2Boom.
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measure z position (along the beam axis) while the outer surfaces have orthogonal strips
to measure the ¢ coordinate. The SVT geometry was determined by a need to accom-
modate the final beam bending magnets, located at +20 cm from the central interaction
point, and to cover the largest amount of solid angle (measured relative to the interaction
point as the center) as possible. The first three layers are flat modules which are critical
for accurately measuring the BY vertices. The fourth and fifth layers have an arched de-
sign which maximizes solid angle coverage while avoiding large track incidence angles.
Information from them added to that of the inner layers helps to determine B vertices,
serves to align SVT tracks with Drift Chamber (DCH) tracks and is important for track-
ing charged particles which have a transverse momentum of less than 100 MeV/¢, since
these particles will not enter the DCH. The internal structure of the silicon strips within
the sublayers of the SVT is detailed in Table 4.1.

During construction and material choice, particular attention is paid to the ra-
diation hardness of the SVT components as the SVT accumulates a very large radiation
dose due to its proximity to the beam pipe. At the same time, an attempt is made to min-
imize the amount of material in the SVT to minimize the effect of multiple scattering of
particles (which leads to resolution-induced smearing of the true initial track direction)
as they pass through the body of the SVT.

The SVT positional resolution is shown in Figure 4.4 in both z and ¢ as a func-
tion of incident track angle. In fact, SVT resolution is dominated by multiple scattering,

not SVT construction or electronics hardware.
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SVT Hit Resolution vs. Incident Track Angle
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Figure 4.4: SVT resolution for data and MC as a function of incident angle.

Because of the beam energy asymmetry, it is extremely important to maximize
coverage in the forward direction of the SVT (and entire detector), since the asymmetric
boost will increase the number of decay tracks that will travel that direction. For this
reason, all instrumentation readout and cooling components are located in the backward
support cone of the SVT (the support cone is the piece of the SVT upon which all the SVT
pieces are mounted, and which in turn is mounted directly upon the beampipe). This
can be seen by the asymmetry between the shape of the forward and backward support
cones in Figure 4.3.

The SVT is very significant for reconstruction of the D*/v decay because many
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Layer Radius Modules ¢ pitch  z pitch
(cm) (pm) (pm)

1 3.2 6 50 or 100 100
2 4.0 6 55or 110 100
3 5.4 6 550r 110 100
4a 12.4 8 100 210
4b 12.7 8 100 210
5a 14.0 9 100 210
5b 14.4 9 100 210

Table 4.1: SVT sublayers, radius and pitch (distance between each of the active silicon
detection strips in the given sublayer) .

of the intrinsically low momentum pions from the direct decay of the D* do not reach the

next subdetector out (the DCH), and thus are only reconstructed from SVT information.

4.4 The Drift Chamber (DCH)

The Drift Chamber or DCH is the primary tracking device for BaBar. It pro-
vides a precision measurement of transverse momentum (pr) for charged tracks with
pr greater than 120 MeV/c (particles with momenta below this threshold generally do
not have enough DCH hits to form tracks that are initially reconstructed with the DCH
track-finding software). The DCH starts at a radius of 23.6 cm and extends out to 79.0
cm. The DCH contains 7104 cells, each approximately 1.2 cm by 1.8 cm. The 40 layers are
organized into 10 superlayers, each four wire superlayer has a uniform angle alignment
for all of its sublayers. Four of the superlayers (1, 4, 7, and 10) are axial (A) superlayers,
which means that the wires run perfectly parallel to the detector z axis. The remaining

superlayers have a non-zero stereo angle which allows us to determine the z position as



53

well as radius and ¢ of a measured track. The stereo angle ranges from 45 mrad in su-
perlayer 2 out to 76 mrad in super-layer 9 and the sign of the angle alternates every other
stereo layer creating two different types of stereo superlayers (U - positive stereo angle,
V - negative stereo angle).

A very schematic sideview of the DCH is shown in Figure 4.5 (indicating only

dimensions but not the angles of the wires in the stereo superlayers, here).
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Figure 4.5: Side view of the Drift Chamber layout, the high energy electrons are traveling
to the right. Aswith the SVT, the interaction point (IP) is located closer to the high energy
side to improve solid angle coverage as the particles spray preferentially out towards the
right hand (low energy) side. Note dimensions are given in millimeters in this diagram.
Each of the 7104 DCH cells consists of a single central sensing wire, maintained
at a voltage of 1900V - 1960V (depending on the period of running), and six field shaping
wires. For cells on the inner side of a superlayer, the field shaping wires are grounded
on the rear end plate. For cells on the outer side, one wire is held at 350V. The positional

resolution for each cell is shown in Figure 4.6, 125 um is the average cell resolution.

The DCH uses a mixture of He:lsobutane (80%:20%) as its counting gas. This
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Superlayer Cells/layer Innerradius (cm) Layer Type

1 96 26.0 A
2 112 31.9 U
3 128 37.1 \%
4 144 42.3 A
5 176 48.1 U
6 192 53.3 \%
7 208 58.5 A
8 224 64.3 U
9 240 69.5 \%
10 256 74.7 A

Table 4.2: DCH superlayers, layer type is axial(A) or stereo(U,V).

mixture has a low density (to minimize multiple scattering for good p resolution), good
spatial and dE/dx resolution, and reasonably short drift time (time for the ionized elec-
trons to drift to the signal detection wires). The gas and wires total to 0.3% radiation
lengths (X(). The inner support cylinder (1 mm beryllium) contributes 0.28% X, while
the outer carbon fiber support cylinder contributes 1.5% X,.

The DCH serves at least two primary purposes other than tracking. First, the
DCH provides prompt information to the Level 1 Trigger system (see Section 4.8) which is
a coarse filter for removing unwanted events and saving valuable processing time. And
second, the DCH also has a crucial role in particle identification (PID). Figure 4.7 shows
how the energy loss of a particle per unit distance (dE/dx) vs. momentum correlates to a
particular particle type. This information can be combined with information from other

subdetectors to estimate the PID of charged tracks in each event.
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Figure 4.6: Drift Chamber resolution vs track distance from wire at 1961V.
4.5 The Detector of Internally Reflected Cerenkov Light (DIRC)

If particles have a transverse momentum of greater than ~180 MeV/¢, they will
be able to make it past the outer layer of the DCH without curling up inside the DCH
volume, and they will then enter the Detector of Internally Reflected Cerenkov Light or
DIRC. Partly due to space constraints within the detector, the BaBar DIRC design is rather
novel compared with previous Cerenkov light detectors for collider experiments (which
are usually gas-filled), and we describe its relevant design and functional principles in
this section.

The DIRC consists of 144 amorphous fused silica bars (which are colloquially
simply referred to as “quartz” bars) arranged into 12 “bar boxes”. Each bar is 1.7 cm

thick, 3.5 cm wide and 490 cm long. Charged particles traveling through a bar will radi-
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dE/dx vs momentum
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Figure 4.7: dE/dx vs p from Drift Chamber; the units on the vertical axis are proportional
to energy (loss) per unit length.

ate Cerenkov light whenever the particle is traveling above the speed of light in quartz
(which is equal to c/(index of refraction of quartz), or about 2/3 the speed of light in
vacuum). The Cerenkov light is guided to the instrumented section of the DIRC via total
internal reflections with the quartz bar side faces. The uninstrumented end of the quartz
bar is mirrored to return photons back to the instrumented end. The general structure of
the DIRC is shown in Figure 4.8.

The instrumented end then connects to a large, half toroidal tank (the “Stand-
off Box™) filled with purified water which closely matches the index of refraction of the

quartz bar to minimize transmission losses. The angle between the light cone and the
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Figure 4.8: DIRC structure, emphasizing quartz bars, support framework, and Standoff
Box.

emitting particle is preserved by the internal reflections. Once the light arrives at the
water tank, the individual photons travel through the water until they are detected by
one of the ~11,000 Photomultiplier Tubes (PMTs). This principle is shown in Figure 4.9.
The large Standoff Box radius allows for a finer resolution of the Cerenkov angle. The
resolution for a single photon is 10.2 mr, as shown in Figure 4.10. There are generally
~30 photons detected each event so by using pattern recognition, the DIRC can improve
angular resolution down to about 2.8 mr. This resolution allows for a 3 sigma separa-
tion between pions and kaons at about 3 GeV/c. The DIRC is extremely critical for good

particle identification (especially for hadrons).
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Figure 4.9: DIRC operating principle, showing total internal reflection of the photons,
and their detection in PMT’s in the Standoff Box.

4.6 The Electromagnetic Calorimeter (EMC)

After passing through the DIRC bars, particles will enter the Electromagnetic

Calorimeter or EMC, which is constructed with a more standard design.

The BaBar EMC is composed of 6580 cesium iodide crystals. 5760 of these crys-

tals are contained in the barrel region, which is divided into 48 polar-angle rows (6 direc-

tion) with 120 crystals in each row (¢ direction). The forward endcap region contains the

remaining crystals in eight polar-angle rows. Each crystal is a trapezoidal pyramid with

a front face surface area of ~5 cmx5 cm and a depth of 29.76-32.55 cm, with the crystal

length increasing in the forward direction (the increase corresponds to an increase from

16 to 17.5 radiation lengths). All cooling, electronics and almost all support material is



59

X103F———— — — 80— — —
2000 - BABAR - : BABAR |
<‘§ [ 1 60 - * Data (di-muon tracks) N
E 1500 - b L Monte Carlo Simulation
g8 A
P Z 40+ -
& 1000 |- 4V -
% L
500 |- g 20 ]
0 P A SO H  H SO SO NS SO N 0 L P T T S A E ST N SO SR
-100 -50 0 50 100 -1 -0.5 0 0.5 1
A GCVV (mrad) Cosetrack)

Figure 4.10: DIRC single photon resolution and photons per track.

located behind the crystals to minimize the material in front of the crystals.

The EMC functions by either absorbing photons or by the cesium iodide in the
crystals interacting electromagnetically with charged particles from an event and subse-
guently emitting scintillation light. The scintillation light is detected by two photodiodes
on the back of each of the crystals and converted into digital signals. The photon energy
resolution and angular resolution at 90 degrees are shown in Figure 4.11.

An important issue for the calorimeter is calibration. The energy detection range
extends from ~10 MeV/c up to 9 GeV/c and is calibrated in four separate, overlapping

regions. Several methods of calibration are used:

e Injection of charge: Charge is injected at the preamplifier input, with predetermined
magnitude, phase and pattern. This tests in detail the response of each amplifier.

This calibration takes several minutes.

e Bhabha events: eTe™ pairs can be used for calibration, with the running time for
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Figure 4.11: EMC position and energy resolution (the ¢’s are the calibration-derived pa-

rameters that determine the resolution of the detector).

calibration being less than one day of normal running with collisions. This calibra-

tion data is taken simultaneously with normal data taking.

e Liquid radioactive source: 6.1 MeV/c photons from 16N decays are detected and

measured, crystal response over time recorded and monitored.

e Light pulser: Turned on when needed, convenient for tracking short term changes

in crystal response.

Calibration helps track short and long term changes in the crystal response.

Crystal response can vary due to radiation damage or damage to optical surfaces and

couplings. Calibration also measures constants used for maximizing the resolution of

the EMC.
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4.7 The Instrumented Flux Return (IFR)

High energy particles that make it all the way through the EMC and the magnet
solenoid will enter the Instrumented Flux Return or IFR.

The IFR serves both as a flux return for the 1.5 T solenoidal magnet and as a
muon and neutral hadron detector. The IFR has three main segments: the barrel and
forward and backward endcaps. The barrel region extends from a radius of 1.88 m to
3.23 m and is divided into sextants. The endcaps are hexagonal plates divided into two
halves to allow the IFR to be moved into place around the inner subdetectors. The IFR
consists of 18 iron plates which vary in thickness. Interleaved between these plates are
active detector layers, the Resistive Plate Chambers (RPC’s). One double layer cylindrical
RPC resides between the EMC and IFR, 17 layers exist between the 18 IFR iron plates and
two more active layers are located just outside the last IFR plate. There are 18 active layers
in the endcaps (one prior to the first IFR plate plus 17 in between plates).

Detailed Monte Carlo studies showed that low momentum muon and K9 de-
tection improve with thinner absorbing plates, but this effect is only significant for the
first absorption length. As a result, the first nine layers of the IFR are 2 cm thick, then
four are 3 cm thick, followed by three at 5 cm and two at 10 cm. In the endcaps, one of
the 10 cm plates is replaced with a 5 cm plate.

RPC’s consist of two 2 mm thick Bakelite plates separated by 2 mm, with outer
surfaces painted with graphite of high surface resistivity (~100kf2/square) and covered

with an insulating film. One graphite surface is connected to high voltage (~8kV) while
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the other is connected to ground. The inner surfaces (the two Bakelite surfaces which
face each other) are treated with linseed oil to enhance high efficiency and to attain low
noise. Each RPC is 3.2 cm tall, 125 cm wide and 181 cm to 320 cm long (depending on
the location of RPC). The active space between the two plates is filled with a gas mixture
of argon, Freon and a very small amount (~5 %) of ISO-butane. This gas mixture is
non-flammable and environmentally safe.

The RPC operates as follows: when a charged particle crosses the chamber a
guenched spark is produced in the gas which produces an electrical signal, which is then

read out on the backside of the chamber.

4.8 The Trigger System

The BaBar Trigger is not a separate subdetector, but a system that takes infor-
mation from all the subdetectors and makes critical decisions with it. The Trigger is com-
posed of the Level 1 Trigger (L1 Trigger) and the Level 3 Trigger (L3 Trigger). The task
of the Trigger system is to very rapidly filter out uninteresting events while maintaining
nearly 100% efficiency for B physics events.

The L1 Trigger is a dedicated hardware-based filtering system which has a goal
of coarsely reducing millions of events per second down to less than 2000 which can
then be passed on to the L3 Trigger, which then has much more time to filter through the
events and make a decision about whether or not to keep the event. If an event passes

the L3 Trigger it is written to tape. The passthrough goal for the L3 Trigger is about 100
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events per second.

4.8.1 Level 1 Trigger

The L1 Trigger is comprised of the Drift Chamber Trigger (DCT), the Electro-
magnetic Calorimeter Trigger (EMT), the Instrumented Flux Trigger (IFT) and the Global
Level 1 Trigger (GLT). The DCT produces three 16-bit maps of ¢ coordinates for candidate
tracks which pass selection as either a short track (pr >120 MeV/c track which reaches
Superlayer 5 of the DCH), a long track (p7 >180 MeV/c track which reaches Superlayer
10 of the DCH) or a high momentum track (pr >800 MeV/c). The EMT produces five
20-bit ¢ maps of particle candidates depending on the amount of energy deposited and
location, see Table 4.3. These maps plus a single ¢ map from the IFT are collected by the

GLT to form 24 trigger lines which are passed to the L3 trigger, see Figure 4.12.

EMT objects DCT objects
\ Cluster Description Energy Cut | Description P, Cut |

M Minimum ionizing 100 MeV/c | B Track reaching SL-5 120 MeV/c
G Intermediate ionizing 300 MeV/c | A Track reaching SL-10 180 MeV/c
E Highenergy e/~ 700 MeV/c | A High p; track 800 MeV/e
X forward endcap 100 MeV/e reaching SL-10

Y Backward barrel 1 GeV/e

Table 4.3: Trigger ¢ map objects defined for the EMT and DCT. The IFT has a single ¢
map labelled U which indicates a track in the IFR (SL = DCH SuperLayer).

The L1 Trigger system was designed to have two highly efficient orthogonal in-
ternal triggers, the DCT and EMT. Most of the 24 Trigger lines (13/24) are purely DCT

or EMT triggers. This allows the trigger efficiencies to be easily cross checked and mea-
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Figure 4.12: Left: Elements which make up the Level 1 trigger. The TSF (Track Segment
Finder) sends track segment information to the BLT (Binary Link Tracker) and PTD (P;
Discriminator). The BLT, PTD, EMT and IFT all send their respective bit map information
to the GLT which decides if a Level 1 accept should be issued. Right: DCT efficiency
plot. The A and B tracks turn on curves are determined by the minimum p; required
to reach half way and all the way through the Drift Chamber. The A’ track turn on is
programmable, currently set at 800 MeV/c.

sured. For BB’ events, each trigger is > 99% efficient alone and > 99.9% combined.
Thus, nearly every single BB’ event is triggered on, captured, and written to tape.
After the GLT collects all the L1 Trigger information, it decides whether to issue
a L1 Trigger accept or not. If a L1 accept signal is sent by the GLT to the other trigger
boards, the event data currently stored in memory is passed to the L3 Trigger, if no L1
accept is received, the data is overwritten and lost. A L1 accept decision sends L1 infor-

mation to L3 within 11-12 s after the corresponding event occurred.
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4.8.2 Level 3 Trigger

The L3 Trigger (L3T) is a software based filter which takes the greatly reduced
number of events from the L1 Trigger and applies further constraints on selecting good
events to be stored on disk for future use. The L3T runs in parallel on 32 computer
nodes. The L3T takes data from the DCH and EMC and forms track and cluster objects.
These objects are passed through a series of filters designed to eliminate backgrounds
such as tracks not coming from the interaction region. Events which pass the L3T filters
are written to disk to be processed later. Figure 4.13 shows the L3T event display. This
display shows the raw tracks (red lines), EMC clusters (red towers) and activated trigger
lines (2E, EM*, etc...).

The L3 trigger creates composite objects from the fundamental EMT and DCT
objects. The trigger line definitions change over time, Figure 4.13 shows trigger lines used
on Oct 28, 2000. The naming conventions used by the L3 trigger are shown in Table 4.4.

Once an event passes both L1T and L3T and is written to tape, it is ready to be

processed in the next step: offline analysis.
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L30utL10pen pre
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L30OutBunch off
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Figure 4.13: L3 event display. The blue circles are track segments from the TSF boards.
The red lines label reconstructed charged tracks and the red towers show energy deposits

reported by the EMT.



Back-to-Back objects

| Object | Description | ¢ Cut |
B*,A* | back to back short, long tracks 124°
M*,G* | back to back M, G clusters 117°
E-M E and M clusters back to back 126°
DCT+EMT matching objects
BM B and M with matching phi < 27°
AM A and M with matching phi < 27°
A'M A’ and M with matching phi < 27°
Compound Trigger objects
A+ 1A & 1A
D2 2B & 1A
D2* B* & 1A
D2*+ | B* & 1A+
z* 2Z with loose back-to-back cut,
Z is any primitive
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Table 4.4: Trigger objects defined for the EMT and DCT. The IFT has a single object la-
belled U which indicates one or more tracks in the IFR.
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Chapter 5

Event Selection Description for

BY — D*¢/y Candidates

In this Chapter we will give a summary of the relevant steps of our event selec-

tion, and give a description of our MC simulation framework.

5.1 BaBarR Monte Carlo (MC) Description

As we will be showing results from BaBar MC in the following sections (and
throughout the rest of this work), it is useful to initially describe some details of the

BaBar MC simulation system.
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5.1.1 Generator Level MC - EvtGen

A program called EvtGen forms the kernel of the BaBar MC production system.
Events are generated with fully known initial beam momenta (for the incoming e*and
e~), and user inputs for the branching ratios to each decay mode. The four-momenta of
all outgoing particles are determined precisely, and there is no smearing involved, nor
any detector simulation whatsoever — these all come later as the EvtGen tracks are propa-
gated through the detector, as part of the full BaBar MC simulation. All input parameters
(such as the form factors) for the event generation are controlled, so this is a useful mini-
laboratory to test various features of the decaying system (such as the shape dependence
of the kinematic variables as a function of the form factors, as we will see later). How-
ever, no realistic acceptance or smearing studies can be done on EvtGen samples, since
they include no detector simulation.

Validation of EvtGen MC production vs. our fitting tools (RooFit) is shown in

Appendix C.

5.1.2 Full MC - Simulation Production 4

SP4 (Simulation Production iteration #4) is the fourth iteration of the current cy-
cle of the full BaBar MC , which exercises the full BaBar detector simulation and software
reconstruction chain. It begins with the EvtGen software package, described in Section
5.1.1. EvtGen forms the kernel event and particle generator for all BaBar MC production.

From here, SP4 uses the GEANT4 package to build a total simulation of each
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of the primary five BaBar subdetectors. This simulated detector then takes as inputs
the various charged and neutral particles and directions that EvtGen has determined
for a particular event. These are then swum through the detector simulation, and hits
and clusters are deposited in various subdetectors. These hits are then reconstructed
into individual tracks and neutral candidates, which the reconstruct software ultimately
builds into a single event.

In the case of our analysis we take this candidate D*/v event, and then as with
data, impose further cuts at various stages to distinguish and classify this event between
one that is most likely signal, and others that are more likely background.

SP4 used version 10 of the BaBar software framework (i.e., Release 10 process-
ing), which was the same software version used initially to process all data from Runs
1+2, 2000-2002. This is the version of the processed data that we use, so that we have
consistency between MC and data software reconstruction versions.

SP3 was the previous iteration of MC and was used in early stages of this anal-
ysis when it corresponded to the the version of the software being used for the data
reconstruction as well. The primary differences between SP3 and SP4 were in the detec-
tor model, which was much improved in the latter, and though some of the discussion
in places in this work refers to earlier tests done with SP3, all our ultimate results were
done only on SP4. However, since some of our earlier tables and figures were made with
SP3, we have left them in this work for comparison purposes, and labelled them clearly

when they were made with this earlier MC iteration.
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52 B'—-D*/v Event Selection

Now that we have seen a description of the BaBar MC system, and the relevant
components of the BaBar detector in Chapter 4, we turn our focus on how we recon-
struct a candidate B'— D*/v event from the various types of energy deposits left in the
detector.

After this, we summarize our final selection cuts.

5.2.1 Initial Data/MC Processing

We take for our analysis as inital input the common Data and MC ntuples used
also for the BaBar branching ratio and |V,;| measurements. These were made using the
DstarlnuUser package (see Section C.3 for more information on this package).

Our group further processed the common ntuples into “rtuples” (data format
readable by Root) and further refined and consolidated multiple rtuples into single large
rtuples for chunks of MC or data so that these sources could then be compared and ana-
lyzed by macros within the RooFit framework (we will describe later the final cuts made

at this level).

5.2.2 Decay Channels Considered

This analysis determines the three form factors involved in neutral B meson
semileptonic ( B’—D*/v ) decays. Because the neutrinos from this decay escape de-

tection and measurement, we are missing a powerful constraint which analysts of the
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hadronic B° decay channels can utilize to ensure that all the decay daughters add up to
a BY . As a result, the D*¢v channel requires very careful analysis of backgrounds and
errors.

The full decay chain we use in this analysis is B — D*ev , D* — D%r, and
DY — K—nt.

Earlier, work was done on three other decay modes of the D?: Kn 7%, K—ntrnt7n—,
and Kgmw. For larger statistics, future results will potentially include the former two
modes, however the events are relatively few and the backgrounds quite high in the last
mode so inclusion of this mode is not foreseen in the near future (particularly as higher
statistics will soon not be the limiting aspect on the total error for this analysis). How-
ever, some of our earlier tables and figures still include this mode, as well as the other
three modes, and we have left them in for comparison purposes as well.

The K—7™ mode is by far the cleanest mode in terms of signal to background ra-
tio of all the D decays (the K7 t7" and K77 "7~ modes have larger branching ratios
but also larger backgrounds due to higher combinatorics, and difficulty in reconstructing
the correct 7° with high photon backgrounds).

Even in the K~ 7+ mode with electrons only, we already have nearly 17 times
the number of events as in the previous CLEO analysis for the 2000-2002 BABAR dataset

alone.
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5.2.3 Data and MC Set

The data used for this analysis comes from “good runs” starting in 2000 and
ending in 2002. It correponds to 79 fb~! collected on the Y(4s) resonance which produced
approximately 85 x 10° B B-pairs. There are ~ 8.6 x 10 B — D*/v decays in this sample
of which we have reconstructed 16,061 using only the electron channel and the decay
mode D' — K7+,

About three times as much equivalent luminosity generic SP4 Monte Carlo data
was processed and used for validation studies and calibration, as well as a similar amount
of D° — K= mode signal MC. All available SP4 B°, BT, ¢ and signal Monte Carlo that
are reconstructed with Release 10 were processed. The exact number of events generated

in each mode for each year are shown below:

2001:
nB0B0:58,584,153
nBpBm:62,342,000
nCCbar:92,584,401

2002:
nBOBO0:35,714,948
nBpBm:34,371,142
nCCbar:27,615,188

2000:
nB0B0:29,461,186

nBpBm:30,748,192
nCChbar:41,332,550

We weight the number of charged B and ccbar events to the number of neutral
B’s, assuming that the cross-section at the 7°(4S) to charged and neutral B’s is the same,

and that the cross-section to ccbar events is in the ratio % (since the cross-section at the
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T (4S) peak for ete~—ce is 1.3 nb, and for e e~ —bb is 1.1 nb).

Adding up the number of B events and dividing cross-section we find that the

equivalent luminosity that these events correspond to is:

(2 X 58.6 + 2 x 35.7 + 2 x 29.5) * 10°/1.1nb ~ 225 b~ (5.1)

5.2.4 Backgrounds

Some of the most challenging aspects of this measurement are the complica-
tions due to various backgrounds to the reconstruction of a B — D*/v candidate. The
reconstruction is essentially a three step process. First the D candidate is found in one
of the four decay modes listed in Section 5.2.2. Then a slow pion candidate is added
to the DO to create a D* candidate and finally a lepton candidate is added to the D* to
create the B — D*/v candidate. The mass difference between the D* and D°, dm, is
just larger than the charged = mass and thus forms a very narrow peak when plotted
for reconstructed signal events. The combinatoric background forms a very broad side-
band in 0m, so this peak serves as a very powerful cut against backgrounds coming from
misreconstructed D° or D* candidates (see Figure 5.19 for a typical distribution).

Unfortunately, there is no such constraint for the final leg of the reconstruction.
The neutrino escapes detection and the ability to add up all the daughter energies to a to-
tal whose four-momentum is equal to that of the parent is lost. This manifests itself in the
analysis as the unavoidable ultimate presence of numerous backgrounds which involve

a good D* but a bad lepton candidate in the final step of reconstructing the B® — D*/v
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candidate.

We may categorize the main backgrounds into six types for this analysis:

e Combinatoric background: The D° is incorrectly reconstructed or the slow pion

candidate is, or both of them are, or either or both do not come from a real D*.

Cutting on D*-D° mass (dm) is effective at removing these backgrounds.

e Fake lepton: A real D* is combined with a hadron instead of a lepton. This back-
ground is minimized by requiring very tight lepton identification. Lepton fake rates

are well measured.

e Correlated lepton: A good D* combined with a secondary lepton from the same B°

or B~ parent. B or B~ — D*X, X — 1Y (X = e.g. another D* or D). Secondary
leptons have a softer momentum spectrum than primary leptons so that the lepton

momentum cut is effective against this background.

e Uncorrelated lepton: A good D* combined with lepton from opposite side B. B or

B~ — D*X, BYor Bt — Y. Several angular cuts are effective and help define a

control sample for estimating the size of this background.

e D** background: A charged B can decay into a D** which quickly decays into a D*

plus at least one slow pion. B* — D*lv + nmy,,. Though the cos 6 gy cut removes
some of this background, it is is difficult to tell this category apart from true signal
events and fully remove it, and some of it will remain in the final sample after all

cuts.
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e Continuum: A c¢ event can have one ¢ quark form a D* while the other hadronizes
into a state which decays semileptonically to create a lepton (cc — D*I.X; the other
continuum backgrounds (uds) are completely negligible and generally almost none
of them pass the final cuts). This background is very jetty, cuts on the D* momen-

tum and event topology are effective at suppressing it.

5.2.5 Reconstruction track lists

The particles that are actually observed in the BaBar detector are pions, elec-
trons, muons, kaons, protons and photons. All other particles are reconstructed from
these basic building blocks. These particles are detected as charged tracks or neutral
clusters, and they are grouped into the following lists depending on the quality and char-

acteristics of the track/cluster [26]:

e ChargedTracks: All reconstructed tracks from DCH or SVT. The pion mass hypothe-

sis is used for the dF'/dx deposition to reconstruct the tracks.
e GoodTracksVeryLoose: subset of ChargedTracks, must pass:

1. adistance of closest approach to the per-event beam spot of |[Az| < 10 cm, and

VAz2 + Ay? <15cm

2. a maximum track momentum measured in the lab frame of 10 Gev

3. aminimum number of DCH + SVT track hits > 5

e GoodTracksLoose: a subset of GoodTracks\VeryLoose, must pass:
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1. aminimum transverse momentum of 100 MeV/c

2. a minimum number of 12 track hits recorded in the DCH (out of a maximum

of 40 possible).
e GoodTracksTight: a subset of GoodTracksLoose, must pass:

1. a distance of closest approach to the per-event beam spot of |Az| < 3 cm, and
VAz2+ Ay? <lcm

2. a minimum number of 20 track hits recorded in the DCH
e GoodPhotonLoose

1. a minimum calorimeter energy of 30 MeV
2. aminimum number of EMC crystals hit > 0

3. LAT < 0.8 (LAT is an energy deposit shape variable, larger for hadrons than

for photons and electrons, see Section 5.2.7.2)
e GoodNeutralLoose

1. a minimum calorimeter energy of 30 MeV
2. aminimum number of EMC crystals hit > 0

3. no LAT cut

These lists serve as a pool of candidates for creating composite particles such as
the D. See Figure 5.1 for a comparison of several basic track-level quantities between

these various categories of tracks.



© © ©
[ [N w

tracks/isPhysicsEvent/100MeV

o

0

ChargedTracks O
GoodTracksVeryLooser?
GoodTracksLoose:
GoodTracksTight ' 2

@)

\\\‘\\L\

4

1 2 3

5

charged track momentum (GeV/c)

N
o. -
o 0.08- (©)
= B
c
S B
Lﬁ L
n 0.06— 0
ot £
0 - T
> ‘| :;.
= B ll -I
Q. 0.04— 1A
2 - o
~~
U) -
= i
Q B i
© 0.02— !
- - 1 JErD I
O L Ji.—:‘\-_-\ | ‘ | L1 | ‘ | | ‘ | | ﬂl
-1 -0.5 0 0.5
co¥

1

tracks/isPhysicsEvent/0.02

tracks/isPhysicsEvent/100MeV

78

o
~

.:
w
S S S S S S S S

©
(S

o
(=Y
LI

(b)

I \\‘\\\\‘L\\\

o
o

1 2 3 4 5
transverse momentum (GeV/c)

-1

-0.5 0 0.5 1

@

Figure 5.1: Distributions of (a) total momentum, (b) transverse momentum, (c) cosine of
polar angle, and (d) azimuthal angle (all measured in the lab frame) for the following
lists: ChargedTracks, GoodTracksVeryLoose, GoodTracksLoose, GoodTracksTight. The plots are
made from a typical run (number 12917), normalized to display tracks/event/bin. The
tagbit (see Section 5.2.8) used for generating these plots is called isPhysics, this is a very
loose tagbit which essentially only requires an event to have more than two charged
tracks to remove eTe™ and T~ events [26].
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5.2.6 Composition Tools

Two packages named CompositionTools and CompositionSequences form a tool
set that create all the lists of composite particles required for this analysis. Composition-
Tools is a set of generic particle finders which accept input lists of charged tracks, neutral
tracks and/or composites and then, along with a set of loose kinematic cut parameters,
they produce an output list of a particular composite particle. For example, the D* finder
requires a list of D° candidates plus a list of charged tracks. The output of this finder is a
list of D* candidates made from the input candidates. CompositionSequences provides a
predefined set of input lists and parameters for CompositionTools that most members of
the BaBar Collaboration find useful. This allows for a certain amount of uniformity and
reduced redundancy between the efforts of various analysis groups.

The following composites and decay channels are used for this analysis [1] (the

DY decay modes to Knnm and K7n® are not currently used, but are given for reference

purposes):

Decay Mode Particle Mass Branching

fraction
0 — Ay 134.977 MeV/c?>  98.798 %
Ks — ntn™ | 497.672 MeV/c? 68.61 %
D — Krn 1864.5 MeV/c? 3.83%
D’ — Krnm 1864.5 MeV/c? 7.49 %
DY — Km0 1864.5 MeV/c? 13.9 %
D* — D 2010.0 MeV/c? 67.7 %
BY — D*tv 5279.4 MeV/c? 4.6 %

Table 5.1: Composite particles used in this analysis, provided by CompositionTools.
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The ¥ candidate list is created by combining two particles from the GoodPho-

tonLoose list which satisfy the following requirements:

1. the sum of the two photon energies must be larger than 200 MeV

2. the photon pair invariant mass must be in the range of 90-170 MeV/c?

Photon pairs which pass these cuts form the piOLoose list. This list is refitted
using the 7% mass as a constraint to create the piODefaultMass list. The 7% mass constraint
improves the energy resolution, the Default list is the one used in this analysis.

The DY candidates are reconstructed in four different modes and collected into
a single DOLoose list. The kaon is selected from the GoodTracksLoose list. The pion candi-
dates are taken from the GoodTracksVeryLoose or piODefaultMass list. The following cuts

are applied around the nominal (PDG) D mass:
e DY — K a D mass window of £90 MeV/c?.
e D — Krrr: a DY mass window of 490 MeV/c?.
e D’ — K7r% a D° mass window of £160 MeV/c2.

The D* candidate list, DstarNeutralDLoose, is created by combining a member
of the DOLoose list with a slow pion candidate from the GoodTracksVeryLoose list. The
DstarNeutralDLoose candidate must meet the following requirements (the CM frame for
these purposes is generally the 7°(4S) frame, as the B has so little momentum in this

frame that its effects on its daughters for loose cut purposes are small):
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1. fall within a D* mass window of 4500 MeV/c? around the nominal D* mass.
2. fall within a mass window of 130-170 MeV/¢? for the D*-D° mass difference.
3. have a maximum momentum of 450 MeV/c in the CM frame for the slow pion.

D* candidates where the D° decays into a charged kaon are called “Right Sign”
if the slow pion and kaon have the expected charge correlation (K +, 7~ or K—, = ). Can-
didates not meeting this expectation are called “Wrong Sign” candidates and are dis-
carded from the DstarNeutralDLoose list.

The final D*¢v candidate is created by combining the DstarNeutralDLoose list
with a lepton candidate from GoodTracksLoose list. The lepton candidates are required to
have a minimum momentum of 0.8 GeV/c in the CM frame, and “Wrong Sign” combina-

tions of the lepton and slow pion are rejected.

5.2.7 Particle Identification

The types of particles actually directly detected and used by this analysis are
K+, e*, o (for the extra D modes discussed in Section 5.2.2, +’s from 7% decays would
also be used, as would p’s for the B— D*urv mode, of course). Various measured quan-
tities are used to estimate the likelihood of one particular particle hypothesis or another.
These likelihoods can then be used to reduce the combinatoric backgrounds generated
by using incorrect particle types during reconstruction.

Particle Identification (particle ID, or just PID) uses the energy loss per distance

traveled (d£/dx) in the SVT and DCH, shower shape information from the EMC plus
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Cerenkov light detected in the DIRC to formulate the particle ID hypothesis. The likeli-

hood for each type of particle species is determined and made availible in the form of a
bitmap which represents a hierarchy of probabilities. PID is most important for particles
which are less likely (i.e. not pions) since these particles impact the combinatoric back-

ground most heavily. This analysis makes use of particle ID in several different ways:
1. Kaon particle ID is used to reduce combinatorics while reconstructing D’s.
2. Lepton particle ID is used to reduce background events while reconstructing D */v.

3. In Chapter 8, particle ID correction tables are used to estimate the systematic error

due to incorrect determination of the particle type of a given track.

5.2.7.1 Kaon Particle ID

Kaon particle ID is based on information from the DCH, SVT, and DIRC. The
dFE /dz information provided by the SVT yields better than a 20 separation between kaons
and pions up to a particle momentum of about 0.6 GeV/¢, and up to 0.7 GeV/c for the
DCH. For particle momentum above 1.5 GeV/c the DCH once again gives a better than
20 separation due to relativistic rise [30] (see Figure 4.7 for a plot of DCH dE/dx).

The DIRC provides a measurement of the Cerenkov angle and the number of
photons arriving for each charged particle passing through the quartz bars of the DIRC.
For particles with momentum > mass/v/n? — 1, where n is the index of refraction for
quartz, Cerenkov light will be emitted. The number of photons produced for a fixed par-

ticle path follow Poissonian statistics with a central value which depends on the particle
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type, charge, momentum, polar angle and bar number. The particle momentum, individ-
ual photon Cerenkov angle, number of photons and photon arrival time are all combined
in a simultaneous fit to calculate the Cerenkov angle of the charged track and the kaon
likelihood [30].

Figure 5.2 shows the distribution of Cerenkov angle vs momentum and the
kaon/pion separation achieved by the DIRC. The figure on the right hand side is based
on the resolution of pions from a D* control sample. The 2.5¢ separation is slightly opti-
mistic, though if both kaon and pion resolutions are measured the separation is approxi-
mately 20 at 4 GeV/c momentum. [30]

Kaon particle ID is available to all analyses in the form of a bitmap with the

following levels:

Very Tight: designed to keep misidentification rates below 2% up to 4 GeV/c.

Tight: designed to keep misidentification rates below 5% up to 4 GeV/c.

Loose: designed to keep misidentification rates below 7% up to 4 GeV/c.

Very Loose: designed to to be highly effcient for kaons.

e Not a Pion: designed to maximize kaon efficiency while rejecting pions.

5.2.7.2 Electron Particle ID

Electron particle ID makes use of information from the DCH, DIRC and EMC.

The DCH once again provides dE/dz vs. momentum information. The dE/dx for a elec-
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trons is peaked (in arbitrary units) at ~650 with a width o ~50. The DIRC provides
information which is used only by the very tight selector. The number of measured pho-
tons should be greater than 10 and the measured Cerenkov angle is required to be within
30 of the electron mass hypothesis. The EMC provides five measured quantities used in

electron particle ID:

e Lateral energy distribution (LAT): This is one of two shower shape variables, de-

fined as so:

> iy Bir
LAT = Zn EAT2; E17”2 —|—E27“2’ El Z E2 Z Z En (52)
=3 1" q 0 0

where o =5 cm, the average distance between EMC crystal fronts, r; is the distance
between the i*h crystal and the shower center, E; is the energy deposited in the i*"

crystal and the sum is over all crystals in the shower.

LAT is essentially a normalized weighted sum of all energy deposited in EMC crys-
tals by a shower excluding the two largest crystal deposits. Electromagnetic show-
ers (those from electrons or photons) deposit most of their energy in one or two
crystals, with a small amount of leakage into adjacent crystals, so LAT is expected

to be smaller for electromagnetic showers than hadronic showers [29].

e Zernike moments (A,,,): This is the other shower shape variable used, which ex-
ploits the fact that hadronic showers tend to be more irregular than electromag-

netic showers. An expansion in angular moments can exploit this fact, and these
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moments are defined as follows:

" EZ r; —imad;
Apm = Z Efnm <R_O> e <Z5z’ Ry =15cm (53)
ri<Ro
(n—m)/2

_ (—1)*(n — s)lpp—>
Jum(p) = Z sl((n+m)/2 —s)((n—m)/2 — s)!

s=0

(5.4)

where n,m>0, n-m even and m<n. Again F; is the energy deposited in the i'h
crystal and r; is the distance from that crystal to the shower center. A number of
Zernike moments have been investigated, but the most useful one and only one

currently used is the A4, moment [29].

e E/p: The measurement of energy deposited in the calorimeter divided by the as-
sociated track momentum is an excellent means of identifying electrons. When an
electron enters the calorimeter, it will produce an electromagnetic shower consist-
ing of photon and e, e~ pairs, which deposit the energy of the original electron
in the calorimeter. An ideal calorimeter will have E/p = 1 for an electron. Various
resolution effects and shower leakage will smear this distribution in a real calorime-
ter. The value of E/p could even be quite a bit higher than unity if bremsstrahlung
photons enter the shower, since the measured track momentum will be smaller due
to the bremsstrahlung, but the deposited energy will remain the same (the EMC

crystals absorb nearly all energy from electrons and photons equivalently).

Muons will deposit energy in the calorimeter as a single ionizing particle and gen-
erally exit the calorimeter only depositing a fraction of their total energy in it.

Hadrons sometimes interact in the calorimeter, and sometimes pass through like
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a muon, but they rarely deposit all their energy as an electron or photon does [10].

e Track-Bump separation: The path of an associated charged track is extrapolated to
the front of the calorimeter and the angular position (¢ gys¢) is recorded. The angu-
lar position of the shower cluster (¢ ..ster) 1S also recorded. Since electromagnetic
showers begin quickly as soon as particles enter the crystals, these two positions
should be very close for these types of particles. Hadronic showers tend to develop

later and thus the track-bump separation tends to be larger. Thus,

A¢ = q- (PEMC — Petuster), q = charge of particle (5.5)

can be used to discriminate between electrons and hadrons.

e Number of Crystals: The total number of crystals hit during a shower should be

larger than two to guard against spurious background noise.

The various levels of electron particle ID are summarized in Table 5.2.

Category | dE/dz Nerystal E/p LAT Ay A¢ DIRC
noCal 540 ... 860

veryLoose | 500 ... 1000 3 050..50 -10..10 -10..10 no no
loose 500 ... 1000 3 0.65..50 -10..10 -10..10 no no
tight 500 ... 1000 3 075..13 0..06 -10..10 no no
veryTight | 540 ... 860 3 089..12 0..06 -10..0.11 yes yes

Table 5.2: Electron particle ID category requirements (the A¢ and DIRC columns indicate
whether these variables are used for the given category).



87

5.2.7.3 Muon Particle ID

Muon particle ID primarily makes use of information from the IFR. The follow-

ing list describes measured quantities provided by the IFR:

Np. The number of IFR layers hit in a cluster.

A: The number of interaction lengths traversed by the track. This is estimated using

the track extrapolated into the IFR to the last layer hit.

AX: The number of interaction lengths expected to be traversed by a muon is cal-

culated, then the quantity AX = Acypected — A IS Calculated.

T.: This represents the continuity of a track in a cluster. It is defined as T, =
N /(Last Layer number - First Layer number). A perfectly continuous track will

have T, = 1 while a track with only sporadic hits will have 7, < 1.

m. The average multiplicity of hit strips per layer.

o The standard deviation of m.

X2 .. The x2/d.o.f. of the IFR hit strips with respect to the track extrapolation.

X7 The x*/d.o.f. of the IFR hit strips with respect to a third order polynomial fit

of the cluster.

The amount of energy deposited in the EMC (FE ;) is recorded if available. Only

the Minimum lonizing category requires there to be a value for E;, all other categories
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drop the E.; cut if there is no EMC information. Muon particle ID levels are summarized

in Table 5.3.
Category Ea N> | AA<[A> [ T> [ m< | om<|Xoh < | Xju <
Min. lonizing | 0...0.5 - - - - - - - -
VeryLoose 0..05 1 2.5 20 | 01 10 6 - -
Loose 0..05 1 2.0 20 | 0.2 10 6 7 4
Tight 0.05..04 1 2.0 22 | 03 8 4 5 3
VeryTight 0.05..04 1 2.0 22 | 0.34 8 4 5 3

Table 5.3: Muon particle ID category requirements.
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5.2.8 Tagbit selection

Tagbit selection is an important process used to limit the total number of events
an analysis needs to look at from the BaBar dataset. The tagbit essentially acts as a flag
which indicates that a particular event has already passed a certain number of cuts. If
a particular analysis uses cuts which are all as tight or tighter than a given tagbit, the
analysis can save a considerable amount of computer processing time by choosing to
only look at events which have that tagbit set.

All events which pass the L3 trigger are processed offline to reconstruct in de-
tail all the tracks and clusters present in each accepted event. At this time Composition
Tools is run and various particle candidates of varying quality are created. Tagbit code
uses these lists and tightens cuts made in order to reduce the number of combinatoric
candidates while retaining good candidates. If at least one acceptable candidate remains
in the event after this tightening process, a tagbit is set 'on’ for this event. In the case of

D*tv, there are five tagbits of interest to us generated during the offline processing:

BOToDstarlnulLoose

BOToDstarlnuTight

BOToDstarlnuVTightElec - “very tight electron sample”

BOToDstarlnuVTightMuon - “very tight muon sample”

The very tight electron and muon tagbits represent our signal sample. The first

two tagbits are looser versions of our signal and control sample tagbits, and they are
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maintained in case disaster strikes and it is discovered that the last two tagbits are some-
how too aggressive. The tight or loose tagbit could be used instead of the very tight
tagbits if such a problem arose. The following lists show the additional constraints that

each tagbit imposes.

e BOToDstarlnuLoose
This combines D*/v candidates from the DstarAllLoosePID list and lepton candi-
dates (with no lepton identification applied) with p; > 0.8 GeV/c from the Good-
TracksTight list. The following D° decay modes are used: K 7t , K ntatn—,

Krtn%and KgnT 7~ . The selection criteria are:

— 72 is fit with mass constraint.

— Candidates with K=t , K 7t7xT7— and Kxt7x° modes are taken from the

DstarChrgKLoosePID list with:
* DY from the DOChrgKLoosePID list within 90 MeV/c? mass window,
« right and wrong sign combinations.

The charged kaon is required to pass the SMSnotAPion selector.

Slow 7 from the GoodTracksVeryLoose list.

= Prao. < 450 MeV/e.

Raw D* mass within 500 MeV/c? of nominal.

130 MeV/c? < m(D*) —m(D) < 170 MeV/c?, with mass-constraint DV .
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e BOToDstarlnuTight

A refinement of the BOToDstarlnulLoose list with additional cuts:
- pf > 1.0 GeV/e,

— D" mass window narrowed to +£40 MeV/c? for K7+, K-~ ntrTn~and Kgnt 7~

modes, and £70 MeV/c? for K7+ 7% mode,
- pb >50 MeV/e,
- 0.5 GeV/e < p*(D*) < 2.5 GeV/e.
e BOToDstarlnuVTightElec
A refinement of the BOToDstarlnuTight list with additional cuts:
- pf > 1.2 GeV/e,

— D" mass window narrowed to +£20 MeV/c? for K—n+, K-~ ntrTn~and Kgnt 7~

modes, and to 4+-35 MeV/c? for K7+t 7% mode,

— lepton candidate must pass very tight electron ID.

e BOToDstarlnuVTightMuon
Same as BOToDstarlnuVTightElec except that lepton candidate must pass very tight

muon ID.

5.2.9 Analysis Cuts

In this section we describe all the variables and cuts used in selecting B® — D*/v

events. The presentation of the cuts is organized to follow the logical progression of first
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creating the D° composite, then the D* and finally the D*| candidate. In many cases, a
cut on a certain quantity is made several times at different points (during the tagbit cre-
ation, ntuple production, ascii file production, final cut selection), generally in increasing
level of tightness. The plots in this section show the effect of the final cuts on a sample.
In order to show the full range of cuts performed on the data sample, two dif-

ferent data sets were created:

e No-Tagbit data: A sample roughly equivalent to 1 fb—! of generic data (B°B° +
BTB~ + cc Monte Carlo events) was produced by which contains only the cuts
imposed by Composition Tools and a lepton momentum cut of 0.8 GeV/c. This rep-
resents essentially the loosest cuts that can be applied. The momentum cut could be
relaxed further but this adds very few signal events while introducing an extremely
large number of combinatorics to the D* -lepton list. The purpose of this sample is
to study the effects of cuts applied to D and D* candidates, which cannot be done

when events are selected with tight tagbits.

e Control Sample: Thisis an approximately 9 fb—! sample of unfiltered B°B’, B+ B~
and cc events made in the proper ratios (as in Section 5.2.3). All D and D* cuts plus
a 1.2 GeV/c lepton momentum cut have been applied to all events. This sample is

useful for studying the cuts used to further refine the D *¢v candidate list.

The great utility of Monte Carlo data is that the underlying decay is known ex-
actly. A one-to-one correspondence can generally be created between detected tracks and

Monte Carlo truth tracks. When a detected track has a corresponding Monte Carlo truth
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track, the tracks are called “MC-matched”. The Monte Carlo truth matching algorithm
used by BaBar is extremely efficient for correctly matching charged tracks with a Monte
Carlo truth partner, though the same is not true for neutral tracks.

Neutral tracks are much harder to match since there is considerably less infor-
mation gathered on neutral tracks. The primary detector for neutrals is the EMC while
charged tracks can leave information in the SVT, DCH, DIRC, EMC and even the IFR for
muons and the neutral K; particles. This weakness fortunately has very little effect on
this analysis. The only possible problem occurs in the D° — Kr7" mode, but there exist
enough information in the parent D° and charged daughters to overcome any possible
problems in MC matching. The neutrino is of course never MC-matched since it is never

detected.

529.1 D°Cuts

The first composite particle created is the D°. The summary of the cuts on the

DY described below is shown in Table 5.4.

DO cut Kn Knnm Krm? Kgnmm

Mass cut(1864.5 MeV/c?) || £17Mev | £17 MeV/c? +34 MeV/c? +17 MeV/c?
DY vertex 0.001 0.001 0.001 0.001

Kaon particle ID Not A Pion Tight Tight none

Dalitz cut 0.1 0.1

Kg, ¥ vertex 0.01 0.01

Ks , 7% mass cut 134.977+15.75 MeV/c? | 497.672+15 MeV/c?

Table 5.4: Summary of DY cuts.
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The first cut made on the D° candidates is a mass cut. Figure 5.3 shows the D°
masses for all candidates in red, the blue plot indicates D°’s which are matched to a real
Monte Carlo D°, and the black dotted lines show the value of the final D° mass cut value,
a list of all cut values is complied in the final cut section.

The quality of the vertex fit is also used to remove background events. The
x? and degrees of freedom of the fit are converted into a probability and events with a
probability of the D° daughters vertexing to a common point being less then 0.001 are
rejected, see Figure 5.4. Tight Kaon particle ID also is used to eliminate combinatoric
D%s inthe D — Kznrrand D° — K7r® modes. NotAPion Kaon particle ID is used in
the D° — K7 mode, since it is already very clean. Kaon particle 1D is not available for
the Kg mode. Figure 5.5 shows the number of events eliminated by the Kaon particle
ID cut while Figure 5.6 shows the number of MC matched events lost due to this cut.

The decay mode D° — Kz7¥ includes a 7° daughter and has has extra back-
grounds produced by these neutral particles. The D — Kzz® decay has several res-
onance states which contribute to the decay. The most important resonance is D° —
K=p*, but the DY — K*~7t and D° — K*97% are also significant. The Dalitz plot
densities are calculated with the three-body decay kinematic variables, m%(,ﬁ, m%(_ﬂo,
m%_ﬂﬂo. The Dalitz plot distribution at generator level and contours is shown in Fig-
ure 5.7. This distribution is then convoluted with mﬁ(,ﬁ and mﬁ(,ﬂo resolution functions
to produce the final density plot. The plot is normalized such that the largest value pos-

sible is unity. Events with a value outside the 0.1 contour are rejected.
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Figure 5.8 shows the mass distributions for the 7° (and Kg , for the no longer
used DY — Kgmm mode).

Finally, the 7° also has a pseudo-vertex from its photon daughters, see Figure 5.9
(not a true vertex, this is actually a kinematic fit, as the photons leave no tracks in the
SVT or DCH, but their trajectories are traced back to near the interaction point from their
directions as obtained by their cluster hits in the EMC).

In sum, these cuts significantly reduce the number of combinatoric D%’s while

retaining the majority of good candidates.
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Figure 5.3: A plot of DY masses for all D° candidates (red dashed) and MC matched
candidates (solid blue) for the four DY decay modes. The final cut values are shown by

the black vertical lines.
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Figure 5.4: Top: Plots of D vertex probabilities for all D° candidates (left) and MC
matched candidates (right). Bottom left: This plot shows the effect of the DOVtx cut on
all events - the red dashed curve is all events while the solid blue curve is events passing
the D vertex cut. Bottom right: This shows the effect of the cut on MC-matched events.
The red dashed curve is all MC-matched events before the cut, the solid blue curve is
MC-matched events after the cut.
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Figure 5.5: The effect of applying Kaon ID to the the D samples. The red dashed curve
shows all events, the solid blue curve is all events which pass Kaon ID. The K7 mode
uses the “not a pion” requirement which has virtually no effect at all, the K 7 77~
(left) and K7+ 7° (right) modes use the “tight kaon” particle 1D, these two modes are
shown above.
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Figure 5.6: The effect of applying Kaon ID to the the D samples on MC-matched events.
The red dashed curve shows all MC-matched events, the solid blue curve shows the MC-
matched events remaining after the Kaon ID cut (X ~7t7t7~ mode (left) and K7nt7°
mode (right)).
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Figure 5.7: Top: D° — K Dalitz distribution at the generator level without convolving
the distribution with resolution functions. Bottom: The region which falls inside the
typical cut based region of |m(7"7~) — m(p)| <250 MeV/c? and |cosf}, .| >0.4 in the
7T~ rest frame.
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matched events.
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Figure 5.9: Top: The left plot shows all 7° events, the right plot shows all MC-matched
70 events. The vertex cut applied on =¥ is prob(x?)>0.01 (the first bin on both plots).
Bottom left: shows all events (red dashed) and events passing the vertex cut (solid blue).
Bottom right: the red dashed curve is all MC-matched 7° events, the solid blue curve is
all MC-matched events which pass the vertex cut.
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5.29.2 D*Cuts

This stage of reconstruction involves adding a single charged particle from the
GoodTracksVeryLoose list to the D candidate. Since the DY mass plus = mass almost add
up to the D* mass (D* mass - D” mass - 7 mass ~ 5 MeV/c?), the D° and 7 are produced
nearly at rest in the D* frame. The D" and 7 have almost the exact same velocity as the
parent D* which means that the DY and = split the parent momentum in the same ratio
as the ratio of their masses (1865/139~13). Thus the 7 will have a small momentum in
the lab frame, which is where the label “slow pion” comes from.

There are two quality cuts made to improve the purity of the D* sample. The
first is a cut of 50 MeV/c on the minimum transverse momentum of the slow pion, as
shown in Figure 5.10. The second is a cut on the D* momentum in the center of mass
frame, shown in Figure 5.11. The lower cut of 0.5 GeV/c is close to the kinematic lower
limit for good D*’s, the 2.5 GeV/c upper limit cuts out events which have a good D* but

those not coming from BY — D*/v .
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Figure 5.10: Left: the momentum distribution of the slow pion. The red dashed curve
represents all D* candidate, the solid blue curve is MC-matched D*’s. Right: Same as
figure on the left except the slow pion candidate is required to have at least 5 DCH hits.
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Figure 5.11: The momentum of the D* in the center of mass reference frame. The red dot-
ted curve represents all D* candidates, the blue dashed curve is all MC-matched D* can-
didates while the solid green curve shows all MC-matched D*/v candidates (this shows
especially the effectiveness of the upper limit cut).
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5.29.3 D*/v Cuts

In addition to the standard vertex probability and momentum spectrum vari-
ables (for the D*¢ and lepton, respectively), there are several new variables at this stage

which help improve the quality of the signal sample:

e Thrust: The angle, 01,4, is the angle between the thrust axis of the D*| candidate
and the thrust axis of the rest of the event. Continuum background events tend to

be very jetty and have a | cos 04,,s¢| Close to one.

e cosflp p~; (also called cos fgy): The cosine of the angle between the B direction and
the D* + lepton. This angle comes from using the 4-vector equation Pz = Pp«;+P,.

If the Pp+; term is subtracted from both sides then both sides squared yields:

0 =m% +mbe; — 2(EgEp« — |plIpp+i|costp p+) (5.6)

QEBED*I — sz — m%*l
2|pslIppHl

(5.7)

costip p+ =

Since each term is either known ahead of time (mp from the PDG, Ep, pg from
beam information) or measured (mp+;, pp+;) this angle should only take on physical

values (|cosfp p+;| <1). Due to resolution effects the actual cut taken is |cosf g p+;| <1.2.

e C0SOp+;: Though this cut is not used in our analysis because it would cut out too
many events close to w = 1 (nearly stationary D* ) which are important for slope
extrapolation in form factor and |V,,| measurements, we still describe it here be-

cause it is a commonly used cut variable in other D*/v analyses.
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The angle between the D* and lepton candidate is termed cosf p-;. Because the B is
a spin zero particle the total spin of the D* + ¢+ v system must be zero. Because the
D* is spin 1, the lepton-neutrino system will try to align its spin angular momentum
to cancel the total angular momentum projected on the decay axis. With the helicity
of a neutrino being fixed (i.e., left-handed neutrinos, right handed anti-neutrinos),
the lepton tends to come out back-to-back from the D* with a harder spectrum than
the neutrino. A number of backgrounds will have the same topology: ccbar events
will have a D* and lepton essentially back to back as will fake lepton events (B
two body decay). However, the one type of background this cut would be effective
against if used is the uncorrelated lepton (from the opposite-side B), which has a

flat distribution in cosf p-; before the cosf g p-; cut is made.

To summarize, good D* and D*/v candidates are required to pass the cuts

shown in Table 5.5.

D* cut Cut value

Slow pion momentum 0.05< p < 0.45 GeV/c
Momentum of D* 0.5 < pp. <25 GeV/c

D*/v cut

D*{v vertex probability 0.01

B ton 1.2 GeV/c

Lepton particle ID Very Tight electron or muon particle ID
Thrust cut |COSOpyst| < 0.85

COSQB,D*Z -1.2< COSQB,D*Z <12

Table 5.5: Summary of D* and D*/v cuts.
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The first three plots of this subsection (D*/¢ vertex, p; spectrum,/ ID) use the spe-
cial 1 fb~! sample (see Section 5.2.9 for the description of this sample) with all D? and D*
cuts applied, the remaining plots show variables which are not affected by DstarlnuUser
ntuple level cuts, which means that the ~ 9 fb~! control sample can be used to show the
effect of the remaining cuts.

Figure 5.12 shows the vertex cut applied to the D*/v vertex and its effect on
combinatoric backgrounds.

Figure 5.13 shows the center of mass momentum of the lepton candidate for all
D*¢v candidates and for the MC-matched D*/v candidates. This cut is very effective at
not only removing large combinatorics, but also removing cascade or secondary leptons
which are real leptons with a softer spectrum than primary leptons.

Figure 5.14 shows the impact of using very tight lepton particle ID. This cut
removes large amounts of background while retaining most of the MC-matched candi-
dates.

Figure 5.15 is made from the ~9 fb~! generic+cchar sample with all Dstarlnu-
User cuts (everything up to this point) applied. The plots also contain a cut on the D* -
DY mass of 0.1454+0.0025 GeV/c?, which is the signal region in D* - DY mass space. The
rest of the plots in this section (Figures 5.16 and 5.17) are made with the DstarlnuUser

cuts, the D* - DY mass window cut and a cut of |c0s6,,,s¢| <0.85.
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Figure 5.12: The vertex quality cut applied to the D*| vertex. Top: The left plot represents
all events while the right plot corresponds to MC matched events. Bottom: These are dm
plots. The left shows all events (red dashed) and events passing the cut (solid blue) while
the right shows MC-matched events (red dashed) and MC-matched events passing the
vertex cut (solid blue).
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Figure 5.13: The momentum of the lepton candidate in the center of mass frame. The red
dashed curve shows all candidates while the solid blue curve shows MC-matched D*/v
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Figure 5.14: Left: the red dashed curve shows all events while the solid blue curve shows
all events passing the good lepton cut (i.e., passes very tight lepton ID). Right: These are
om plots. The red dashed curve shows all MC-matched events and the solid blue curve
shows all MC-matched events passing the good lepton cut.
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Figure 5.15. The distribution of the thrust variable broken down by different types of
backgrounds. Upper left: the black dashed line (topmost line) shows the thrust distribu-
tion after all D° and D* cuts have been made (including the D* - DY mass cut). The solid
blue line shows MC-matched D*/v events, the red dashed (lowest line) shows the combi-
natoric background (it is modest because of the mass cut). The other plots show the ccbar,
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lepton and charged B plots.



112

1800

3 Flip Lepton (Green/d
1600 Signal (Blue/dash)
All (Black/solid)

1400

1200

1000

800

600

400

200

et L e L

0
-10 8 6 4 -2 0 2 4 6 8 10

Figure 5.16: A plot of cosfg p- for all events, MC-matched D*/v signal events and
flipped lepton events (i.e. a real D* from one B and a real lepton from the other), af-
ter all cuts except for this one (cosf g p+;).
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5.2.10 Cut efficiency

This section provides a running count of how many events are removed, both
signal and background, as a result of various cuts applied to the no-tagbit sample. Be-
cause this study was done with all four D modes, we have left them in for comparison
purposes.

The cuts considered are the D cuts, D* cuts and the D*/v cuts. Tables 5.8
and 5.9 show the statistics for each level of applied cuts (these numbers are only meant to
be schematic, as they include cuts such as cos 8 p«, which we do not make in this analysis,
and which modify the final results, but only slightly).

The branching fractions (BF’s) used by BaBar Monte Carlo do not always match
the PDG [1] values, particularly for modes with branching fractions given only as upper
limits. The Monte Carlo generator requires that all the branching fractions add to one,
thus some fractions are scaled to meet this requirement. These fractions can change from
software release (i.e., version) to release, Table 5.6 shows the exact numbers used for this
batch of Monte Carlo data (again, the D° decay modes to Krrm, Knr?, andK g are not
used in this analysis, but are given for reference purposes, as are the 7° and Kg BF’s):

The numbers given in Table 5.6 indicate that 2.06% of the generic B°’s will decay
into one of the four decay chains used for the study of this section (we would find just
0.6% decaying into the D — K7 mode of the analysis). The no-tagbit sample has exactly
512,000 generic BB’ events, which should yield 21,075+145 MC-matched events for all

four DY modes (an extra factor of 2 is included since either B° could decay as D*¢v). The
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Decay Mode | Branching fraction
70 — vy 98.80 %

Kg —ntn™ 68.61 %

DY — Krn 3.83%

D’ — Knrm 7.49 %

DY — Km0 139 %

DY - Kenm 2.7 %

D* — DO 68.3 %

BY — D*tv 56 %

Table 5.6: Branching fractions used by EvtGen (release 8.8.0c-physics-1).

actual number found in the no-tagbit sample is 4719 (22.4% of total yield). The differ-
ence is due to events falling outside detector acceptance, track inefficiency (especially the

slow pion) and the unavoidable lepton momentum cut at 0.8 GeV/c. The efficiencies are

calculated in Tables 5.7, 5.8 and 5.9.

Decay | MC truth  Actual acceptance
Mode | expected events fraction
K 3000 1177 39.2%
Krrm 5867 1378 23.5%
K0 10757 1827 17.0%
Kgrm 1451 337 23.2%
Total 21075 4719 22.4%

Table 5.7: Calculating the product of detector acceptance, track efficiency and Composi-
tion Tools cuts efficiencies, by decay mode.

Figures 5.18, 5.19, and 5.20 show the amount of signal and background events
left after various cuts. Figure 5.21 shows the total number of MC-matched D*/v events
prior to any cuts and the amount remaining after all cuts have been applied. All the plots

in this section have been made with the special 1 fb—! sample (see Section 5.2.9).
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No Cuts DY Cuts
Decay | signal back sigeff S/B | signal back sigeff S/B
Mode | events events events events

Kr 1177 26,653  39.2% 0.044 | 1050 14,587 35.0% 0.072
Knmm | 1378 406,127  23.5% 0.003 | 1010 58,176 17.2% 0.017
Krr® | 1827 604,501 17.0% 0.003 | 823 30,137 7.7%  0.027

Kgnm 337 317,065 23.2% 0.001 61 4,455 4.2% 0.014
Total 4719 1,354,346 22.4% 0.003 | 2944 106,355 14.0% 0.028

\ \ D* Cuts \ D*{v Cuts |
Kmn 1041 10,738 34.7% 0.097 373 170 12.4% 2.194
Krrm | 1004 48,665 17.1% 0.021 383 842 6.5% 0.455
Kb 813 24,056 7.6% 0.034 314 492 2.9% 0.638
Kgnm 59 3,815 41% 0.015 28 43 1.9% 0.651

Total 2917 87,274  13.8% 0.033 | 1098 1,547 52% 0.229

Table 5.8: Summary of no cut, D° cut, D* cut and D*/¢v cut efficiency. This table list the
number of signal and background events remaining after the associated cuts have been
applied. Note that there is no D* - D° cut applied (see next table for that cut).

D*{v Cuts + D*-D” mass cut(+2.5 MeV/c?)

Decay | MC truth Within signal bkgd sigeff S/B

Mode | expected acceptance events events

K 3000 1177 354 67 11.8% 5.28

Krrm 5867 1378 363 190 6.2% 191

Krrd 10757 1827 306 199 28% 154
Kgnm 1451 337 27 9 1.9%  3.00
Total 21075 4719 1050 465 50% 2.258

Table 5.9: Summary of no cut, D° cut, D* cut and D*/v cut efficiency. This table list the
number of signal and background events remaining after the associated cuts have been
applied. Note that there is no D* - D° cut applied (see next table for that cut).



117

[D*-DO mass - kpi | [ D*-DO mass - k3pi |
4500F C
4000 ‘ 12000:‘
C I L !
r N L L o
3500;_ ! 10000 N I
3000 N r ST g
E (. | - |
- | 8oooF ]
2500 ] i : ;
C ! | - ! |
2000 i | 6000 -
E L I !
L | |
1500 v ro- -
E 40001~ |
1000F - R g
r A 2000 D G
50OF ! i e i R
:‘IJ;»TI'”: ‘”"I-I—L—I—,I [N BN A |7|77rr|‘ -“»|xrg‘;i:—;—||—'—|l-;;'|"’|”l"r'r'r'|'|'|—1w|~|—++++rlr|r|,|,|,| 1111
0.14 0.145 0.15 0.155 0.16 0.165 0.17 0.175 0.14 0.145 0.15 0.155 0.16 0.165 0.17 0.175
[ D*-D0 mass - kpipiO [ D*-DO mass - kspi |
20000F 9000
18000 8000F- [
1600 - 7000 ) :
14000F o - 6000 |
12000F L s K "
F | 5000 | 1
10000F ] E -
con " 4000F | !
8000 i ! Eor |
S ‘ 3000F |
6000F - - F :
w00 : 2000} g
2000F s 1000f+ .
:Ji‘rl“r‘lr‘l._l—rr'—lLl_Ll I‘VIVVIV‘;lVI”I'I"'I”I"I”I“['I'i'|'l"l”lrlrl,| 1111 :JI 11 Jw'LiI“‘fi;i"l'—l I,I 11 1 I 1111 I 1111 I 1111 I 1111
0.14 0.145 0.15 0.155 0.16 0.165 0.17 0.175 0.14 0.145 0.15 0.155 0.16 0.165 0.17 0.175

Figure 5.18: The red dashed curve shows all D*| candidate events with no cuts applied.
The blue dotted curve shows all real D*’s in this sample while the solid black curve shows
all real D*¢v events in this sample (shown for the four D° decay modes).
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Figure 5.19: The red dashed curve shows all D*| candidate events with only D cuts
applied. The blue dotted curve shows all real D*’s in this sample while the solid black
curve shows all real D*¢v events in this sample (shown for the four D° decay modes).
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Figure 5.20: The red dashed curve shows all D*¢v candidate events with all D*/v cuts
applied. The solid blue curve shows all real D*/v events in this sample (shown for the
four DY decay modes).
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5.2.11 Summary of Final Cuts

To review, and summarize in one place we list here our final event selection
criteria (we first list the cuts for our decay chain only, and then either parenthesize or
list additionally those cuts made for the other D° modes that will be used in a future
analysis):

Total event level:

e Thrust cut: |cos @}, | < 0.85 where 6}; . is the angle between the thrust of the
D*¢ candidate and that of the rest of the event (as one example of how the cuts
suppress the background, see Figure 5.15 for effectiveness of this specific cut. See

e.g. pgs. 77-105 of [5] for many more plots of a similar type.).

DV:

e For the charged daughters of the D candidates, the 7’s are selected from Good-
TracksLoose, and the K is selected from GoodTracksLoose for the K7 mode (also

true for the K7, Kmr® modes).

e The charged kaon is required to pass the notAPion criterion for the K mode using

KaonSMSSelector.

e The raw D" mass is required to be within +17 MeV/c? for Kr (and for the Krrr
and K¢rr) of the PDG D mass. The DY is vertexed with mass contraint and the x?

vertex probability is required to be greater than 0.1%.
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Kaon:

The charged kaon is required to pass the Tight criterion for the Krrm and Krr°

modes using the KaonSMSSelector.
D*:
The slow 7 is selected from the GoodTracksVeryLoose list.

The slow 7 is required to satisfy pr . < 450 MeV/c,and pt > 50 MeV/c.

The momentum of the D* in the CM frame is required to satisfy 0.5 GeV/c < p}). <

2.5 GeV/e.

The D*¢ vertex is fitted with beamspot contraint. The y? vertex probability is re-

quired to be greater than 1%.

The D*¢ candidate satisfies | cos 05, < 10.
Electron:

The electron candidate is selected from the GoodTracksLoose list.

The electron momentum in the CM frame satisfies sp> 1.2 GeV/¢
Final overall cuts:

The D*-D° mass difference om before D*/ refitting (but using mass-constrained D)

is is required to be less than 170 MeV/c2.
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e The refit (attempting to fit the electron, 7, and D* to a common vertex, after initially
finding the vertex via a electron-D* vertex fit, then fixing the vertex and trying to

fit the 7, to it) for electron, 7., and D° daughters converges.

At the very final processing stage:

e The electron candidate passes the veryTight e selector. For fake samples, the e can-

didate fails the e selector.

e We select a candidate in the refitted 142.9 MeV/c? < dm < 147.9MeV/c®> mass

difference signal window.

e The D*(¢ candidate satisfies | cos 0%;_ ., < 1.2.

Other cuts for the D° decay modes to Krrm, K7, and for muons (for refer-

ence, and to be used in the future):

e The 7¥ is reconstructed from two photons with raw invariant mass within +15.75

MeV/c? of the PDG 7° mass. The 7¥ is fit with a mass contraint. 1%.

e For the K7r¥ the Dalitz probability density is required to be greater than 0.1 (we
calculate the decay amplitude squared based on measurements of amplitudes and
phases by E687[21] and the four-momenta of the D° decay products in our data,
assuming perfect resolutions). The maximum is normalized to unity. See BAD

34 [26], Version 8, pp. 32-34, for details.
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e For u samples, the muon candidate passes the veryTight ;. selector. For fake sam-

ples, the muon fails the ;. Loose selector.
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Chapter 6

Fitting Method

Now that we have seen how we select as pure a sample as possible of candidate
signal events, we turn to how we analyze this sample of events and extract the form

factor parameters from it.

6.1 Motivation for Moments Expansion Fitting Method

In order to translate the formalism of Chapter 3 into a form where we can mea-
sure the form factors in an experimental situation, we need to account for the fact that
we will never have a pure unadulterated signal distribution of events to which we can
fit the theoretical PDF, but that in fact in the real world the detector does not see all par-
ticles, cuts on certain variables must be made to suppress backgrounds etc. and we must
correct for all of this. Put another way, the first step in extracting form factors from a real

dataset is that we must allow and correct for the acceptance, inefficiency, and resolution
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of a real detector and experimental situation. Doing this “acceptance correction” (which
is the overall term we lump all these effects under) is the primary concern of this section.
We shall here explain the “Moments Method” of expanding the PDF in a basis of
functions of the form factors to be measured, which is an unusual approach to take care
of acceptance correction, and to our knowledge this analysis is the first time a moments
expansion method has been generalized from the original form as presented in [33] to
a system with arbitrary momentum transfer (i.e., with one of the initial two daughter
particles being virtual, and thus off-shell). This triples the number of needed moments
from 6 to 18 from the original method shown in [33], as we will see later in this chapter.
The Moments Method described and validated in the rest of this chapter has
one main advantage over the Reweighting Method for working with a fixed set of MC
statistics. This is the following: as we will see in the next several sections, this method
requires only knowledge of the integrated efficiency function, not knowledge of the de-
tailed behavior of the specific efficiency function in the 4-dimensional kinematic variable
space (in fact, this also relies on the fact that the smearing function is narrow as we will
see later in Section 6.2.1, but this is the case for our observables). This amounts to need-

ing to know less from each MC event, so that in fact, the error due to MC statistics will

A

behave as N

op, Where X is a proportionality factor less than unity. We have not
made a rigorous test of this behavior, this would most likely require doing the analysis
also in the Reweighting method and comparing the MC statistical error, but we certainly

believe that our MC statistical error behavior can be no worse than that in the Reweighting
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Method (we describe the estimate for our MC statistical error in detail in Section 8.2.2).

To continue with the workings of the method itself, we go back to Ref. [33]
which describes the analysis of the decay of BY—.J /1) K* — this is analogous to our initial
decay of B'—W*D* (where the W* is virtual) as both are decays of a pseudoscalar to
two vectors — except in the former case both final state particles are on-shell so that the
momentum transfer is a fixed quantity, where it is variable in our case (see Section 3.1). In
the J /¢ K* analysis a similar method based on the moments expansion but only requiring
measurement of the three analogous angular variables is used, at a fixed w. The inclusion
of this extra degree of freedom (variable w) highly complicates the analysis, increasing
the number of moments three-fold, as mentioned above.

To illustrate the method, we show how it works first for the case of a perfect

detector, and later extend it to the case of a realistic one.

6.1.1 Break PDF into Products of Helicity Amplitudes and Angular Pieces

To begin, define & = {cos 8y, cos fy, x} = the set of the three angular kinematic
variables and ji = { Ry, Ry, p*} = the parameters of the underlying distribution which we
are attempting to extract.

Then define for the j’th event the PDF g;, taken from the original PDF eq.(3.5),
and rewritten as the sum of the six terms which are products of the helicity amplitudes

multiplied by the angular coefficent pieces:
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9; (T, wji i) = > Halwys i) Za(F)) (6.1)
a=1
with
Ha(wj;ﬁ) = {H—2|—v sz Hgv H—I—H—v H+H07 H—HO} (62)

—

where H,(wj; i) refers to one of the set of the six biproducts of the three helicity am-
plitudes, (which, as we have noted in Chapter 3, are each functions of w, though we
have suppressed that argument above in eq.(6.2) ). Thus the biproducts depend only on
w and simple products of the individual /i factors, as do each of the individual helicity
amplitudes themselves.

The angular coefficent pieces =, (%) are defined as the respective angular func-

tion coefficients for each helicity amplitude term, from eq.(3.5):

Z. =-sin®0y (1 —cosb)?, =, = —2sin6sin?hy cos2y
Z _ =sin®0y (1 +cosb)?, E.¢g = —4sinf; (1 — cosby)sin Oy cosby cos x
Eoo = 4sin? 6, cos® Oy, Z_o = 4sinb; (1 + cosby) sin by cos by cos x

6.1.2 ( parameter product basis

Though it is not immediately obvious from the form of the PDF in eq.(3.5), in fact by
working through the algebraic expansion, one can from eq.(3.5) and egs.(3.8-3.11) show that the
PDF can be expanded in powers of the basis of the parameters we are trying to fit for. Specifically,

in the basis:

bC = {17R17R27R%5R§;R1R2} X {1702794} (63)



where the pre-script b on ¢ indexes the 18 parameter products.

—

Defining § = (¥, w) we reexpress the PDF in this basis of 6 x 3 = 18 terms:
9; (G5 1) = Z1()Ra*p* + Za(§) Ra*p° + ... + Zus(§) R1 " R3p"

More compactly:
18

9;(¥3 i) = Z (°C()] Zo (5, w))

b=1
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The Z, are functional coefficients that subsume all of the angular and w dependent parts of the

expansion, and the °¢ are the 18 parameter products.

In fact, the full expansion can be shown with some work to be the exactly as shown

in Section 6.1.2.1 (using the notation that the {++, ——, 00, +—, +0, —0} refer to which of the six

helicity amplitude pair products the term arises from). Since addition is commutative, the order

number of the terms from 1—18 is arbitrary, and the one presented below is essentially the one we

used in our computer code in evaluation of these quantities (clear groupings will be seen upon

inspection, however).

6.1.2.1 (-basis Expansion

This is the full ¢-basis expansion: (we drop the purple color on w for this section)

CRypt =

. = - = +- =
ZR%p/l - 77P4R%(w)~++ + nple%(w)“** + 77P4R%(w)“+*

() = (w—1)° (1—2107“4‘7"2)

Tk T w1 T (@)

__ C(w—=1)* (1 —2wr +r?
"4 R2 (w) = (w+1) ( (1—1r)2 )
T _ (w=1P (1 =2wr 417

%qﬁ()_ (w+1)( (1—r)2 )
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2<R%,02 = Rip?

_ 1 = - = +-— fon
ZR%pQ = nsz%(w)~++ + nsz%(wL—— + anR%(w)H'F_

2w —1)? (1= 2wr +1?
TR T w1 ( (1—r)? )
2w —1)? (1= 2wr +1?
A Ty ( (1—r)? )
_ 2w —1)? (1= 2wr + 12
eE ™) = D ( (1—r)? )

(=)

( )
( )
o (w=1) 1 =2wr+7?
"R%("“)<w+1>< (=) >
( )
( )

T = ()
Ry pt = Bap
ZR,pt = Mg, (@ Zer + mip (@)Zho + n0p (w)Z-0
Vi () = —200 - m/ﬁ (A2t
iy ) = #2012 [ (L2
o =~ () (1 =)
=+ BB () (o §55)
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E’CRlpz = Rip
ZR,p2 = Mg, (WZer + mdp (W)Zho + n5p (w)Z-o
i () = +4(w - m/@ (S
=0 G ()
i =00y () (1 555)
i = () (0 653)

B (w—1) (1 —=2wr+1?
T (0 =~ (T ( 1-r)?
() — )
)

_ jw-=1) 1 —2wr + 12 (w—1)

iy, () = \/<w+1>¢( ) (1 i
_ B (w—1) 1 —2wr + 12 (w—1)
nR?<w>—+\/(w+1)\/( ) (1 i

7CP4R2—P4RQ

00 fod



00 (w—1)*
77P4R§ (w) 1—7)2
8 _ 2p2
CpQRg =p°R3
— 1,00 =
2R3 =3 (w)Z00
00 _ (w—1)°
77P2R2 (w) - 2(w 1) (1 _ 7“)2
= R2
CR% 2
00 (v _ (w—1)?
nR% (w) (1—=7r)2
1ng4P32 =p Ry
00 +0 -0 =
25t Ry = Myt g, (W) Z00 g (w)Z 4o g (w)Z-o

)
o = (w— 5 (w—1) 1 —2wr +r?
i, () = 0= DN ﬂ -
\/<1—2wr—|—r2
(1—=r)?
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n;é)RQ () = +2(0 = 1) T \/<1 —(121117;; r2>
[

)
= (w_l) 1 —2wr +r?
7)}%2(“’)*_(1—7«) \/< a=n? )

< 1 _(125)7;; 72 )

_ 10 =
P RiRy = iR, py(W)E 0 T i g, (W) =0

o ()
=

(L)
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PRiRy =2 =
1Rs p2R1R2 (’LU).__H) +n 20 (w)
14 R1R2 =0

Upeyay(
2R R, (W) = 2wl =) e
1Rz )<(1—7“)) ((1—:))\/<1_(12W+r2>
-0 -
TR R, W) = T T = - |
) (1_T)) ((lf 1))\/<1—2w7“+r2>
—r (1—r)2

15C
R Ry = Tl

(o)

(o)
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i) = (-2 (L2
) = (o 1)2\/ () 1+ =)
P ) = (- 1)# () 1+ =)
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n;é)(w) = —2(w— 1)\/(%>

8 w) = =2 - W (=55)

)
i) = \/(ﬁ) (+5=2)
(E=ar

N

Clearly there is some room for algebraic error in making this expansion, and the verifi-
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cation of this form was provided by comparing the total sum numerically for a given event (i.e.,
set of four input kinematic variables) in the expanded PDF version, with the value from eval-
uating much simpler original PDF form eq.(3.5) for the same event. Only when these numbers
matched exactly (to machine precision) were we assured that we had the correct expansion.

In order to be very sure of this test, we both spotchecked that the PDF forms evaluated
to the same value for random events, and we also kept a running sum over all events for the same
form, and verified that both sums were identical at the end of running over e.g. 100k and even

1M event files.

As examples, here is the final numerical output from running over a 10k event file with
CCC parameters (the labelling of the parameter sets here follows the convention listed in Section
7.2.1):

(file: Rcce.rand2.BOfr.4col.10kevts)

evtnum = 10000
totsum= 40592.554688
dgd4 = 40592.554688

Where the “dgd4” value is from the original form of the PDF summed over all 10k

events, and “totsum” is the value from the moments expansion form of the PDF.

Different file, CCC also, 100k evts:

(file: Reccc.aes254.100k)

evtnum = 100,000
totsum= 446518.906250
dgd4 = 446518.906250

Different file, CCC also, 1M evts:
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evtnum = 1,000,000
totsum= 4505840.500000
dgd4 = 4505840.500000

6.2 Moments With a Realistic Detector: Acceptance/Efficiency

Effects

6.2.1 £ parameters

Now in general when acceptance and efficiency effects are taken into account we write

that the observed distribution is of the form?:

g ) = [ A7 " FET) (6.4)

where:

iy = true kinematic variables of event (non-determinable, except for in MC)

iy = observed kinematic variables of event (different from the true ones due to smearing

effects)
e F(y,y') is the combined smearing and acceptance function

e ¢""™ = observed PDF - actual number of events observed at 3/’

e ¢'" = properly normalized version of the theoretical PDF from eq.(3.5) , so that fg gt (i) =1
We may now define a new function M via H(7,7) = %ﬁ")ﬂ where €() is the actual

acceptance function and all smearing is subsumed into the H function - that is, the combined

total acceptance function F is broken into a product of a resolution-smearing only function H

See Ref. [46] for a slightly different way of deriving the same result as this Subsection.
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and a efficiency-only function e. (Note that the efficiency for a given event to be accepted by
the detector is a function of the kinematic variables only and not the parameters since detector
acceptance can only depend on the physical tracks and clusters in the detector for a given event,
and cannot depend on the underlying parameters of the PDF).

Substituting H into eq.(6.4) we obtain:

g s ) = [ A7 g™ . T) (65)
Now take the following modification of the above, where we multiply through by unity
in the form of g(¥; ptmc)/9(¥; tme) (Where py, is the parameter set used to generate our MC sam-

ple):

o N P N ¥ Mme
5" = [ g @ e x AL (66)
If 11 is not too different from p,,. (which can be adjusted iteratively by reweighting the
MC to be closer to the data after the fit if needed) then the ratio g(¥; 1)/ g(¥; tme) Will not vary

much across the range where the resolution function is much different from zero. In this case we

can use ¢ to approximate ¢, which allows us to pull this ratio out of the integral over 7 to obtain:

num (7. = g(g‘l7 /J/) / -  th/—- — — -
g ¥ i)~ ————= [ dy 9" (¥; fimc)e(y)H (Y, Y (6.7)
&3 h) 9(J'; pme) ( JlaHG.7)

A further assumption we make is that the PDF itself does not vary appreciably over the
width of H (made believable by the narrowness of the resolution plots in Figure F.1) so that we
may write [dy ¢""(7; ))H(7,7') ~ ¢""(¥'; ii) (this is effectively treating the H’s as Dirac delta

functions). Though we know this is fairly accurate, it is not completely the case, and the resulting

biases in the fit will be removed via our bias map removal method of Section 8.1.
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In order to do a proper (non-extended maximum likelihood) fit, we need to further
normalize this smeared “PDF”, so we define now the normalizing function (alternately called the
“average efficiency” or the “PDF-weighted efficiency normalization factor”) averaged over the

detector for the entire 4-D ¢/ phase space:

i) = [ "G Aey ©8)

Since we are integrating over the full kinematic variable space, clearly the efficiency
normalization factor € can only be a function of the parameters [ (in the next section we will
see how we can estimate the integral as a discrete sum over events and ultimately obtain this
efficiency correction factor from MC samples).

One of the major benefits of this method is that in fact the explicit form of the (com-
plicated 4D) efficiency function ¢ is not needed (since it depends only on the kinematic variables
and not on the parameters, it drops out in log-likelihood minimization) and we need only € to
perform the fit to the form factors.

Thus the final properly normalized PDF that we will use in our fit is:

(6.9)

where ¢°*¢ does not give the exact number of events at a given point, but the normalized
distribution of observed events instead.

Define now for the j'th event in our sample (leaving out some of the arguments):

(6.10)

Also note that our Moments Method accounts not only for the loss of events due to ge-

ometric (detector) and tracking/PID type acceptance losses, but that due to anything resolution-
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caused where some relevant variable was smeared such that it no longer falls in the acceptance
after reconstruction. This is because for this method, these types of events are no different than
the geometrically rejected events — that is, if the MC reasonably correctly replicates the data reso-
lution, then it will have about the same number of events rejected in the same region and thus the
Moments Method will take this into account when used to correct for the acceptance (in practice,
the primary variable this occurs for is cos 6 gy, whose absolute value can be smeared to be greater
than unity especially due to FSR effects; once an event is accepted within the physical cos gy

—1—1 cut, all four kinematic variables can be physically constructed for it.)

6.2.2 Expression for e

A summary in words of the procedure we show below: take now the theoretical
PDF eq.(3.5) in the the ¢ basis form of Section 6.1.2 and substitute it into the € definition
eg.(6.8). Next factor out of the integral the portion that doesn’t depend on the kinematic
variables, and define the resultant integrals as the &, acceptance correction functions (note
here, as in Section 6.1.1, we use ¥ = 3 angular kinematic variables only, and i = all 4

kinematic variables, where w is included along with the angular kinematic variables):
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Where we have defined:

& = / Z()e()dF (6.11)

These are the 18 numbers we need to obtain to do all of the detector-related,

geometric and event selection acceptance corrections for this analysis.

6.2.3 ¢ Correction Factors from Sums Over Events

We will here derive a form for the &, which will allow them to be evaluated from
a MC sample. We begin by discretizing the integral over space to a sum over N boxes as

SO:

N
&= [ 2@z~ Y 27Ty (6.12)

i=1

e ¢; is the value of ¢ evaluated at the center of the box

e ) labels the term in the ¢ expansion sum (running from 1 to 18)
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e Ay isthe 4D kinematic variable box size

Taking Ny, to be the number of generated MC events, we may now write the

occupancy of the i’th box as:
O; = Ngen gth(gi; :U'O)E(:JZ)A:U (613)

where we have evaluated the PDF g also at the center of the box and at an initial value of

the parameters pg. This yields:

O;

IV Ay —
€(yl) y Ngength (g»“ O)

(6.14)

So that as we shrink the box down to infinitesimal size such that each box contains just

zero or one event, the sum eq.(6.12) becomes:

. Zy(4:) Oi
§ = — (6.15)
blido) ; Nyen g™ (5 fio)

And O; has now become a binary function which is unity if the event is seen in
the reconstructed MC, and zero if it is not.
Taking the box index i to the event index j, we find this is in fact a form which

we can sum over events:

Nobs Z (g )

- b\Yj
= E e 6.16
Eb('u()) -1 Ngen gth(yj;MO) ( )

J

Where ¢ (ij;; fio) is the value of the PDF for the j’th event, evaluated at (%) for

this event, and with /i fixed to the generated MC values fi.
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These two sums are formally identical, but will have some discrepancy due to
the finite statistics with which we evaluate them. In the limit of large N, and vanishing
Ay they would give the same exact result, but there will be a certain amount of evaluable
error (see Section 8.2.2) associated with the finiteness of the MC sample which we will
use to do this “calibration” sum.

Also note that though we have written the &,(ii) explicitly as functions of the
i1 parameters which the MC sample that we evaluated the sums from was generated
with, the & should not in theory vary significantly with the parameters that the sample is
generated with, and should depend only on the acceptance characteristics of the detector

itself. This assumption is verified by tests described in Section 8.2.1.

6.2.4 Fitting to Detector-corrected Sample

We now form the log likelihood:

Nobs
InL(E) = ) Ingf (6.17)

Nops th (=

= D In (gj;e /;)j)> (6.18)
Nops 18

= > [ln g —In ( M &(ﬁo))] (6.19)

Nobs

= Z (1n gth(ﬂj;ﬁ)) — Nops In <§: M Sb(ﬁo)> (6.20)
j=1

b=1

Where we have dropped the (Z?’:@’f In e(gjj)) term in the third step as it has no

dependence on the parameters, and have summed over all observed events in the second
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term to give factor of N, in the last step. We now simply maximize this likelihood with

respect to the parameters to find their best fit values.

6.2.5 Self-calibration Theorem

We can show that when we fit to the same MC data used to calibrate the effi-
ciency moments, the values returned by the fitter must be exactly the same as the MC
input. This actually is not a result of the use of the moments expansion, but follows from
using the MC sum over the same dataset used to evaluate the efficiency.

To see this, first recast the expression for the PDF normalization € by noting that

using €q.(6.16), € can also be written as:

(i) = i M &b —ijvi e 1 Ni 9(0;: ) (6.21)
=1 =1 j—1 Ngen g(gj;ﬁO) Ngen =1 g(fljj;/zO) .

where we have collapsed the sum over the 18 products of Z functions and ¢ parameter
combinations back into the original form of the PDF.

Now from eq.(6.18) form the log likelihood expression:

Nobs

o 9(J;, F)
1n£('u) - Z In 1 ZNobs 9(Fi,it) (6.22)
J=1 Ngen ( 9(¥i,fo)

where g is the un-normalized PDF, including in this case the efficiency effects,
so that g = ¢"(y;; [i)e(4;) , ii is the parameter set we are evaluating the likelihood at

and jip is the parameter set used to generate the data. To obtain the normalized PDF
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we divided through by the normalization factor €, using a Monte Carlo estimate of this
average efficiency, as in eq.(6.21).

Consider now the case where we fit the same MC we use to perform the MC
integral for the efficiency, so we are summing over the same set of events, and we may

seti = j:

Nops Nops Nops g(g /j)
InL(i) =) In(g Z In < Do e > (6.23)
gen ;

9(¥i, fo)

and since the second summand has no dependence on the index j,

Nops

Nobs — -

1 9(Yi, [7)
1 E 1 — Nps | E 6.24
nL n yj’ obs T <Ngen i g(gzvﬁ()) ( )

we may expand this further:

yza MO

obs obs
In £(ji Z n (g(7;, 1)) — Nobs [(m 5 ) <Z 9(i, il )] (6.25)
gen

and drop the (— In ﬁ) term, since it does not depend on the parameters ji:

obs obs
In £(ji Zln 9(i7;+ 1)) — Nops [m(Zgy“ )] (6.26)

yu MO

Take now the derivative of this expression with respect to 1, and set equal to

zero to find its maximum for the k' parameter:

_dng(h) X[ 1 ! dg(i; i 627
" Zlg(gj?“) 9(Tj o) RE (u)] dpu (©:20

Nobs
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which, since

N, obs
N, gen

— =

éljio) = (6.28)

(as is clear from eq.(6.21) ), implies that the bracketed term will go to zero at:

Mk = ko (6.29)

That is: if moments are used to evaluate the MC integral, the success of a self-
calibration fit demonstrates that the moments actively used reproduce the PDF correctly.
We should get the input parameters back exactly, up to machine precision. This is an

excellent self-consistency test for this method.

6.3 SP4 Moments Method Validation

Initial tests on acceptance-less, and acceptance cut-affected generator-level MC

samples were performed and details can be seen in Appendix D.

6.3.1 SP4 calibration on SP4 fit

Our next tests of the method were on SP4 MC samples (see Section 5.1.2 for
more details on SP4 MC) and in this section we give fit results obtained from calibrating
on SP4 and fitting back to SP4 samples. The final cuts made on these samples are all those
listed in the Event Selection Chapter. Also, as this is MC, we can choose to evaluate the
kinematic variables in the rest frame of the B; we discuss the issue of frame choice in real

data in the next section.



| Parameter || Input Value | Fit Value | Minuit Error |

R: 1.18 1.20 04
R» 0.72 0.70 04
2 0.92 0.92 03

Table 6.1: Calibration on signal SP4Tot, Fit to SP4A.

| Parameter || Input Value | Fit Value | Minuit Error |

Ry 1.18 1.15 .04
Ry 0.72 0.72 .04
P 0.92 0.93 .03

Table 6.2: Calibration on signal SP4Tot, Fit to SP4B.
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In Tables 6.1 - 6.3 we are calibrating on the full SP4 signal sample and fitting

and correctness of the technique even with smeared samples.

directly to individual MC truth signal SP4 samples, to check the approximate error size,

The individual samples, here called A, B, and C are each are about 17.3 fb~!-

we need not include these events), and result in about 16.0k signal D*/v events.

equivalent generic MC (correctly luminosity weighted amounts of BOFO, BTB~, ccadded

together; as before there are no uds continuum background events that pass our cuts, so

Itis clear from the tables that the resulting fits are all within 1-2 ¢, indicating the

method is working to correct for the acceptance of realistic MC samples.

In Appendix E fit tests are shown for calibration and fit files with specific lepton

and DY modes isolated.

The tests show the verification within statistical accuracy of the assumption that



149

| Parameter || Input Value | Fit Value | Minuit Error |

R: 1.18 1.19 04
Ry 0.72 0.74 03
2 0.92 0.01 03

Table 6.3: Calibration on signal SP4Tot, Fit to SP4C.

our calibration method works best for calibration samples that are most like the data we
eventually fit.
Since in this work we are only presenting results in the cleanest D°— K e mode,

for our final results we calibrate to and fit on events only selected in this mode.

6.3.2 Diamond Frame

Since the actual B rest frame is not available to us in the data in this analysis be-
cause of the missing neutrino, some choice of a frame in which to evaluate the kinematic
variables for a given event must be made.

Appendix F describes the older standard choice of the frame used in the pre-
vious CLEO analysis [4] and in other analyses where the B® — D*~¢*v decay is recon-
structed. This frame is normally referred to as the “Y-frame” (technically, what this yields
is the average of kinematic variables given in two separate frames, but the single term
“frame” is commonly used to refer to this averaging method and the kinematic variables
given by it).

However, the Y-frame is not the only available frame choice for this analysis as

we will see in this section, and this work is to our knowledge the first place where results
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for a conceptually clearer and more logically consistent (as well as more intuitive and
slightly numerically better) choice of frame have been presented.

We begin by noting that the Y-frame is not unique in the two configurations of
B’s that are chosen to form the kinematic variable average, and one might guess that an
even better approximation to the actual B trajectory could be achieved if we used the
known fact that the B’s come out preferentially orthogonally to the beam axis to weight
the vectors on the cone with a sin? 6 factor (this is because the electron and positron
beams are effectively massless and thus completely polarized along the axis, and the
resultant spin-1 7°(4S) meson has spin along the axis and its decay distribution to its two
spinless BY daughters results in their having a sin? 5 with respect to the beam axis) .

In fact, since there is nothing special about the plane which defines the Y-frame,
and there is no particular reason the B will lie in it, it can be seen that if we use this
sin? @5 weighting, our maximum resolution gain will occur when we take more than
just the two vectors in the Y-frame plane as potential B trajectories. In general, one can
take many potential B vectors around the cone, weight them with the sin? 6 factor, and
extract kinematic variables from these. However, in practice, what we found was that
taking the vectors of the B which lie in the plane orthogonal to that which defines the
Y-frame, along with those in the Y-frame plane, for a total of four, all with the correct
sin? # weighting, gave ultimately kinematic variables which had slightly better resolu-
tions than those extracted from the Y-frame alone (without introducing any bias), and

increasing to a large number of potential B’s spread around the cone gave negligible
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Figure 6.1: Schematic representation of the origin of the term “Diamond Frame”

improvement beyond this while increasing the CPU time required to extract kinematic
variables substantially. So we did our ultimate calculations with these four potential B
vectors. These form a diamond-like shape when the base of the cone is looked at face-on,
hence the name 'Diamond Frame’ (see Figures 6.1 and 6.2).

As an example of the improvement in the resolution, taking a sample of SP4
signal MC of about 18k events, the resolution width (i.e., RMS Of w-¢co — Wy TOr w for the
three frames goes from .02992 for the 7°(4S) frame to .02444 for the Y-frame (improvement
of about 22%) to .02420 for the diamond frame (improvement of just 1%), wi