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We solve two problems in computational geometry. The first is to characterize the behavior of the nearest neighbor search algorithm based on the $k-d$ tree data structure. The second is to derive an efficient algorithm for the construction of the intersection of a finite set of halfspaces in three dimensions.

The $k$-d tree is a data structure useful in classification and analysis of multidimensional data. Each nonterminal node of the $k$-d tree represents an ordinate axis and a partition hyperplane on that axis. The terminal nodes represent bins del imited by the partitions of its ancestor nodes. The entire $k$-d tree is a partition of Euclidean $k$-space.

If $S$ is a finite set of points in Euclidean $k$-space, and $p$ is a point in $S$, the nearest neighbor of $p$ in $S$ is a member of $S$, distinct from $p$ which minimizes the distance from $p$. We find bounds for the time for finding the nearest neighbor of all points using the $k$-d data structure. In particular, we examine three different criteria for choosing the partition ordinate of each node in the k-d tree, based on the test point set: We obtain tight bounds for the best of these criteria, which generates the "square tree'.

The second problem is to efficiently construct the intersection of a finite set of half-spaces in three dimensions. If $N$ is the number of half-spaces, our algorithm takes time proportional to $N \operatorname{logN}$. Intuitively, the algorithm first constructs a northern and a southern cap, then intersects these two polyhedra to generate the result polyhedron. We can efficiently construct the caps from their constituent half-spaces by a divide-and-conquer technique. After constructing the caps, we vertically stratify space into slabs by passing horizontal planes through the vertices of the caps. By elementary geometry, we can examine the slab between two vertically consecutive vertices to determine whether the caps intersect within that slab. If not, we can determine whether any intersection must be above or below the slab. Thus using a binary search, we can find an edge of the final intersection, and need merely extend this edge around the polyhedron to complete the intersection.

## PREPACE

We solve two problens:

1. Find the worst case average search time for the nearest neighbor search using the k-d tree data structure, and
2. Determine efficiently the intersection of a fiñte set of half-spaces in three dimensions.

Both results are obtained using the techaique of divide and conquer. The first result is of interest in pattern matching and data analysis, while the second result is better than the worst case of the simplex alqorithm for shreevariable problems.
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## Chapter I <br> NEAREST NEIGHBOR SEAKCH OSING K-D TEEES

### 1.1 GEKERAL NOTATION

We shall be discussing finite sets of points in Euclidean $k$-space. If $S$ is a set, $|S|$ will denote the number of members of $S$. If $p$ is a point, pi will derote the ith coordinate of $p$. We shall use the notation $d(x, y)$ to denote the distance from object $x$ to cbject $y$, and $r(p, S)$ to be the distance to the nearest neighbor of point $p$ in the set. S. We shall also use the notation BALL $(p, s)$ to represent the subset of Euclidean $k$-space within distance $x(p, S)$ of point p. The term $\log N$ will mean the logarithm or $N$ to the base 2.

We shall need some notation to describe order of magnitude calculations. We shall say $g(n)=O(f(n))$ if there exist a constant $c$ ard an integer $M$ such that $g(n) \leq C f(r)$ for $n>$. We shall say $g(n)=\varnothing(f(n))$ if there exist a constant $c$ and an integer $a$ such that $g(n) \geq c f(n)$ for $n>M$. Lastly, we shall say $g(n)=\theta(f(n))$ if there exist constants $c$ and $d$ and an integer $N$ such that $c f(n) \leq g(n) \leq d f(n)$ for $n>E$.

### 1.2.1 History

Bentley developed the concept of a multidimensional binary tree, and indicated that this data structure would be useful in answering nearest neightor queries. Friedman, Bentley, and Finkelz used a rodified form of the k-d tree to answer nearest neighbor enqueries.

### 1.2.2 Definition

A k-d tree is a binary tree with distinct types of nodes for the internal and leaf nodes. The internal nodes are called "partitions", the leaves are called "buckets". A bucket contains a list of points in $k$-dimensional euclidean space. a partition is composed of four elements: a left subtree called the "lowson", a right subtree called the "highson", a partition axis called the "discriminart", and a partition value called the "position". The discriminant will in general be ar integer between 1 and $k$, the position will be a real number.

A partition divides the poincs in the buckets below it. For example, suppose $L$ is a partition which discriminates

[^0]along the ith axis. If $p$ is a point in a bucket in the lowson subtree then $\mathrm{pi} \leq$ position(I). likevise if $q$ is a poirt in a bucket in the highson subtree then $q i \geq$ position (I).

With each node, we shall associate a set of bounds. There vill be a lower and an upper bound along each axis. For the root of the tree, the lover kounds will be $-\infty$, and the upper bounds $+\infty$. If $L$ is a partition in the tree with discriminant $i$, then lowson (I) has the same bounds as $L$, except that the upper bound aloag the ith axis is position(L). Likewise, highson has the same bounds except that the lower bound along the ith axis is position(L). Obviously, in order that the upper bound along an axis always be greater than or equal to the lower bcurd along that axis, the position of a partition must be betweer the upper and lover bounds of the discriminant.

Finally, we shall call the space delimited by the bounds set of a node the "bin" of that node. If $g$ is in a bucket $L$, then $B I N(q)$ will denote the $\sin$ associzted wish l. The sequence of partitions leading down to BIM(q) we will call the bin partitions of $q$.

### 1.2.3 Construction

Given a set $S$ of $N$ points in $k$-space, we wish to corstruct a $k-d$ tree on these points. corstruction of the $k-d$ tree proceeds by topdown generation of the partitions. We shall use the term refinement to mean the selection of a
discriminant and position, and the division of the set of points between the lowson and highson.

As the root node, we first create a single large bucket which contains all the points. We then refine all bins until they contain no more then some cosstant number of points. The method of choosing the discriminant we shall leave until later. We shall always choose the position as the median coordinate alcng the discriminant axis, so that the lowson and highson subtrees will contain as equal a number of points as possible. This guarantees that the depth of the tree will be at most logn. In the illustration of our arguments below, we shall assume that the maximum number of points in a bucket is one. Appendix A gives a pseudoALGOL description of the refinement procedure.

### 1.2.4 Nearest Neighbor searchirg

The nearest-neighbor of a point $p$ in a point set $S$ is a member of $S$ different from $p$ with minimal distance from $p$. The nearest-neighbor froblem is to find the mearest-reighbor of a given point $p$. The brute force solution in this problem is to find the distance to all cther points, and select the minimum.

Clearly, the time for finding the nearest neighbor of all points using the brute force method is proportional to the square of the number of points. Friedman, Baskett, and Shustek ${ }^{3}$ developed an algorithm using projections which has
expected time strictly less than che teute fozce method. ت= is possible to find the nearest neighbor of a point even more efficiently if we have a $k-d$ tree already constructed on that set.

We give a recursive definition of the search procedure using a $k$-d tree. Por a bucket node, the proceduro simply scans the point list, computing the distance from the prototype point $p$, and keeping track of the identity of the nearest one. For $a$ partition ncde, it first searches the subtree which is ir the same direction as from the position along the discriminant axis. If any part of the bir of the opposite subtree lies within the distance to the current closest neighbor, that subtree must also be searched. Appendix $B$ gives a pseuđo-ALGOL description of the nearest neighbor search.

Dobkin and Lipton develoged an algorithm which can find the nearest neighbor of a point in $O(N \log i)$ time. Unfortunately, this quick search is possible orly after a costly preprocessing step, generating a data structure of

$$
\phi\left(\mathrm{N}^{2^{k}-1}\right)
$$

3J. H. Friedman, F. Baskett, ard L. J. Shustek, "An Algorithm for Findirg Nearest Neighbors". TEFE Trancactions on Computers. October 1975. pp. 1000-1006.

[^1]elements. By comparison, the $k-\pi$ tree ditz structure =akes only $O(N \log N$ ) time to gererate. Thus in applications where preprocessing costs are impcrtant, the $k-1$ tree may be an important method.

### 1.3 THE PEOBLEY

Bentley suggests that one can construct $a k-d$ tree in which the discriminant cycles among the axes as the level of refinement increases. We shall call such a tree "cyclic". In order to make use of the geometrical structure of the set of points in constructing the tree, it would seem to be appropriate to use the spread of a bin along an axis, that is, the difference between the largest and smallest values along that axis among the points in the bin. Friedman, 3entley, and Finkel recommend that the discriminant. be chosen as the axis along which the points in the bin have the largest spread. We shall call this type of tree "spread". We propose a slight variation on this idea and choose that axis in which the separation of the bounds is currently greatest. We shall call such a $k-d$ tree "square", since it texis to have equilateral bins.

We know that the search for the nearest neighbor of a point in the set using a $k-d$ tree can be quite poor, irdeed, we may be forced to look at all other points in the set. We might ask however, about the average search behivior. Friedman, Bentley, ard Finkel empirically established that
the average search time for the spread tree is proportioral to $\log N$. Here we shall analyze the wosst case average search time behavior. Our interpretation here is that we should find the worst case time for finding the neighbors of all the points in the tree, and then compute the worst case average by dividing by the number of points. Call the worst case total search time for all nearest neighbors in a k-d tree TStype (N,k), where type is either "cyclic" or "square". $N$ is the number of points, and $k$ is the dimension of the space.

We immediately have the straightforward bound
TStype $(N, k)=O\left(N^{2}\right)$.
since the worst that could happen is that we search the entire tree to find the nearest neighbor of each point. Rentley and Shamoss describe an algorithm which can solve the probiem of finding the nearest neighbor of all points in $O\left(N 10.9^{k-1} N\right)$
time, for $k>1$. We shall now develop upper and lower hounds on the maximum search time for the nearest neighbors of all points. first for cyclic trees, and then for square trees. We shall also demonstrate that the spread tree has worse worst case behavior.

[^2]
### 1.4 BOUNDS FOZ CYCLIC TEES SEARSHES

### 1.4.1 Upper Bourd

The following theorem establishes an upper bound for the search time for finding the nearest neighbors of all points using a cyclic k-d tree.

THEOLEM: TScyclic $(N, k)=0\left(N^{2-1 / k} \log N\right)$.

PROOF: Since the $k-d$ tree nearest neighbor search proceeds by first finding the nearest neighbor on the same side of the upper-most partition, and then if necessary, finding the nearest neighbor on the opposite side, we can say TScyclic $(2 N, K) \leq 2 T S c y c l i c(X, k)+R(N, K)$.

Where $R$ represents the cost used in looking for nearer neighbors on the opposite side.

Let us investigate the size of the term $\mathbb{R}(\mathbb{N}, \mathrm{k})$. If we say that the first partition hyper-plane $L$ divides the set of points into subsets $A$ and $B$, then we car write
$K(N, k) \leq(|P(A, B)|+\mid E(B, A) \| \log N$,
where ( $p, q$ ) in $p(A, B)$ iff $p$ in $A, q$ in $B$, ard $d(p, B N(q)) \leq$ $r(P, A)$. The set $P(A, B)$ contains the distance comparisons that must be done in crossing over from $A$ to $B$. The factor of $\log N$ derives from the fact that it takes at most $\log N$ time to find $q$ starting from the root of the tree.

Consider any pair ( $\mathrm{p}, \mathrm{q}$ ) in $\mathrm{P}(\mathrm{A}, \mathrm{B})$. project PIN(q) onto $L$, the partitioning hyperplane. If some correr of the projected bin lies within BALI( $\mathrm{P}, \mathrm{A}$ ), then say that
$(p, q)$ e $C(A, B): \quad$ assign all other pairs to
$C^{\prime}(A, B)=P(A, B)-C(A, B)$ (See Figure 1.1


$$
(p, q) \text { in } C(A, B),\left(p, q^{\prime}\right) \text { in } C^{\prime}(A, B)
$$

Figure 1: Bin Corner Inclusion Examples

Now let us see how many members are in each of $C(A, B)$ and C' $(A, B)$. If $q$ is in $B$, then the projection of EIN( $G$ ) onto $L$ has at most

$$
2^{k-1}
$$

corners. Also for any projection point u in $L$, at most some constant number ck of points $p$ in $A$ have $r(p, A) \geq d(p, u)$, so that in all $(P, A)$ includes $u^{6}$. Thus

$$
|C(A, B)| \leq|B| 2^{k-1} C k=O(N)
$$

Suppose $q$ is a point in $B$ such that $B A I L(p, A)$ intersects $\operatorname{BIN}(\mathrm{q})$. If the projection of BIN(q) onto $L$ has no corners within BALL $(p, A)$, then clearly BIN $(q)$ has no corners in EALL ( $\mathrm{P}, \mathrm{A})$. We shall bound $\left.\right|^{\prime}(A, B) \mid$ using this looser criterion.

We approach the question of how large $\left|C^{\prime}(A, 5)\right|$ is from the other side. That is, for each $p$ in $A$, what is the maximum number of $q$ in $B$ such that $B I N(q)$ is within distance $I(p, A)$ of $p$, yet no corner of $B I N(q)$ is within distance $r(p, A)$ of $p$ ? With this question in mind, let us examine the construction of the $k-d$ tree for $B$. We shall bound the number of bins whose corners lie outside the gall ( $\mathrm{p}, \mathrm{A}$ ), but such that they also overlap that ball.

As we start, note that all bins so far defined, namely all of $B$, satisfy the definition if BALL (p,A) intersects $L$. for there are no corners (unless $k=1$ ). If the first refinement does not create a corner, and the partition divides BAII ( $\mathrm{p}, \mathrm{A})$, then we have two bins.

As we continue the refinement, we note that zt each level, we may possibly double the number of bins, if the partitions are placed so that they divide the previons hins, but do rot create corners withir bALL (D,A). If a discrimi-
$6 J . I . B e n t l e y$ ard M. I. Shzmos, "Divide and Conguer in xaltidimensionai space", Proceedings of the Eighth symposium on the Theory of computing, ACM, Yay 1976, po. 220-230.
nant is chosen that $\begin{aligned} & \text { ust } \\ & \text { uneate } \\ & \text { a correr, choosing the posi- }\end{aligned}$ tion so that the partition dees not overlap 3 ALI ( $\mathrm{D}, \mathrm{A}$ ) leaves the same nuwber of bins overlapping that ball, without corners. As we cycle through the axes in further iterations of the refinement, at least one of the partitions aust lie outside the ball, or else we divide our bin into subbins with corners, and all lower bins would have corrers. Thus for each $k$ levels, we can double the bin count at most $k-1$ times, and we car have at most

$$
2^{\log N(k-1) / k}=N^{1-1 / k}
$$

bins. This is true for each $p$ in $A$, thus

$$
|C \cdot(A, B)| \leq N^{2-1 / k}=0\left(N^{2-1 / k}\right)
$$

We thus find

$$
E(2 N, k)=\left(O(N)+O\left(N^{2-1 / k}\right)\right) \log N=O\left(N^{2-1 / k} \log N\right) .
$$

Substituting this in (1), and solving the recurrence relation, ve finally obtain

TScyclic $(N, k)=0\left(N^{2-1 / k} \log N\right)$.

### 1.4.2 Lower Bound

We can exhibit a particularly bad case for the nearest neighbor search using the cyclic $k-d$ tree.

THEOREM: FOr $k \geq 2$, there exist point sets such that the tctal runaing time for the nearest neighbor search for all points using the cyclic tree is

$$
\left.\operatorname{li}^{2-1 / k}\right)
$$

PROOF: We proceed by construction. We first chonse the main partition $L$, say $x=0$. We want the set $A$ to be strung out along the xk-axis, so we might choose the set $A$ of points as ( $0,0,0$, .... $0, i)$, for $1 \leq i \leq N / 2$. This for $p$ in $A, r(p, A)=1$ and the overlap of $B A L I(p, A)$ with the other side of $L$ is a complete hemisphere.

The points of $B$ will be chosen arbitzarily, with only two restrictions. The first restriction is that all points of $B$ must have all coordinates negative. Thus the $k-d$ tree search will not find any new closer neighbors in $B$ for points in A. The second restriction is that the points of $B$ must be within distance $1 / 2$ of the xk-axis. Those bins determined by these points $B$ which also extend in the reqion of points xk>0 are long, spindy kins which pass within distance $1 / 2$ of each of the points of $A$.

Now at each level, the number of bins of $B$ entering the region $x k$ doubles, except when the discriminant axis is xk, in which case, the number remains the same. Thus there are

$$
2^{\log N(1-1 / k)}=N^{1-1 / k}
$$

bins of $B$ entering the $x k>0$ region, and hence

$$
N\left(N^{1-1 / k}\right)=N^{2-1 / k}
$$

distance tests must be made ky the $k-d$ tree search. .

Pigure 2 shows an example of this corstructior for $k=2$, $N=32$. For each of the sixteen points of $A$, the nearest neighbor search must investigate the four topmost bins of $B$.


Figure 2: Worst Case Example of a Cyclic ?ree

### 1.4.3 Sumpary

Combining the results of the previous two theorems, we know that the worst case time for finding the nearest neighbors of all points using a cyclic tree is bounded such that

$$
\theta\left(N^{2-1 / k}\right)=\operatorname{Tscyclic}(N, k)=O\left(N^{2-1 / k} \log N\right) .
$$

We do not attempt to find tighter bounds here for, as we shall see in the next section, the square tree exhibits significantly better characteristics.

### 1.5 EOUNDS FCR SQUAEE TEEE SEAESHES

### 1.5.1 Upper Eound

The following theorem establishes an apper bourd for the search time for the nearest neighbors of all points using a square tree.

THEOREM: TSSquare $(N, k)=O\left(N \log { }^{k} N\right)$.

PROOF: In the case of TScyclic, we found that there were two types of bucket overlap in the search. Here, we shall first divide the computation on this basis. Thus, we write TSsquare $(\mathbb{N}, k)=T C s q u a r e(N, k)+T C i s q u a r e(N, k)$,
where TCsquare represents the search time involved with buckets which, ween projected onto the separating partition, have a corner within the search ball, and TC'square represents the search time involved with buckets which overlap the search ball, but when projected onto the separating partition, have no correr within the search ball. Actually, wo shall estimate tCisquare ky overlapping somewhe with TCsquare, and computing the search time involved with buckets which intersect the search ball, but have no corner in the search ball.

3y the same divide and conquer reasoning as in the cyclic case, we readily find

TCsquare $(N, k) \leq N 2^{k-1} c k \log { }^{2} N=0(N \log N)$.
We shall not use the divide and conquer technique to bound TC'square. Instead, we start by zoting that for each
point $p$, the nearest neighbor search first finds the sequence of length $\log N$ of bin partitions of $p$. Suppose tha L is a bin partition of $p$, separating the sets $A$ and $B$, and that $p$ in $A$. We then again ask the question: por any $p$ in $A$, what is the maximum number of $q$ in $B$ such that $d(p, B I N(q)) \leq r(p, A)$ and no corner of BIN(q) lies within BALL ( $\mathrm{p}, \mathrm{A}$ )? As before, we answer this question by following the construction of the $k-d$ tree on side $B$. Me say that a bound of a bin intersects BALL ( $F, A$ ) if the ball contains a segment of the face created ty that bcund.


$$
\begin{aligned}
x j u-x j L & \geq 2\left(y^{2}-y i\right) \\
y^{2}-y 1 & \geq x i u-x i L
\end{aligned}
$$

Figure 3: projection onto xi,xj-axis plane

At the first level, the only $5 i n$ is all of $B$ with the boundary $L$ and any preceding bin partitions of $p$, and it satisfies the criterion if i intersects EALI (p,f). Now corsider the process of refinement of a bin at some later stage. If the bin has both upper and lower bounds alor.g some axis which intersect BALL $(\mathrm{D}, \mathrm{A})$, then this axis canrot be chosen as the discriminant at some further seage, unless the bin so split has a corner which lies within eali (p,A). This is because we always choose the axis with the largest spread between upper and lower bounds as the next discriminating axis. As can be seen in figure 3, once a bin has upper and lower bounds along some axis which intersects the ball, then the spread along that axis is less that that along any axis for which reither upper nor lower bounds intersect the BaLL ( $\mathrm{D}, \mathrm{A}$ ).

Let us now examine how this limits the number of buckets which intersect BALL( $\mathrm{P}, \mathrm{A})$, but have no corner within BALL $(p, A)$. Let $F(h ; k 1, k 0)$ denote the number of such buckets generated in $h$ more refinement steps of a bin having $k 1$ axes with a single bound intersecting BaLL ( $\mathrm{F}, \mathrm{A}$ ), and ko axes with no bounds intersecting $\operatorname{BaLL}(\mathrm{p}, \mathrm{A})$. Then we have $\mathrm{F}(\mathrm{h} ; \mathrm{k} 1, \mathrm{k} 0)=$ $F(h-1 ; k 1, k 0)$, if we choose a discriminating axis and partitior which does not intersect BALL ( $\mathrm{p}, \mathrm{A}$ ), or
$2 F(h-1 ; k 1+1, k 0-1)$, if we choose a discriminating axis from the second set, and a partition which intersects BALL(P,A), or
$F(h-1 ; k 1-1, k 0)+F(h-1 ; k 1, k 0)$, if we choose a discriminating axis from the first set, asd a partition which intersects BALL (p,A).

Note that if $k 0=0$, then we have a bin which must have a corner wich projects orto $L$ within BAIL (p,A), and any bucket within this bin must also have this property. Hence we have the end conditions $F(h ; k, C)=0$ and $F(0 ; k 1, k 0)=1$, for $k 0 \neq 0$.

He now ask, what is the maximum possible value of $P(h ; k 1, k 0)$ ? The solution to the recurrence relation defined above is

$$
P(h ; k 1, k 0)=2^{k 0-1}\binom{h-k 0+1}{k 0+k 1-1}=c\left(h^{k 0+k 1-1}\right) .
$$

Although the set $B$ may be bounded hy preceding bin partitions of $p$ which intersect $\operatorname{ALL}(\mathrm{P}, \mathrm{A})$, the relevart bin partitions are those which have the same discriminant as $L$, and which of course lie on the same side of $p$. If $3 \mathrm{Al}(\mathrm{P}, \mathrm{A})$ does not reach a relevant preceding bin partition of $D$, we shall call 1 a "termirating" partition. Then the rumber of bins in $B$ to be searched is limited by

$$
F(\log N ; 1, k-1)=O\left(\log ^{k-1} N\right) .
$$

If $\operatorname{bALL}(\mathrm{P}, \mathrm{A})$ does reach a relevant preceding bin partition of $p$, then the number of bins in $B$ to be searched is limited by

$$
F(\log N: 0, k-1)=0\left(\log ^{k-2} N\right) .
$$

A terminating bin partition is called that because the search ball for $p$ will not intersect any preceding relevant bin partition of $p$. Thus along each axis direction, the search ball intersects at most
$\log \mathrm{N} O\left(\log ^{k-2} N\right)+O\left(\log ^{k-1} N\right)=O\left(\log ^{k-1} N\right)$
buckets. Considering all directions, all poirts p, and a factor of $\log \mathrm{N}$ to find each bucket, we have

$$
\text { TC'square }(N, k) \leq 2^{k+1} N O\left(\log { }^{k-1} N\right) \log N=O\left(N \log ^{k} N\right) .
$$

Substituting this in (2), we have
TSsquare $(N, k)=O(N \log N)$.
1.5.2 Lower Bound

He can exhibit a particularly tad case for the square k-d tree.

THEORSM: FOI $k \geq 2$, there exist point sets for which the actual search time using a square tree is $P\left(N \log ^{k} N\right)$.

PROOF: The construction is similar to that for the cyclic tree. The set $A$ is constructed strung out at unit intervals along the positive $x$-axis. All members of F wil have all non-positive coordinates, and most will lie close to the x1-axis. Some points of $B$ will be chosen so as to force elongation of some of the bins.

We shall be building sets of points composed of translated sets of points. Because these sets of points a=e assembled in layers, we shall call our stuctures "plats". En order to recall how much building has been done in constructing a plat, we shall give it an order number, such as "k-plat" where $k$ is a positive integer.

Let $z=1 /(2 N)$. Define a $1-\mathrm{plat}$ of size $M$ to be the set of $M$ points in $k-s p a c e, ~(n z, 0, \ldots, 0)$, where $0 \leq n<M . \quad$ If the contents of some subbin of $B$ was a $1-p l a t$, the $k-d$ tree nearest neighbor search for a point in a would take logy tine to find that there is no closer neighbor in that subbin.

B shall now be defined as a structure composed of many translated 1-plats, such that the square k-d tree construction algorithm generates subtins coincident with the plats. The structure will be composed of repetitions of substructures, which will be composed cf repetitions of substructures, and so on, down to 1 -plats.

For j>1, define a j-plat of size $M$ to be logy translated ( $j-1$-plats of decreasing size, and a single extra point. The ith subplat will be a (j-1)-plat of size

translated by the subtraction of (i-1)z from from the $\mathrm{i}_{\mathrm{t}} \mathrm{f}$ coordinate of each point. The extra point's only non-zero coordinate will be the jth, which will be -jt. Thus the j-
plat's widest spread is along the jth axis. The square $k-d$ tree construction procedure will partition betweer the lazgest (j-1)-plat and the rest of the subplats. This remainder will in turn be partitioned retween the second largest (j-1)-plat and the remainder, and so on, down to the sirgle extra point. It is easy to verify that the nearest neighbor search time for the i-plat vculd be at least

$$
\binom{\log M}{j}
$$

We finally define B to a $k$-plat of size $N / 2$. Considering that for each point in $A$, the nearest neighbor search must make an unsuccessful search of $E$, we obtain
$\operatorname{ISsquare}(N, k)=N / 2 Q(\log N) \quad\left(\log ^{k-1} N\right)=\left(N \log ^{k} N\right) . \quad$. Figure 4 gives an example of this corstruction for $k=2$, $N=32$.

### 1.5.3 Sum똔

Combining the preceding two theorems, we know that the worst case time for finding the nearest neighbor of all points using a square tree is bounded

$$
\text { Tssquare }(N, k)=\theta\left(N \log ^{k} N\right)
$$

This is within a factor of logn of the behavior of the algorithm of Bentley and shamos, which was designed to solve the protiem of finding the nearest neighbor of all points only. Thus we have deterained the worst case perforanace of


Figure 4: Worst Case Example of a Square Tree
the nearest neighbor search in a square $k-d$ tree to within a constant factor. The above arguments can be extended with small changes to bucket sizes greater than one. The only effect is a change in the constant cf proportionality.

### 1.6 SPEEAD TREE NEAREST NRIGHECRING SEARCHES

Although Friedman, Bentley, and Finkel found that the expected behavior of the spread tree was quite good, and indeed was better than thar of the cyclic tree, the worst case for the nearest neighbor search using the spread tree is worse.

We can construct exarples for which tire ذs use? in tion search for the rearest neightor of all points is of the same order of magnitude as the brute force solution. We develop an example for $k=2$, in the $x, y$-plane. We choose the first $N / 2$ points as $(0, i)$ for $1 \leq i \leq N / 2$. We choose the rext N/2-1 points as $(i / N, O)$, for $1 \leq i \leq N / 2-1$. Lastly, we chocse the $N+h$ point as $(N, O)$.


Figure 5: Norst Case Example of a Spread Tree

Now the spread in the $x$ dimension is $N$, wile along the $Y$ dimersion it is $N / 2$. Thus the first paztition $L$ will separate along the x-axis, between the points on the $x$-axis and those on the y-axis. Now the points on the $x$ axis have zero spread in the $y$ dimension, so all partitions
of those points must have the x-axis as discriminant. Hence the search ball of each point on the v-axis must intersect the bin of each point on the x-axis. This forces the search time to be at least
$(N / 2)(N / 2)=C\left(N^{2}\right)$.
Using a statistical definition of the soread still does not preclude the construction of such bad examples, as long as some fixed fraction of the pcints can be squeezed alongside the initial partition. This seems to indicate that in the creation of $k-d$ trees, the geometry of the bins is more important than that of the peint set. The choice of the median position seems to force the shape of the tree as much as is necessary.

### 1.7 CONCIUSICN

### 1.7.1 Su뚣ㄷ

Table 1 summarizes the known behavior of the $k-d$ tree nearest neighbor search.

### 1.7.2 Eusther Eesearch

We have not found the average behavior of the nearest neighbor search usirg a $k-d$ tree. Despite the existence of strong empirical evidence, there is no analytic evidence that the $k-d$ tree should have logarithmic expected search time. Our results hint that it should be possible to find an analytic logarithm-squared bound for the expected search time.

```
            Tatle 1.
Search Time Eehavior of R-d Trees
    HCRST CASE WCRST CASE EXPECTED
TREE-TYPE LOWER BUUND UPEER BCUND EMPIEICAL
\begin{tabular}{|c|c|c|c|}
\hline & 2-1/k & 2-1/k & \\
\hline CYCLIC & T(N) & O(N \(\quad \log N)\) & \(0(N \log N)\) \\
\hline SPGEAD & \[
\phi\left(\mathrm{N}^{2}\right)
\] & \(C\left(N^{2}\right)\) & O(N \(\log \mathrm{N})\) \\
\hline SQUARE & \(\varphi\left(N \log ^{k} N\right.\) ) & \(O\left(N \log { }^{k} N\right)\) & O(N \(\log \mathrm{N})\) \\
\hline
\end{tabular}
```


## Chafter II

INTERSECTION OF A FINITE SET CF HALF-SPACES

Consider a set $S$ of $N$ half-spaces in three dimensions. The problem is to construct the polyhedron which represents the intersection of the half-spaces as quickly as possible. The lower bound for this prcblem is O(N logN) time, since any algorithm which can solve this problem could solve the corresponding problem in two dimensions, where the lower bound is $C(N \log N)$. Fecent work $k y$ Preparata and Mullerı, and Brown ${ }^{2}$ has led to algorithms which can solve this problem in $O(N \log N$ ) time. We shall demonstrate here our algorithm for the solution of this frotlem in $0(N$ logn) time. This would enable us to solve three-variable linear programwing problems in time less than the worst case of the simplex algorithm.

[^3]
### 2.1 TERHS

Each half-space is determined by a clane called the supporting plane and an orientation. The orientation specifies which of the two half-spaces defined by the supporting plane is in the set. For each half-space, consider the normal to the supporting plane pointing away from the halfspace. If we fcllow a vector parallel to this rormal from the center of the unit sphere at the origin, it intersects the sphere at a unique point. This point we shall call the corresponding. sphere point. If $x$ is a half-space in the set $S$, we shall refer to the supporting plane as the plane $x$. and the corresponding sphere point as the sphere point $x$. (See Figure 6).

The role to be played the sphere points in the algorithm might be best illustrated by considering an extreme case of the problem. Suppose that all the half-spaces include a unit sphere, and that the supporting plares are all tangent to that sphere. Then the sphere points are the points of tangency, while proximate sphere points correspond to neighboring faces in the intersection polyhedror.

He shall use the term corner to mean the vertex of a polygon, and the term vertex to mean the vertex of a polyhedron.

On the plane, the convex closure of a set of points can be defined as the intersection of all half-planes which contain all points in the set, and the convex hull as those


Figure 6: Connections between Half-space, Plane, and Sphere pcint
points in the set on the boundary of the convex closure. on the surface of the sphere, we similarly define the convex closure of a set of points as the intersection of all hemispheres which cortain all poiats in the set, and the convex hull as those points in the set on the boundary of the convex closure. For some point sets, such as the vertices of an inscribed regular tetrahedron, these structures do not exist. If a sphere point is in the convex hull, and does not lie between two other foints on the convex hull, we shall say that it is independently in the convex hull. Points that are the in the convex hull, but are not inde-
pendently in the convex hull, would thas lie on the short segment of the great circle foining some pair of other sphere points: we shall say that these points are dependently in the convex hull.

By constructing the convex hull of a set, we mean the creation of a linked list of the points on the corvex hull in order. By constructing the intersection polyhedron, we mean the creation of a data structure which ercodes the planes which are faces of the intersection polyhedron and the relationship of "neighboring face". He shall call a face of a polyhedron an infinite face if it contains an infinite ray.

### 2.2 THE ALGORITHM

Our algorithm proceeds in three stages. In the first. stage, the set of planes is partitioned into two pazts. In the second stage, a divide ard conquer method is used to construct the intersectior of the half-spaces in each oart. The method here is similar to the construction of the voronoi diagram in the plane ${ }^{3}$. In the third stage, the polyhedra found in the second stage are intersected. It is rot until this last stage that we shall discover whether the total intersection is finite or even null.

3M. I. Shamos, "Geometric Complexity", Corference Eecord of Seventh annual acy Symposium on Theory of conputing, (1975). pp. 224-233.

### 2.2.1 First stage

We first partition the set $S$ of half-spaces into tuo parts. We do this by picking an arbitrary hemisphere of the unit sphere, then assigning a half-space to the first part if its sphere point lies in the hemisphere, and to the second part if the sphere point lies in the opposite hemisphere.

We shall find the following lewa useful.

LZMMA: Let $H$ be a nonempty set of half-spaces whose corresponding sphere points lie within a hemisphere.
a. The set of sphere points of the members of H has a convex hull on the surface of the sphere.
b. If the supporting plane of a half-space appears as an infinite face of the intersection polyhedron of the half-spaces then the corresponding sphere point appears on the corvex hull of the sphere points. If a sphere point is independently in the convex hull, the corresponding supporting plane appears as an infinite face of the intersection polyhedron. If a sphere point is dependently in the convex hull, the corresponding supporting plane either does not appear in the intersection polyhedron, or appears as an infinite face.

PROOF:
a. By definition, there is at least one hemisphere which contains all points in the set, and thus the intersection of all such hemispheres is well-defined.


Figure 7: Eelationship between Convex Hull ard Infinite Faces
b. If a supporting plane $x$ appears as an infinize face, by definition there is an infinite ray in that face. Consider the great circle passing through sphere point $x$, and orthogonal to the infinite ray (See Figure 7). The hemisphere genezated by the great circle in the directior opposire the ray contains all sphere foints of the set. For suppose there is sowe sphere foint $y$ not in this hemisphere. Then planes $x$ and $y$ must intersect such that $y$ cuts cff a terminal segment of the ray, which is contrary to the ray's being infinite. Since sphere point $x$ is on the boundary of this hemisphere, it must also be on the convex hull.

Conversely, if sphere point $x$ is on the convex hull between points $y$ and $z$, where $x$ is not on the great circle joining $y$ and $z$, then there is $a$ hemisphere with $x$ on the boundary and all other sphere points in the interior. Thus the remaining planes can only cut off initial portions of the ray in the plane $x$ wich is orthogonal to the great circle and oriented in the direction opposite the hemisphere. Since there are only finitely many other planes, an infinite segrent of that ray must remain in face $x$, and thus $x$ is an infinite face. If $x$ lies on the great circle be-
tween $y$ and $z, ~ t h e n ~ f a c e ~ x ~ m a y ~ o r ~ m a y ~ n o t ~ b e ~ o r e s-~$ ent: if it is present, it has infinite parallel edges perpendicular to the plane of the great circle IXz.

### 2.2.1.1 Timing

Since we only need to examine each half-space once to assiga it to a part, the first stage takes $O(N)$ time.

### 2.2.2 second stage

2.2.2.1 Divide and Conquer

This stage makes use of a recursive divide and conquer procedure.

The procedure takes as an argument a set of half-spaces whose corresponding sphere pcints all lie in the same hemisphere. The procedure first partitions this set into rwo parts, applies itself recursively to each part to produce the convex hull of the sphere points and the intersection polyhedron of the half-spaces. It combines the two convex hulls to form the corvex hull of the whole set. Lastly, it intersects the two partial polyhedra, to produce the intersection of all the half-spaces in the input set.

To separate the half-spaces, the procedure chooses a great circle which partitions the set of sphere points into two equinumerous parts. For example, if we had sorted all the points in a hemisphere ty angle around some axis lying
in the diameter plane of the sphere, then we can choose the median of the angular coordinates to separate the set. The choice of a great circle as a partition ensures that the convex closures of the tro parts are disjoint.

Suppose now that the intersection of the half-planes and the convex hulls of the sphere points have been found for each part by using the frocedure recursively, We first combine the convex hulls to find the convex hull of all the pcints. Since the two convex closures are disjoint, from any sphere point on the first part we can find a lirk of the convex hull of the second part such that the point of the first part is known to be on the exterior side of that face of the convex closure. Likewise we can find a link of the first part which faces out tc some point in the second part. We then delete these links, and link the two hulls together. Finally we iteratively delete concave vertices until no more exist. The worst case time to construct the convex hill of the entire set is proportional to the number of poirts on the convex hulls.

There exists in the combired convex hull a link from the first part to the second and ancther link back. These links are between points which by the above lemma correspond to planes which are infinite faces of the intersectior polyhedron of all the half-spaces, ard the intersection of these planes appears as an edge on that folytedron. we can easily check for deperdent presence on the convex hull and the loss of faces in linear time.

Applying the edge extension procedure described below by starting at the known infinite edge, we can gererate the set of edges of the polyhedron determined by the intersection of the partial polyhedra. During the extension, some faces and edges of the partial polyhedra may be "cut off" and thus must be deleted. The edges and faces of the intersection polyhedron are those created by the extension procedure together with those in the partial intersection polyhedra which were not "cut off".

### 2.2.2.2 The Edge Extension Procedure

The edge extension procedure is an important part of the algorithm. This procedure starts from an edge that is known to be created by the intersection of two polyhedra, extends that edge in a specified direction, and generates all edges formed by the intersection along that direction. The polyhedra must have a special relation, namely that the convex hulls of the sphere points of the face flanes are disjoint.

For example, say that the known edqe el is the intersection of a face $x$ of the first polytedron and a face $y$ of the second polyhedron. He extend this edge until it first. intersects an existing edge of $x$ or $y$, say edge e2 of $y$ fee Pigure 8). This edge is the intersection of $y$ with a face $z$ in the second polyhedron. He terminate el at the point of intersection with e2, and now begin the extension of the
edge e3 defined by the intersection cf $x$ ard $z$. If e1 does not strike any opposite edge of $x$ or $y$, then $x$ and $y$ are infinite faces, and the extension procedure terminates.


Figure 8: Operation of the Edge Extension Procedure

Since the search for the next edge of face $x$ to be intersected by e3 can commence at that edge intersected by e1. we can design the search fcr the first intersecting edge such that the extension procedure takes time proportional to the number of edges.

The use of a great circle to separate the sphere poirts of the parts ensures that the partial polyhedra will have
the spectal relation specified above. If we were to project the intersection polyhedron onto the flase deterinined by the great circle, the intersection edges form the convex hull of the projection polyhedron. Thus we see that the relation forces a connected sequence of new edges and the extension procedure will generate all new intersection edges.

### 2.2.2.3 Timing

Thus we can construct the convex hull of the corresponding sphere points and the intersection polyhedron of our set of half-spaces. The divide and conquer procedure is apflied to both parts constructed in Stage 1. The combining of the convex hulls and application of the edge extension procedure each take $C(N)$ tixe. Thus like the time for the construction of the voronoi diagram in the plane, the execution time of Stage 2 is $0(N \log N$.

### 2.2.3 Third stage

Let us examine our current situation. We have reduced our $N$ half-spaces to two polyhedra, both with infinite extent. To illustrate their relative crientation, we might say that these polyhedra are two flowers facing in exacily opposite directions. The relative position of these flowers is still unkrown however. They may be facing each other, back to back, or displaced laterally.

If we can now find a pair of faces, one from each polyhedron, whose intersection appears as an edge in the polyhedron which is the intersection of all half-spaces, we can again apply the edge extensicn frocedure tc qenerate the final intersection. Most of the remainder of the algorithm is concerned with finding just such a pair of faces.

Let us examine just how we might find such a pair of intersecting faces. For descriptive furfoses, we assume that the diameter plane used in Stage 1 is a horizontal plane, the first polyhedron is below all its faces, and the second is above all its faces. We shall call the first poIYhedron down-facing, the second up-facing. He construct a list of the vertices of the polyhedra, augmented by the addition of virtual vertices at the zenith and nadir, ard ordered by the vertical or 2 -coordinate.

Consider any horizontal plane passing through one of the real vertices in our list. Such a horizontal plane would intersect a fixed set of faces of the polyhedra, determined by the chosen vertex. The intersection of each polyhedron with the horizontal plane ray be a convex polygon lying in the plane, may be $n u l l$, or if the choser vertex is virtual, may be the entire plane.

### 2.2.3.1 Binary Search

Our global strategy in the search for a pair of intersecting edges will be a binary search. Our search investi-
gates the region between a pair of vertices in cur sorted list. We use the horizontal planes passing through the vertices, and generate the polygors which are the intersections of the planes with the polyhedra. Thus we can construct the intersection of each polyhedron with the slab delimited by the horizontal planes passing through our chosen vertices. We call these intersection polyhedra slices, and observe that their vertices all lie in one or the other of the limiting horizontal planes and that the non-horizontal faces, or "sides", have at most four edges and vertices.

He now look for an intersection edge of the two slices. He first project the top and bottom folygons of each slice into a single horizontal plane. We then examire the intersection relationship between these four polygons in that plane.

If we intersect two convex polygons $A$ and $B$ in the plane, we have four possible outcomes. First, an edge of a may cross an edge of $B$ : we shall call this an "actual" intersection. Secondy, we may find that is within $B$, or thirdly, we may likewise find that $B$ is within 1 . The fourth possibility is that the intersection is null since A
*For brevity, ue shall assign two character sames to each polygon. The first character will be J or D , if the polyhedron is the up-facing or down-facing, fespectively. The second character will be $T$ or 3 , if the irtersection is with the top or bottom limiting flane, respectivoly. Thus OT is the projection of the intersection of the up-facing polyhedron with the top limiting flane. We note that $u$ is withia UT and DT is within DB.

Tatle 2.
Decision Tree of Eolygon Intersectioas


1* DT is within UT. Any edge of DT appears in the intersection folyhedron and ever intersects a side face of the up-facing slice.

2* $O B$ is within $D B$. Any edge of $U B$ appears in the intersection folyhedron and even intersects a side face of the down-facing slice.

3* The up-facing slice is within the down-facing slice.

4* The doun-facing slice is within the up-facing slice.

FOUND We have found a pair of intersecting edges, wanted.

DISJOINT We have established that the slices do not intersect, and have a separating piane. Which is the vertical extension of the separatirg line between the polygons UT and D3.

CAN'T BE This outcome will not arise.
HILL CLIMB We must "hill climbn to find a possible intersection.
and $B$ are disjoint. Table 2 represents a decision tree of polygon intersections to be tested. ke always start at 1 by finding the intersection of $U T$ and $D B$.
2.2.3.2 The Hill climb

Decision table 2 resolves the question of the intersecticn of the two slices, with the exception of the hill-ciimbing outcome. Let us examine the hill climb in detail.

The slices may yet bave an intersection. If so, its projection lies within the intersection of $U T$ and DR. FOr each point $x$ in the horizontal plane, let $u S(x)$ denote the point on the surface of the up-facing polyhedron which projects onto $x$ similarly define $D S(x)$ for the down-facing polyhedron. We define the function $U(x)$ where $x$ is in the intersection of UT and DB to ke the z-ccordinate of the point US (x). Thus $U(x)$ is a piecewise linear convex function on its domain. Similarly, we define $D(x)$ as the z-coordinate of the point $D S(x)$, and observe that it is a piece-wise linear concave function on its domain.

Now consider the function $D(x)-U(x)$. It is a piecevise linear concave functior, although there may be more than $O(N)$ pieces. If it has a value less than zero at $x 0$. then the line segment joining $0 S(x 0)$ to $D S(x 0)$ lies sutside both polyhedra. If it has a value greater than zero at x0, then the line segment joining $U S(x 0)$ and $D S(x 0)$ lies within both polyhedra. The function $D(x)-U(x)$ attains the value zero at xoif and only if the polyhedra intersect at US $(x 0)=D S(x 0)$. Thus if we do an uphill search on the value of $D(x)-U(x)$. we can determise whether the polyhedra intersect in the slab.

We first evaluate $D(x)-U(x)$ arcund the perimeter of the intersection of OT and DB. We know for instance that, at a corner generated by this intersection, the function has a value uhich is the negative distance between the limiting planes. We only need evaluate at the corners of the intersection polygon, since $D(x)-0(x)$ is linear between corners. If the falygon has infinite edges, it is an easy matter to check whether the function becomes positive along that edge. We choose a maximal corner, and proceed to the actual search. which follows along the projections of the side edges of the slices.

Consider the general case of our search. We find ourselves at the intersection of the projections of an up-facing edge and a down-facing edge. There are two other edges in the upper slice adjacent to our current edge, and similarly for the down-facing edge. Thus we have three lines, which do not intersect each cther while intersecting each of three similar lines (See Figure 9). Thus a total of nine intersection points are defined, the center one of which is our current position. In constant bounded tioe, we can evaluate $D(x)-U(x)$ at the other eight points, and move on to the highest. If all are lower, then we are at the maximum and no irtersection occurs. The fact that some of the eight new points may not be defined tecanse we are too close to the perimeter can be handled in constant bounded time also. Note that we dor't have to follow any edges induced by the slicing, since we started at the maximal perimeter corner.


Figure 9: Typical step options

Of course, we want to know how many steps might be taken by the hill climb. As we noted above, within the intersection of $U T$ and $D B$ there are no intersections between up-facing edges, and none between down-facing edges. Thus the intersection pattern of the up-facing edaes with the down-facing edges is like that of two families of parallel lines.

Now let us examine figure 9 . If the climbing procedure moves to one of the points adjacent to $x$, say 1 , then we know that $D(1)-0(1)$ is greater than each of $D(a)-y(a)$. $D(d)-U(d)$, and $D(X)-U(X)$. But a $1 x$ and $1 d X$ define bounding planes for the surface of the function $D(x)-U(x)$, trins all points to the right of the line ald evaluate to less than $D(1)-0(1)$. Hence we can make steps to adjacent intersections at most $N$ times in each direction, and thus at most $2 \mathbb{N}$ steps will be to adjacent intersections.


Figure 10: Example of Diagonal Stepping

Now consider a sequerce of diagonal steps terminated by a step in some other direction, such as a, a2, a3,24,d1 in Figure 10.

Since the function $D(x)-\sigma(x)$ has greater value at a than at 1, 2, or $X$, we see that the quadrant below the line a 2b and right of a1d is now known to be lower. This is true for each a-type step, thus when we reach a4, we have dominated the slashed area. Then the step to di dominates the dotted quadrant also. But the total dominated area is the same as if we had started at $Y$ and used 1-type steps to a4. then the sirgle step to di. Similarly we can replace any sequence of diagonal steps which is followed by $\equiv$ different
step with a sequence of adjacent steps of the same length. This sequence would also dominate the same set of intersection points. The only case left is a long sequence of the same steps, which as before can be at most length $N$. Thus any climb sequence has lergth at most $2 N$. Of course, as we make the ascent, at each step we check whether we are crossing the threshold $D(x)-U(x)=0$. If we do cross it, we can stop, having found our intersecting faces. If the polygon is infinite, the search may terminate because there are no more intersection points in the direction of ascent. We can easily check whether the infinite faces which remain undominated do indeed intersect. If not. we find the maximum at the intersection of the projection of two edges. A plane parallel to koth of these edges and lying between them is a separating plane for the slices.

### 2.2.3.3 Onward and Upward

He now know how the slices intersect. We have four possible conditions: the slices have a actual intersection, one slice is in the interior of the other, one or both of the slices is null, or the slices fail to intersect. In the case of a actual intersection, one of the edges of the intersection polyhedron is formed by the intersection of faces from each of the slices. This pair of faces is the pair we have been looking for, and we terminate our search.

If one slice is in the interior of the other or ouly one is aull, our next investigation is in the direction of the polyhedron with the smaller or null slice. If both slices are null, we have a separating plane and hence the intersection of the two polyhedra must be null.

If the slices do not intersect, we need to find in which direction, up or down, we should move so that we might find a pair of intersecting faces. If one of the points is virtual, we are at one end of the list, so we know we must move in the other direction. Thus we may assume that both vertices of our pair are real. Each polyhedron is a subset of the larger polyhedron defined by the side faces of the slices. The intersection of these larger polyhedra is a convex polyhedron either strictly atove or strictly below our slab. This intersection of the larger polyhedra contains the intersection of the original polyhedra, and thus both intersections wust lie on the same side of the slab. While attempting to construct the intersection of the slices, we found no intersection, but we were able to construct a separating plane. This separating plane intersects the limiting planes in a pair of parallel lines. In each limiting plane, and for each polyhedron, find the corner of the intersection polygon closest to the parallel line lying in that limiting plane, and construct a parallel line through that point (See figure 11). The two lines for each polyhedron define a plane which in fact is a bounding plane
for that polyhedron. The intersection of these planes is another parallel line outside the slab. We then move in the direction in which these planes intersect.


Figure 11: Choosing the Direction in the Binary Search

As long as we find ro intersecticn and have not shown that one does not exist, we cortinue the search, until the
search directions indicate that the intersection must be both strictly above and below some vertex. This is imesssible, so the intersection must be null.
2.2.3.4 The Final Edge Extension

As mentioned above, once we have found ar edge formed by the intersection of the up-facing and doun-facing polyhedra, we can simply apply the edge extension procedure to generate the final intersection. Because ve do not know that the final edge is infinite, we will need to apply the edge extension procedure in both directions. Also, because the intersection of the polyhedra may now be finite, we shall need to check for a loop, or more specifically, whether the current edge is between the same faces as the originally fourd edge.

### 2.2.3.5 Timing

Each step in the search takes $O(N)$ time: intersecting the horizontal planes with the polyhedron, doing the polygon intersection tests, climbing the hill, and choosing the direction of the next investigation. The binary search takes $O(\log N)$ steps, thus the total search time is $O(N \operatorname{logN})$. The final edge extension will take $O(N)$ time.

### 2.3 TIMING SUYMARY

Each of the Stages takes $O(N$ logN) time to complete, thus the total running time of the algorithm is o(N log $\mathrm{N}_{\mathrm{N}}$.

## Appendix A

The Bin Refinement Erocedure


#### Abstract

The following is a pseudo-algol description of the bin refinement procedure.


PROCEDORE binRefine (NODE $x$ ):
INTEGER axischoice:
BEAL positionchoice:
NODE lowx,highx;
COMMENT axisChoose $(a, x)$ is a procedure to be specified elsewhere which selects the DISCRIMINANT to be used to partition the bucket $x$. :
axischoose (axisChoice, $x$ );
FositionChoice $=$ MEDIAN (x,axisChoice);
lowx $=$ bUCKET (\{x|x[axischoice] $\operatorname{spositionchoice\} ):~}$
highx $=$ BUCKET (\{x|x[axisChoice $\}>$ FositicnChoice $\})$;
$x=$ PARTITION (LOWSON=1OWX, HIGHSON=highx, DISCRIMINAN: =axisChoice, DOSITION=positionchoice);

END binRefine:

## Appendix B

The Nearest Neighbor Search


#### Abstract

The following is a pseudo-Algol description of the nearest neighbor search.


PROCEDOEE nearest Neighbor (NODE $x$, POINT test,bestYet);
NODE XSOR:
IF $x$ IS BUCRET
THEN FOR $i$ IN $X$
If distance (i, test) <distance (bestyet, test)
THEN best Yet $=i:$
ELSE IF test[DISCRIMINANT(x)] $\leq$ POSITION(x)
THEN XSOD $=$ LOWSON $(x)$;
ELSE xson $=$ HIGRSON (x) :
nearestNeightor (xson, test, bestyet);
IF test[DISCRIMINANT(x)]> POSITION(x)
THEN xSON = LOWSON (x):
ELSE XSOD $=$ HIGHSON(X);
IF distance (test, bin(xson)) $\leq$ distance (test, bestyet)
THEN nearestNeighbor(xscn, test, bestyet);
END nearestNeighbor:

## Appendix C

## Coconut Crunchies

| $11 / 2$ | cups butter |
| :---: | :---: |
| 1 1/2 | cups white sugar |
| 1/2 | cups browa sugar |
| 3 | eggs |
| 1/2 | tsps vanilla extract |
| 3 | cups flour |
| 1 1/2 | tsps double-acting baking powder |
| 3/4 | tsps baking soda |
| 3 | cups oatmeal (uncooked) |
| 3 | cups cornflakes |
| , | 7-ounce package shredded coconut |
| $(1) 1 / 2$ | cups raisins) |
| $(4$ | medium bananas) |

Melt butter, mix with sugars in large mixing bowl. Beat in eggs, and stir in vanilla. If using bananas, peel, mince acd stir in.

Sift together flour, baking powder, ard baking soda. Sift this mixture into the sugar mixture a cup at a time, then stir well. Similarly, add the oatmeal and cornflakes a cip at $\pm \pm i m e$. Lastly, stir in the coconut, and raisins if desi red.

Drop by large spocnfuls orto cookic sheet. Bake in 3250 oven for 12 to 15 minutes. This recipe makes six to eight dozen cockies.
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