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AN EXPERIMENTAL STUDY OF THE DECAY
K-ZERO=LONG ==--> P1-PLUS PI~-MINUS PI~-ZERO

A 2-meter streamer chamber was located in the neutral % degree
heam at the Stanford Linear Accelerator Center (SLAC) and was
triggered on K-zero-long decays. UOuring 1158 hours of running
between July and October of 18970, approximately 2,500,000 events
were photographed, 500,000 of which were K-zero~long decays. The

principal charged decay modes of the K-zero-long are:

k=zero-long ==--=-> pi-plus pi-minus pi-zero (K3pl)
K-zero=long —-===-> pi=-plus-minus mu~minus=-plus neutrino (Kmu3)
K-zero-long =---=> pi-plus-minus e-minus-plus neutrino (Ke3)

This report presents an analysis of the purely hadronic X3pl mode

based on 20% of the total sample (120,000 K-zero-long decays).

Many earlier experiments in the field suffered from systematic
biases which necessltated large (and possibly poorly understood)
corrections to the data, The resultant confusion pointed to the
need for a reasconably high statistlcs experiment which was not
dominated by systematic errors. This experiment was desigﬁed to
be almost free of systematic bliases so that the corrections to
the data were at the 2% level. The main experimental features

are described below,



a) An extremely favorahle geometric configuration resulted in a
trigger efficiency which exceedad 98% over the entire Dalitz
plot. The scanning efficiency was estiizated to be in excess of

99.5%.

h) The time-of=flight of the K-zero=-lonz wes determined witl an
averate error of £0.45 ns. This was incorporated with the track
measurements on film into a one constraint {(1C) kinmematic fit,

resulting in & very clean separaticn of the decay modes,

¢) Shower plates insice the chambar allowed a partial
identiflcation af the K-zero=lonc decay products., This served as

an independent check on tie kinematic fit,

The decay spectrum wes found to depend on the pi-zero
center-ocf-mass kinetic energy (T3) in a manner well descrited hy
s matrix element of the form

M+ - 0) = a {1+ 6(2(T3)-T3max)/Timax )

where the value of b was determined to he -0.443 4 0,014 . A
comparison with K-plus decays shows a significant violation of

the detta 1=1/2 rule for hacdronic weak decays.
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INTRODUCTION

A 2-meter streamer chamber was located in the neutral

59 bheam at th2 Stanford Linear Accelerator Center {SLAC)
and was triagered on Kf decays. During 1158 hours of
vunning betwean July and October of 1970, approximately
2,500,000 events were photodgraphed, 500,000 of which were

KE decavs. The principal charged decay modes of the Kf

are:
KO —> T+~ Te (K3pi or 3 piy
KO ——=> T+ pu*p (Kmu3)
KO ———m> Th £F P {Ke3)

This report presents an analysis of the purely hadromic

decay mode K¢ > MT+*T-T©° based on 20% of the total

sample (100,000 KE decavs).

Many earlier experiments in the field suffered from
systematic biases which necessitated large {and possibly
pocrly understood) corrections to the data. The resultant
confusion pointed to the need for a reasonably high
statistics experiment which was not dominated by systematic
errors. This exverimant was designed to be almost free of
systematic biases so that the corrections to the data were
at the 2% leval, The main experimental features are

described below.



a) An extremely favorable geometric configuration resulted

in a trigger afficiancy which exceeded 98% over the entire

Dalitz plot., The scanning efficiency was estimated to be in

excess »f 99,5%.

b} The time-of-flight of the KO was determined with an
average error of +0.45 ns. This was incorporated with the
track mzasurements on film into a one constraint (I1C)
kinematic fit, resulting in a very clean separation of the

decav modes.

c) Show2r plates inside the chamber allowed a partial
identification of the Ks decay products. This served as an

ind=pendent check on the kinematic fit.

The decay svectrum was found to depend on the TJo
center-of-mass kinetic enerqgy (T3 in a manner well
d2scribed by a matrix element of the form
n(xf_-a>]T+]T-'ﬁD\ ~ 1 + o (2(T3}H -T3max)/T3max

where the value of o was determined to be -0,443 + 0.014 ,

A comparison with K+ decavs shovws a significant violation of

the AT=1/2 rule,

CHAPTER 1

THEORETICAL CONSIDERATIONS

The 3 pi decay of the KE is interesting because a
comparison with the 3 pi decays of the charged K's gives
information abont the isospin transitions in nomnleptonic
weak interactions. R ageneral discussion of the AI=1/2 rule
is given below, followed by a detailed isospin analysis of

K——>3 pi decays.



HADRONIC WEAK DECAYS AND THE ATI=1/2 RULE

of the many knovwn weak decays, the least understood is the
class of strangeness-chanrging purely hadronic decays. 1In
fact, the selection rules governing these decays are not
known with certainty, much of the uncertainty revolving
about the so-called AI=1/2 rule. I is the total isotopic
spin of the system, and the rule states that the¢ magnitude

of the change of T is 1/2.

The rule was postulated by Pais and Gell~Manm in 1955t as
part of the ongoing effort to systematize the mcunting body
of observed weak decays. A less stringent form of the rule,
namely { AI3|=1/2 wvhere I3 is the third component of the
total isospin I, was first put forth by Pais. This is
eguivalent to the relation Q = I¥ + (B+S)/2 cougled with
the well-established conservation of charge and baryon
number and the apparent non-existence of transitions with

| AS1>»1. The more restrictive AI=1/2 rule was offered by

Gell-Mann as a further speculation.
1. Evidence for the AI=1/2 Rule - Tvo Pion Decays

The oft-cited evidence for the near validity of the AI=1/2
rule is the suppression of the decay K+ ———> T+ TP
relative to the decays K? —->T+T - and K —->TNo Tl 0 (2).

Treating the pions as identical bosons dictates a total

state which is symmetric with respect to interchange of the
pions. Since the K and the Tl are spinless, the pion pair
must be in an 5§ state (spatially symmetric), hence the
isospin state must be symsetric as well, 7Tt is then easily
seen that there is only one possible final state for the

pions in each of the three decays, The states -are:

1/2 ( 1#0> + 104> ) {2,1> for K¥ —> T+7O,

f173 2,00 + !2/3 10,0>
for kS —> M+TW—-, and

273 12,0> - [i73 10,0> for K9 —> ToTo.

172 { §4=> + |=+> )

"

100>

vhere:

1i4> is the state where pions 1 and 2 have I3= i and j
respectively (note that + means +1), and

1I,I3> is the two pion state in terms of the total isospin.

Since the K has isospin 1,2, it is evident that to end up in
the pure I=2 state, K* ———> [T+ ° nust occur via AT=3,2

or AI=5/2. The fact that this decay goes some S00 tipes
more slowly than the K? decays indicates the sugpression of
AI>1/2 transitions relative to AI=1/2 transitions. The
observed rate is actually too high to be due to
elactromagnetic breaking of a strict AI=1/2 rule, as the

suppression would then be by a factor of 10+,



2. Weak Currents

The "current-current®” interaction has proved to be a useful
form for expressing the effective Lagranglan of all weak
processes.,

L~ Ity

J = Jt{hadronic) + {{leptonic

J{hadronic) = J{AS5=0) + J{AS=1)
where:

L is the effective Lagrangian,

J is the total weak current composed of a hadronic and a
leptonic part, and

J(AS=0), J{AS=1) are the strangeness-conserving and the

strangeness-changing parts of the hadreonic current.

Thus the Lagrangian contains terms responsible for leptonic,
semileptonic, and nonleptonic decays, The latter is the
quantity of interest here and is given by:

L(nonleptonic) r~s (JP(AS=0H*J"_(AS=1} + h.c.

since J{AS=0) is an isovector and J{AS=1}) is an isospinor,
L{nonleptonic) contains in general a AI=3/2 part as well as
a ATI=1/2 part. A strict A I=1/2 rule can be built into the
theory by introducing neutral currents3., Since neutral
strangeness-changing lepton currents do not appear to exist,
the prospect of neutral strangeness~changing hadror currents
is considered unpleasant by many as it destroys the analogy

between the leptonic and hadronic realms,

Another approach is to assumse conditions whereby the
dynamics enhance the transitions with AI=1/2 relative to
those with AI>1/2. Soft pion calculations make use of PC‘C
and current commutation relations to make statesents about
matrix elements at unphysical points. TFor K—>3T, it can
be shown%$ that at the point where the pion 4-mementa
vanish, a rigorous AI=1/2 rule holds. If the extrapolatiom
back onto the mass shell is in some sense smooth, an
approximate AI=1/2 rule can be expected to hold for the
physical process. Callen and Treiman showeds that the

matrix element for K —> T+T—T° vanishes in the limit

of vanishing T+ (or T-) 4-momentus,

Empirically it is known that the matrix element M(+-0) is
approximately linear in the TI9 kinetic energy. We define
Lorentz scalars s0, s1, s2, and s3 by:

si = (P0~pi)2 for i=1,2,3, and

I3(s0) = 51 ¢82 + 53 = MO2 + mi2 + m22 + w3z

vhere:

PO ié the K 4~-momentum,

pl1,p2,p3 are the pion 4-momenta, and

M0,m1,m2,m3 are the masses of the K apd the pions.
Calculating in the c.m. gives:

si = (M0-mi)z - 2(m0) (Ti} for i=1,2,3

wvhere T1 is the c.w. kinetic energy of pion #i. 1If pion #3

is the Ti°o, K(+-0) ~ 1 + o{s3-50) where o is the so-called



slope parameter. The extrapolaticon to zero f-acmentum gives
a value of .28/m(T*)2 which is within 25% of the

experimental result.

The next section considers the detailed isospin structure of
the matrix element for K——>31T and indicates hew the

AI=1/2 rule can be tested in these decays.

ISOSPIN ANALYSIS OF 3 PI DECAYS

The early analysis by Dalitz? made the prediction that the
ratio of the rates of R¥ —>T+ T+~ and

K+ —>T+WOoT®° was 4 after phase space corrections had
been made. The result depended not on AI=1/2, but rather
on the final state's having I=1, Assuming a final state of
isospin 1, the relative rates of K¢ —> 3T and

K+ —> 3T were shown to be sensitive to the amount of
ATI=3/2 admixture, while the relative rates of KE —> 3T
and K9 ——>T+T-T° were insensitive. The ratio of the
latter two rates corrected for phase space differences was
predicted to be 1,5. WNone of the above considerations made
any explicit reference to the enerqgy dependence of the decay

eratrix element.

Weinberg® then showed that a comparison of the energy
spectra of the odd pion im the decays K+ — > T+ + 71— and
K* «==> T+TO0TT® provided a test of the AI;1/2 rule,
Dalitz*s result on the branching ratio of these two decay

rodes vas also obtained.

The paper of Barton, Kacser, and Rosen?® provided a rather
complete isospin analysis of K —-> 3. Since Dalitz's and
Weinberg's results are included in their treataent, a

detailed outline of the paper is given below.



1. The Isospi tate
I pin States The K+ isospin states are:

The first step involves vriting down the eigenstates of

10,1,1> = J1/3 ( |+=4> + f=+4¢> - 100+> )
N 14 : : . ) -
ota sotopic spin for the three pions., Combining the 11,9,15 = (1/2) ( 1=4+> = [#=4> + [400> = 10+0> )
isospin f the first t t i —
pins o e first two pions to get a total isospin of 12,1,1> = 11/60 [ [#=4> + [=44> & 6|++=>
Iiz2 n hen ebin thi i third Is i i
¢ and t comnbining s with the third pion's isospin = I(1+00> + {0+0>) + 2j00+> ) .
gives a state denoted by |I12,I,I3> where I3 is the gL
component of I, I3 j £ v 4 1 +
p is 0 for Kv decays and 1 for ¥+ and 11,2,1> = (1/2) 0 | #=+> = [=44> + 1+00> =~ (040> )
K- decays., I 11 ¢ 0
¥s na here are seven such states for the K 12,2.1% = [1712 ( 214+=> = |+=4> = f=+4>
deca £ the K+ = t i =Ny,
Y, six for the {no I={ state since I3=%) + 14005 ¢ 10+0> - 21004> )
The K¢ isospi tate ?
1 Pin s s are 12,3,1> = 1715 [ | +¢=> & [4=4> & |~+4>

+ 2(1+00> + (040> + J00+>) }

11,0,0> = J1/6 ( |+0-> + |0=-+> + |=-+0>
T R0 = 10> = 40> ) To introduce energy dependence into the final states we use
the Lorentz scalars s0, s1, s2, and s3 defined in the
10,1,0> = J1/3 ( 1+-0> + 1=+0> - 1000>) previous section., Since only two of the si are ingependent,
1,1,0> = (1/2) ( 1#0=> + {=0¢> = J0¢-> = {0=+> ) one formulates the problem hereafter in terms of (s3-s0) and
12,1.0> = 1?756 €3 01#0=> + 1-04> + [04=> + [0-43) (s?2-s1) which corresponrd closely to the Dalitz Flot
= 201#20> ¢ |-403) - 4]000> ) variables defined in a later chaoter.
11,2,0> = j;7?5 € 140=> + 10-4> + 2j+-0> The reguirement is now introduced that the final state of
= 1m0 = 108> - 212402 ) the three pions be totally symmetric with raspect to
12,2,0> = (1/2) C 140>+ [04=> = J=0+> =10=+> ) interchange of isospin and energy variables of any two
pions, and that the dependence on the variables [s3-s0} and
12,3,0> = J1/10 ( 1+0=> 4 |=0+4> + (0+=> + |0-+> + | +=0> + [-+0>

{(s2-s1) be at most linear. The result of straightforward
+ 210005 ) . : . .
algebraic manipulation leads to four possible states:

10
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11,13(8)> = 579 10,1,13> + [fas9 [2,1,13> MO0+ = ( -J1715 a+1,5) + [8/15 a*(3.5))
13,I3(8)> = |2,3,I3> - [173 tat (1.1} + a+(2,L}) (s3-s0)
11,I2(Ly> = € J479 10,1, 13> + /5/9 12,1,13> } (53-s0) M{abc) is seen to be of the form E{abc) (1+o(abc) (s3-s50)).
+ JT;E F1.1,I3>(s2-s1 Thus the observed rate divided by available phase space
12,I3(1y> = 12,2,I3>{s3-s0) + j?75 11,2,I3>(s2-sT) {called the reduced rate R{abc)) is approximately given by
|E(abcy12/n! where n is the number of pions in the sane
1L,I3{f1> is the state of total isospin T and third charge state. If the final state is pure I=1, at+{2,L) and
component I3 (0 or 1 for KO or £+, X refers to the a+{3,5) are set to zero with the immediate consequences:

dependence on the energy variables - S for inderpendent, 1

for linearly dependent. R(++-)

I

LR (00 +) (Dalitz's result)

o(G0+)

=20(++-) (Weinberg's result)

2. Transition Matrix Elements and Predictions

Let us consider the K° decays. W®hile the KO is the

The final state for K+ decay can be written: isospin eigenstate of interest, the state that decays into 3

1£> = a* (1,5 11,1{(5)> & a+t (1, L) 11,1(LYy> + a*+(2,L)12,1(Ly> pions is the CP~odd compohent KO, The CP-even component
a+t{3,5)13,1{5)> K? cannot decay to 3 pions, or equivalently

vhere: <3TT|H'IK?> = 0. Since |K?> = J;?E'(le>+fKE>) we have
at(I,X) = <I, V() IH*{K*>, and the result:
H' is the weak interaction Bamiltonian. | 3T IR 1KO> = 2 <3 IRO>,

The trans=ition matrix elements for the final states j++-> Although the KE is not a CP-0dd eigenstate, the awount of

and |00+> are obtained by using the explicit wave functions CP-sven admixture (€} is of order 2 ¥ 10-3 and is

and evaluating <++-|f> and <00+|£>., If M({abc) is the matrix negligible for this consideration., Thus the above matrix

element in guestion, we have: elements for K2 can be used for K? as well. An inspection

of the isospin states for K9 shows that only the I=1,3

Mi++-) = | ju/15 a+(1,5) + [1/15 a+(3,s)) states are odd under CP, Thus with the obvious notation:
- j1/3 (a+(1,Ly - a+{2,L}¥)¥ {s3-s0) {f> = a® {1,831 11,0(S)Y> + a0 {1,Ly11,0(LY¥> + a9{3,5}§3,0(s1>

12 13



Projecting out (+-0> apd {000> in the final state gives: 3 ()

A

<H{SY1IH({n/2) t)11/2> for n=1,3,

F‘n) = <L {1 (n/2) 111/2> for n=1,3,

W(+-0) = { J1/15 a%(1,35) + J3/10 a9(3,s5)) Py = (LY 11H (/2 | 11/2> for n=3,5, and
+ 1775 a®(1,L) (s3-s0) Hf“’ = <3(SY1IH{n/2) |11/2> for n=5,7,
Mooy = -f3/5 a%{1,s5) + ’2/5 at{3,s) in terms of which:

Immediately we see:

a(000) = O. a* (1,5) = A€1) - (1/2) A

If we require pure 1=1 in the final state we get: at (1,L) = Q1) - {(1/2) pt)
ZR{000) = 3R({+-0). at(2,L) = J3/4 ype3) - jT;S ARE
a+(3,5) = [273 s> - [3/8 e

Since the possible transitions have AI = 1/2, 3/2, 5/2, or

7/2, the transition Hamiltonian can be written: a®(1,8) = H1) &+ N(D
H' = B(1/2) + H(3I/2y + H(5/2) + H{I/2) a®(1,L) = M) & JeD
where H(n/2} transforms like an I=n/2 obiect under rotations ad®(3,s8) = ql(s) + TL(T)

in isospin space, The K+ and K¢ matrix elements of H' are
related through isospin invariance (Wigner-Eckart theorem - B rigorous AI=1/2 rule requires 7\¢(3)= V!3’=0 with
see for example reference 10). Thus for an irreducible the predictiens:
tensor T{JM} we have:

<t {T(INY (B> = C (431t rmMm ) ST (3> 2R{0D¢) = R(+-0% and
vhere we are computing the matrix element hotween states of o(00+) = o(+-0).
definite angular momentum {isospin). The reduced matrix
element on the right side does not depend on the 382
component of isospin in the initial or final states.
C(jJi';mMm?) is the Clebsch-Gordan coefficient to coaple
isospins § and J to cet j' with the indicated proiections m,

M, and n*. We define reduced matrix elements:
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CHAPTER 1II
THE APPARATUS

A KE beam was run into the SLAC 2-meter streamer chamber.

A system of scintillation counters and fast electronics was
used to trigaer the chamber on K® decays Information
necessary fof the determination of the Kf time-cf-flight
was recorded on magnetic tape for each event. The chamber
vwas located in a vertical 16 kilogauss magnetic field and
vas photographed in three views from above. Detailed
descriptions of the chamber, the magnet, the beam, the
electronics, and the optical system are given in the

following sections of this chapter,

STREAMER CHAMBER

The streamer chamber is a particle detection device which
rendecrs visible (and hence photographable) the ionization
left by a charged particle passing through its sensitive
volume. It coebines the 4 pi steradian so0lid angle
acceptance of the bubble chamber with many of the advantages
of a counter experiment. The chamber is triggerable which
leads to a small number of pictures per event, allowing high
statistics; and the pictures are generally devoid of
irrelevant tracks., Also, multiple scattering is minimal
since the sensitive volume contains gas (neon-heliua
mixture}. The principles of streamer chamber operation have
been reviewed in detail elsewherell, but will be discussed
here both for completeness and as a prelude to a description

of the special features of the K: chamber.
1. Streamer Formation

If a high electric field is applied across a volume of gas
containing a free electron, a discharge is initiated. This
discharge spreads froa the site of the electron along the
direction of the electric field and will eventually go from
elactrode to electrode. However, if the voltage pulse is of
very short duration, the spark is arrested and the result is
a streamer. The streamer extends a few millimeters toward

each electrode from the position of the original electron.
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If photographed parallel to the field, it appears as a dot
of light; looked at perpendicular to the field it is a
streak. The exact details of the processes involved in the
formation of a streamer are not at all well understood, but
the basic explanration given below is thought to be

essentially correct as far as it goes.

The growth of the streamer involves two phases. Initially
the electron multiplies by iorizing gas molecules as it
gains erergy in the field. The resulting avalanche grows at
a rate corresponding to the electron drift velocity in the
gas. For 90% neon - 10% helium at a pressure of 760 torr
and a field of 20 kvs/cm (which is about 10 times the field
required for static breakdown) the velocity is of the order
of 107 cms/sec. The ion drift velocity is lower by about

two orders of magnitude and so does not enter into the
consideration. At a certain point the space charge of the
avalanche transforms it into a streamer. The dcmipant
process imvolved now is photo-ionization and the rate of
longitudinal growth is at least ten times faster than the
otriginal avalanche growth. The photons form ne% avalanches,
especially at the tips of the primary avalanche where the
space charge intensifies the electric field, Thus the
streamer grows longitudinally in both directions until the
field is turned off., Although the streamer growth is
syametrical, the origin is displaced due to the fact that

the space charge of the origimal avalanche drifts before the

18

avalanche is transformed into a streamer.

The electric field used for the formation of streamers is of
the order of 15-20 kv/cem. To cbtain this field over a 40 cm
gap for a duration of 20 ns requires the use of special high

voltage devices,

2, Marx Generator

The schematic of the Marx generator used to produce the high
voltage pulse is shown in figure 1, All the corponents in
the figurs were located in a large tank of transformer oil.
47 capacitor banks, each containing 24 2000 pf Lkarium
titanate capacitors in parallel, were charged in parallel
through carbon rod resistors to a voltage of abcut 22 kv.
The output was obtained by dischargina the capacitor banks
in series through spark gaps so that their voltages added.

R 23-gap manifold (switch tube) and a self-contained

trigatron vere used to accomplish this.

The 8' spark gap manifold contained 23 electrode pairs along
a 6" diameter lucite tube which was filled with nitrogen gas
at about 15 psi. A trigger disc sat midvway between the
electrodes of the first gap in the tube. The trigatron wvas
triggered by a =15 kv pulse from a separate pulser outside
the oil tank, and the resultant -2HV (:RV were the power

supply voltages) output pulse appeared on the trigger disc,

19



causing the first gap in the tube to break down. The series
resistor R; limited the current drawn through the trigatron,

greatly prolonging its life.

once the first gap of the tube had broken down, the rest of
the gaps broke down sequentially by overveltage. The design
of the generator was such that the stray capacitances
between the capacitor banks and ground, and fros one bank to
the other were much larger than the capacitances across the
gaps, thereby ensuring that the overvoltage did in fact

occur,

The DC supplies were modified to allow faster charging of
the Marx generator, Rather than charging to 22 kv, the
supplies were set to charge to 30 kv but cut off when 22 kv
was reached. They were also modified so that there was a
5-10 ms delay after the Marx had fired before recharging
began, This was to allovw the switch tube to deionize so

that it wouldn't break down again during the charging.

The problems of driving a large streamer chamber directly
from the Marx generator are discussed in reference 11. The
conclusion drawn is that an intermedjiate pulse shaping
network is the best way to get the small risetime pulse
necessary vhile allowing certain freedom in the design of

the Marx.
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3., Blumlein

A five electrode Blusmlein line was used to provide the fast
pulse, Figure 2 and the explanatory caption qucted below

are taken directly from reference 11.

"The five-electrode Blumlein (a) is equivalent to two
three-electrode Blumleins (b)Y each of which can ba
considered as a constant impedance line interrupted at the
center by the lcad NZ. The first Blumlein pulse begins at
time ¥ after the spark gap fires and continues until time
3%Y where T is the time required for a wave to travel from
the spark gap to the end of the charged electrode. When the
impedances of the Blumlein and load are properly matched
{N=2), the amplitude of the first pulse is equal to the

charging voltage, and all succeeding pulses are zero."

The spark gap was filled with sulphur hexafluoride gas at a
pressure of B80-100 psi. Varying this pressure caused a
variation in the breakdown voltage of the gap and hence in
the voltage applied to the chamber. It is possible to
design and build a Blumlein whose output voltage is very
nearly equal to the voltage at which the spark gap breaks
downt2, Hovwever the Blumlein used in this experiment wvas
only about 60% efficient with respect to voltage
transmission due to a rather difficult and unfavorable

geosetrical configuration. Hence a Marx voltage in excess



of a megavolt was required to apply 800 kv to the chamber.
The pulse was monitored with a capacitive probe and had a

width of 18 ns FWHA.

One point to note is fhat thé chamber was subject to a
rather lona *"prepulse" before the Blumlein gap troke down.
The prepulse of opposite polarity to the main pulse -was due
to the charging of the Blumlein and caused the primary
jonization to Arift about 1 mm. This was only partially
conpensated by the displacement which occurred after the gap

had broken dovn but before streamer fermation had begun,
4, chamber Construction

The streamer chamber used in this experiment was of the
double gap design, thus providing twice the sensitive volume
for a given voltage, This design also gives z syametric
configuration with the center electrode carrying the high
voltage and the top and bottom electrodes baing at ground
potential, The gap size was %0 ce (for a total depth of 80
cp) as compared to 30 ca for the two previous chambers and
the two later ones. This added size necessitated a hicher
Marx generator voltage for the same electric field, which
was attained by using more capacitor banks and a higher

voltage per stage,

T*he overall shape of the chamber was trapezoidal with a

ez

length (along the beam) of 2 m., The upstream and downstrean
widths were 1.8 a and 1.1 » respectively. The vwalls were
constructed of cast polyurethane foas slabs which were
epoxied together and painted with dark green epocxy paint to
minimize reflections, To cut down the amount of material in
the beam the part of the fromt wall within the beam profile
¥as recessed to present a 1* thick "window®. The electrodes
were very fine stainless steel mesh {.002" wire with .020"
spacing) glued in an aluminum frame. The top and bottos of
the chamber were .0015" mylar. Figure 3 gives an overall
view of the streamer chamber and figure % shows the
construction detail where the electrodes contacted the

wvalls.

The tridder counters and particle identification plates vere
located inside the chamber (in the region of high electric
field). To prevent electrical breakdown, they were enclosed
in foam~valled boxes through vhich nitrogen gas was flowed.
The aforementioned plates were intended primarily to
identify electrons and so had to be made of high-Z material
{like lead) to provide many radiation lengths per nuclear
interaction length, However, due to their location in the
chamber, they could not be conducting. Lead oxide (Pb30%)
and epoxy were mixed and cast inte slabs that were about 1.7

radiation lengths thick. ‘The density was 4,5 gm/cmd.
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INPUT FROM
TRIGGER PULSER

Rg

Rr
Ry
Ry
Re
Rp

GAP RESISTOR 20X, bW
R; SERIES RESISTOR 1K, 10W

TRIGGER RESISTOR 3.6M, 40w
LIMITING RESISTOR 50K, 200w
INTERNAL RESISTOR 3K, 30W

EXTERNAL RESISTOR 3K, 20W
PARALLEL RESISTOR SOK, 10w

£y IKPUT CAPACITOR B00pF, 120 kY
Cy SERIES CAPACITOR BO00pF, 40&v
Cy; TRIGGER CAPACITOR BOOQRF, 40KV
€ CAPACITY/STAGE 48,000pF, 90kv

ran3eF

Figure 1 - Marx generator schematic.
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Figure 4 - Detail of streamer chamber wall.
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COORDINATE SYSTEM AND MAGNET

1. Coordinate Systenm

The streagser chamber was located between the polefaces of a
400 ton electromagnet, and the cartesian coordimate systea
used throughout the experiment was tied to this magnet,
Marks on the front and back defined the x-axis and the beanm
vas brought in within a few milliradians of this line. The
z-axls was taken as the axis of cylindrical syseetry of the
coils (vertical - pointing up} and the y-axis sc as to form
a right-handed coordinate systes. The origin was 1 ®»

upstrean ard 50 cm above the center of the bottom poleface,

The direction of a given vector was defined by the angles A
(latitude} and ¢ {azimuth). A was the angle between the
vector and the x~y plane; # was the angle between the vector
which had been projected onto the x-y plane and the x-axis.
In terms of these angles, the cartesian co-pbnents of a unit

vector {ux,uy,uz) are:

ux = cosicosg
uy = coslsing
uz = sind

2. Magnetic Pield Determimpation

The magnet was povwered by a 5.8 megawatt pover supply and
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provided a field of about 16 kilogauss over a cylindrical
region 2 = in djameter and 1 m in height. The field was
continuously monitored by three Hall probes mounted on the
bottom poleface and a shunt reading of the magnet current,
A nuclear magnetic resonance probe could be lowered from
above into a region of uniform magnetic field tc aive an
absolute calibration, The upper poleface was open to allow
photography along the magnetic field direction. This
resulted in field inhomogeneities of 15-20% in the z
componhent and a non-negligible radial component (up to S

kilogauss), necessitating a precise field wmap.

The three cartesian components of the field were measured in
eight horizontal planes. Measurements were taken on a grid
the spacing of which was .025 m in x and .102 m in y. The
planes were at a ,102 m separation in z, Three nmutually
orthogonal coils mounted on a carriade were moved from point
to point (of the aforementioned grid) and the flux changes
wvere recorded. Due to the large fringe field of the magnet
and the limited length of the tracks on which the carriage
ran, it vas impossible to move the coils to a field-free
region. Hence the flux changes were taken relative to a
central point whose field was measured by nuclear magnetic

resonance,

In order to make these magnetic field measurements available

to the analysis programs, it was necessary to express thes
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in analytic form. The cvlindrical sysmetry of the magnet
suggested the choice of variables, namely 2 and r wvhere
r=jT;:?;;:;; {recall that the center of the magnet was at
x=1m). Three regions of r were coansidered out to 2 meters
and the field was set to zero beyond that., The radial
copponent was expressed as a polynozial and the vertical
component as an inverse polynomial (to allow the rapid
falloff observed in the measurements). There were 100
paraleters in all, which were adjusted by a least squares
fitting program to give the best agreement between the
analytic form and the measurements, The agreement was

typically good to about 30 gauss.
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BEAN
1. Physical Layout

The KO beam was produced by hitting a 70 ca berylliuns

target with an electron beam whose energy varied between 14
and 16 Ge¥ duaring the course of the experiment, The
electron beam was deflected by .8° to the right before
hitting the target, and the particles coming off at 5.8° to
the left (5° from the original undeflected bean) were

passed through a 12" lead filter fo remove gamma Tays.

There were four 10! steel collimators (hereafter referred to
as 13C1, 13C2, i3Cc3, and 13CH). There were sveeping magnets
after 13¢C1 and 13C3 to remove charged particles. 13C3 and
13Cch each had a horizontal septum to remove particles from
the median plane so that they &id not hit the central
electrode of the streamer chamber. 13C4 was oversize and
served only to reamove background and halo. The beam was run
in air up to 13C2 and in helium from there on to cut down
nuclear scattering of the Kf's. As'is seen in figure 5 the

chaaber was approximately 100 meters from the target,
2. Chopped Beanm

In SLAC'sS normal operation, beamn is delivered in very short
bursts (about .01 ns} at 1/3 ns intervals for the daration

of the beam pulse which lasts 1.6 ps. This natural
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structure arises as follows., The sixth harmonic of a very
accurate and stable 476 mc oscillator is used to modulate
the klystrons, The electrons are .injected into the machine
over a narrow phase range (about 59 of this 2856 mc¢ at the
proper time in the cycle to get acceleration (see figure 6).
Thus the shortness of the spikes arises from the narrowness
of the phase (necessary for good energy resolutiom) and the
173 ns (or more precisely 172,856 ns) comes from the

frequency applied to the klystrons.

Yor certain applications, the accelerator is run in the
fchopped beam™ mode, whereby the time between spikes is
increased from 1/3 as to 50 ns or more (with the same 1.6 ps
total pulse length), This is accomplished by applying an
electromagnetic field trangverse to the beam at a frequency
wvhich is an integral fraction of the basic 476 sc. The only
gspikes that are transmitted are the ones that occur at the
zero crossing of the deflection field. By varying the
frequency (or freguencies) applied to the deflection plates,
one is able to get different spike intervals (called chops).
A typical chop used in this experiment was 150 ns., Figure 6
shows the time structure of the beam in both the normal and

choppad modes,

The reason for using the chopped beam mode was to allow
precise timing so that the time-of-flight {(and hence the

monentun) of the Kf could be determined. Also cf
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importance was the fact that the electronics could be kept
sensitive over a time interval that tended to exclude photon
and slow neutron interactions from the trigger, Had the
chop been much shorter than 150 ns, slov neutron
interactions from an earlier spike would have occurred
during the time slot that the electronics vas sensitive; had
it been much longer, the overall trigger rate would have
been lower. llthOughrparts of the £ilm were takenm at 100 ns

and 200 ns chop, the bulk was taken with 150 ns.

The timing of all the electronics was based on a direct THIS PAGE LEFT BLATK.
signal generated at the target when the K¢ was troduced.

The end of a coaxial cable had its central conductor

stripped bare and placed in the beam lime right at the

target. When the beam hit this detector, secondary electron

emission caused a posifive pulse wvhich wvas sent to the

experimental area. Special "air dielectric" cable vas used

to minimize the dispersion of the extresely narrov pulse.
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Figure 5 - Beam layout,
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ELECTRONICS - COUNTER LOGIC

In order to trigger the chamber on Kf's, a setug of
scintillation counters and fast logic was used. The counter
electronics (discriminators, coincidence circuits, analog to
digital converters (ADC's), etc.) were located in an
RF-shielded room right next to the magnet so that the
trigger logic could be done with a miﬁimum of delay. The
on-line computer and the other electronies which came into
play when an event occurred were located in the copt;ol
trailer 50' away. This represented a transit time of about
200 ns, since the cables went from the shielded room to the

trailer via patch panels.
1., The Counters

Figure 3 is a top view showing the location of the counters
in and around the streamer chamber. Each counter in the
diagram actually represents two counters, one atove the
plane of the streamer chamber center electrode and one below
it. The phototube of each counter was enclosed in a large
cylindrical steel madnetic shield. 1Inside the chamber were
eight counters which were used in the trigger and provided
timing information, These "A" and "B" counters were 4' long
and 40 cm high, Immediately around the chamber were four
"Cc" and four "D™ counters (each €' long and 40 cm highy, and

four "chamber® anti counters. The C and D counters provided
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additional timing information while the aﬁti cbunters vere
used in the trigger, The numbering of the A, B, C, D, and
anii counters wvwas such that facing along the beam, #1 vas
upper left, #2 was lower left, #3 was upper right, and #4
was lower right. Not shown in the diagram are ten anti
countars (a right and left wall of five each) altout 20°

upstream of the chamber,

The A, B, C, D, and chamber anti counters were sade of 1/2%
thick Pilot M scintillator plastic. The muon and wall anti
counters sere made of WE110 which had a longer decay time
{2 ns as opposed to 1.3 ns). Thus while the Pilot M 1light
output was no greater than that of the NE110, the output
pulse vas better resolved in time and gave better

photocathode statistics.

The phototubes of all the counters except the A's and B's
vere Amperex 56 AVP's, The RCA C31000D phototules used on
the A and B counters were characterized by a somevhat higher
photocathode efficiency (about twice that of the 56 AVP's)
and a mpuch higher gain at the first dynode. The effect of
this higher gain (about 80 compared to about 2) was to
reduce the statistical fluctuations in pulse height due to
small numbers of electromns at early stages in the

mnultiplication.

one of the outputs of each A, B, €, D, and muon counter
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discriminator was fed into an EGEG DG102 gated latch. The
thirty tvo DG102's thus provided a record of which counters
fired in each event, The gate for the DG102's was provided
by a master trigger vhich is described below. PBoth the rTav
phototube pulse and the discrisminator output of the A, B, C,
and P counters were sent to ADC's for the time cf £light

determination.

2. The Trigger

As can be seen from figure 7, the basic trigger consisted of
an A-B coincidence {thereby requiring the presence of a
charged particle inside the chamber) in anticoincidence vwith
the anti counters in front (to ensure that the triggering
particle originated inside the chaamber). The details are

outlined below.

The A and B phototube outputs were each put into a Lecroy
611 Dual Discriminator, and one of the outputs (there vere
two pairs on each discriminator) was clipped to 8 ns. This
was accomplished by attaching a 0 ns cable, shorted at the
end, to the other output of the pair, thus providing a very
stable pulse length., Fach gquadrant's A and B were put into
coincidence and the ocutput of each "and" was clipped to

8 ns. The logical "or" of the four A-B coincidences formed

| the main inaredient of the trigger.
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The phototube outputs of the five anti counters in each of
the upstream walls vere tied together at the phototubes
thereby making each wall effectively one large counter. The
four chamber anti counters and the two wall anti outputs
vere each conneacted to an EGEG TR204 discriminator. The
TR204 had two features that were very important for its use
in the veto., TFirst of all it was a DC pass discriminator,
which meant that the output remained after the fixed pulse
length that had been set {30 ns in this casé) if the input
from the phototube was still above threshold. Secondly the
discriminator was deadtimeless. A discriminator without
this feature would have been insensitive to a second invut
pulse if there had still been output from a first pulse.

The TR204 on the other hand, extended the output to last

30 ns {in this case) from the latest input, and more if the
DC pass feature came into play. The logical "or" of the
antis was thus on for at least 30 ns from the latest input.
The compliment of this vas put in coincidence with M  to

form M, ' which was clipped to 30 ns.

The timing pulse (described in the section on the beam) was
inverted (being positive originally) and sent through a
discriminator. The ountput width was set to 2 ns, and this
sianal, called T, was put in coincidence with N.' to form
MT, the master trigger. The relative cable lengths were set
so that the earliest M.' finished -dust after T ended when

muohs (nearly v=c) were run intc the chanmber. Thus, except
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for the very slowest of particles, which were later
eliminated from the sample, the timing of MT was determined
by T. This was important for the timing considerations

which follow.
3. Time and Amplitude ADC's

In order to measure the time of flight of tha Kf. it wvas
necessary to have informatioh regarding the timing of the A,
B, €, and D counter pulses relative to the timing pulse.
Since the discriminator output was used to estatlish the
counter timing, a pulse which took a long time to rise to
threshold due to a small amplitude would give a time which
was too late. Hence it was also important to krow the
amplitude of the pulse, to allow a timing correction to be
vade, The details of extracting an actual Kf ncmentumn from
the ADC information are described in another chapter. Pelow

is a description of how the ADC information was obtained.

The ADC's which were used aave an output proportional to the
time integral of the input as long as a gate pulse was
present. There were two ADC's per counter (timeé and
amplitude). fThere were also ADC's for the purpcse of
monitoring the Marx and Blumlein voltages and the time and
amplitude of T, (If T's time wasn't constant with respect
to the trigger, it meant that the timing of MT had not heen

set by T.)
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Each time ADC got a 38 ns gate from MT. Since the timing of Subsequen£ analysis of the computer tape allowed the
MT was determined by T, this was in essence a T gate for extraction of calibration curves.

timing considerations. The unclipped output of the counter

discriminator was set to have a width of 35 ns and was put

into the ADC. The later this pulse was (relative to ¥T},

the smaller the overlap measured by the ADC, This is shown

in figqure B,

Pach amplitude ADC got a 60 ns aate from MT and the raw
phototube pulse was fed into the ADC. The gate had to be
long encugh to contain the rather long pulse over the entire
range of times. Since the ADC measured the time integral of
the pulse, the "amplitude"™ reading could be misleading.
Several small amplitude pulses within the gate interval

would simulate a large amplitude by giving a large reading.

Calibration of the time ADC's was done eleven times over the
course of the experiment during periods when data was not
being taken, The purpose vas to allow the conversion of the
ADC reading to nanoseconds, The output of a mercury swvitch
pulser was fanned out to the T discriminator and to the
light diodes which were epoxied to the light piges of the R,
B, ¢, and D counters., The length of the cable to the T
discriminator was varied by inserting cables wvhose length in
nanoseconds had been accurately measured. Typically, 1000
of these simulated events for each time setting were read

into the computer at rates of the order of 10/second.
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ELECTRONICS - EVENT SEQUENCE

1. Machine Gate

A "machine gate"® pulse was sent from the accelerator control
room 2,5 ps before the start of the beam pulse. This pulse
was used directly to reset the DG102's. It was also delayed
for 2 ps and a 2.5 ps pulse was generated to activate thke
electronies, thus keeping them sensjtive over an interval
completely spanning the beam pulse. It is this delayed
pulse which will be referred to hereafter as the machine
gate. When an event occurred, it wvas necessary to kill the
machine gate in order to prevent another trigger before the
event had been completely processed., The term *®dead time"
refers to the time during which the electronics were
disabled for this purpose. In particular, a dead time of
approximately 400 ms vas necessary to allow enough time for
the Marx generator to charge up. Since the module generating
the gate was in the control trailer (physically removed fronm
the trigger logic), the electronie¢s would have =till been
sensitive during the next beam spike. To aveid this, MT was
used to inhibit the T discriminator, thus making it
impossible to get another trigger before the electronics had

been disabled.
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2, Trigaer Pulse

The occurrence of an event was signalled by an ¥T pulse as
has been described in a previous section. This pulse was
fanned out to several destinations to accomplish the
following:

a) suppress the machine gate for 5 ps until the electronics
in the control trailer could suppress it for a longer
period (tyrically 400 =s),

b} tridgger the Marx generator,

c) reset the ADC scalers and gate the ADC's,

d} gate the DG102's,

@) interrept the computer in preparation for reading in the
data, and

f) pulse "Guisseppe", a digital time sequence generaior. to

injitiate the series of tasks described below.
3. Guisseppe

Guisseppe’3 was essentially tem gate generators built inmto
a single unit. Each gate could be sef to begin and end at
any specified times (withir design limits) of the initial
pulse. The setting vas done by inserting peds into holes in
the pegboard-like fromt face. Both logic (-0.7 volts) and

gate {+10 volts) levels were available.



Starting immediately from the initjial pulse, pulses of

varying widths were sent to do the following:

a) flash the fiducials,

by flash the data boxes on the cameras,

¢y kill the machine gate for about 400 mns, and

d) suppress the beam if we were in beam-sharing mode to let
other experiments make use of the beam pulses during our
dead time,

At later times in the sequence pulses welfe Sent to:

e} advance the cameras,

f) advance the frame number, and

g) have the digital voltmeter (DVM) step through its sequence

of readina one phototube voltage per event.

4, On-line Computer

A PDP-9 computer manufactured by Digital Fgquipsent
Corporation was used to record the counter data for each
event on magnetic tape. In addition to the DG102 and aADC
information, the tape record included the roll, frame, date,
phototube voltages, and the shunt and Hall probe readings
for the streamer chamber magnet. As well as recording event
data, the computer was used to monitor what was being
accumulated. Histograms of the ADC readings were huilt up
in core and displayed on a scope screen for observation, If
certain gquantities {chamber voltage, magnetic field, counter

voltages) ever got cutside specified ranges, warnings were
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printed on the teletype so that the appropriate corrective

action could be taken.

The data was sent to the computer in the form of 16-bit
words on a 16-line data bus. The ADC's vere 8 Lits each, so
the tipe and amplitude ADC for each counter were linked to
forms one word. The thirty two DG102's formed two words, and
each other device (D¥M's, roll nusmber, etc.) had four &4-bit
BCD digits and thus formed a single word, In all there were
28 words, which were put on the data bus in sequence. The
method of getting the ADC information onto the fkus was

different from that for the other data.

Bach non-ADC device's 16 bits were fed into a multiplexer.
One line on the multiplexer per device could be strobhed to
put that device's output onto the data bus., (The
nultiplexer had the function of a 16 pole-multirple throw
switch.) The ADC's on the other hand, did not require an
external multiplexer. In response to a read gate pulse a
given ADC would put its 8 bits on the line. {Thus each ADC

in effect had its own 8 pole-single throw switch.)

The sequential reading of the data was controlled by three
strobe generators (called "Arturo®). The Arturot's were set
up serially so that in response to computer pulses, each

vord would be read into the computer. The stroke for the

RDC's went to the appropriate ADC read gates; the other
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strobes went to the multiplexer. A schematic of this is

shown in figure 9.

The readinag was done on the data channel which was much
faster than reading under program control through the
computer's accumulator, The prooram would issue a command
to read, and would be interrupted when all the data had been

read into core.
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Figure 9 - Data bus schematic.
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OPTICAL SYSTENM

1. Fiducials

Three cameras located about 4 m above the streamer chamber
were used to photograph the events in 18° stereoc. In order
to relate the photographs to real space, it was necessary to
include some reference marks (fiducials) in the pictures.
Each fiducial was constructed from an electrolusinescent
panel vhich was masked to allow only a fine cross to shine
through (2.5 mm lines). Twenty six fiducials were mounted
on a marble plate which was attached rigidly to the magnet
poleface below the chamber, and five were mounted on beanrs
4just above the chamber. Five of the lower fiducials were
larger than the rest and were used in the event
measurements. All thirtv one were used in the cptical

constants' determination.

2. Cameras and Film

Model 207 aerographic cameras manufactured by Giannini
Scientific Corporation were used. They were extensively
modified apd upgraded to provide a high level of reliability
and accuracy. The film transport system was imgroved bv the
introduction of vacoum loops so that the film #as under a
constant tension of 8 ounces. This allowed the use of 1200°

rolls of film, whereas previously 300' had been an upper
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linit for reliable operation. Vacuum platens whose surfaces
had been optically lapped were substituted for the
conventional pressure platens and all critical surfaces were
renmachined and polished. The cameras were equipped with
data boxes so that important informsation (rell, frame
nunber, ragnet shunt reading, etc.) appeared in the picture.
The cameras were notable in being able to run ir a randorm
pulse mode at up to 15 shots per second, i.e. the film
could be advanced within 1715 second of receiving an
"advance® voltage pulse. There were no shutters as the
streamer chamber was completely dark except when it was

being pulsed.

The lenses were Sumgilux S50mm f/1.4 made Sy E. leitz. The
aperture used during most of the data taking was £/2.4 which
gave a reasonable compromise between good depth of field and
adeguate exposure, The distortion of off-axis rays was
measured on an optical bench and was found to be well
described by the formula:

d = c.tan%®

where:

d is the distortion on film radially from the cptic axis,

¢ is the distortion parameter, and

® is the angle between the image ray and the optic axis.
The actual distortion parameter used in all computations was

c/f% vwhere f wvas the focal distance of the lens,

52




A special film was developed for SLAC by Eastman Kodak for
use in photographinag the streamer chamber. S0 265 (Special
order 265 - formerly SO 3u40) is a very fast panchromatic
film with an extended red sensitivity (Rerial Exposure Index
of 250 which is roughly comparable to an ASA of 2000-3000}.
This high speed coupled with a resolving power cf 71
lines/mm made the film eminently suitable for aerial
photography as well. FKodak Tri-I Aerographic Film 2803 is
identical %o SO 265 except that 1t has a fast-drying base
whereas S0 265 does not!s, The film was typically

processed to a gamma of 1.6,
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CHAPTER I1
DATA REDUCTION

The ultimate purpose of the data apalysis was tc obtain amn
unbiased, pure sample of 3 pi decays from which to extract
physical quantities. Before this could be done, the film
¥as scanned and measured, optical constants were computed,
and the track measurements were fitted to obtain the
particle momenta. A general description of the kinematics
of K2 decays and a summary of certain methods of analysis
used in the above data reduction are given below, The data

reduction is then described in detail.
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KINEMATICS OF KE DECAYS
In this section we consider the kinematic features of the
data without the kinematic fitting., The procedures and
results of the kinematic fit are discusgssed in a later
c¢hapter.

1. General Features

The three decay modes considered here are:

KO ——> [+-ToO {K3pi or 3 pi)
KO ——> T+ P*'U {Emu3)
Ko ——> q2e* ¥V (Ke3)

The unknowns in the probler are the three momentunm
components of the unmeasured neutral particle and the
magnitude of the Kf momentum. {The time-of-flight
information is not considered in this part of the
discussion). The four eéuations of energy and momentun
conservation thus lead to the solution for the four missing
quantities. It is clear that once the K? momentum is
known, the missing neutral's momentum is easily found, so
let us consider the solution for the K? momentum, The
solution is most easily obtained by writing the #-momentun

equation:

PO - (p1+p2) = p3
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where:
P0 is the Kf 4-momentum, and
pt.p2,p3 are the 4-momenta of the positive,negative and

neutral decay particles respectively.

FTorsing the Lorentz square of both sides (therekby
eliminatinag the neutral particle's somentum) and computing

in the laboratory frame leads to:

IF01 = B{p1(par) +p2(par) } + (E1+E2)[B2-H0Z (N122¢pt2)
{(8122+pPL 2y
where:

B=(M02+M122-m32) /2

%0 is the Kf mass,

#12 is the invariant mass of the two charged particles,

m3 is the mass of the neutral particle,

pl(par),p2{par} are the 3-momentum projections of the
charged particles parallel to the Ks FoRENtUm,

BE1 and E2 are the energies of the charged particles, and

Pt is the total visible transverse momentum.

¥riting the U-momentum equation as

PO - p3 = (pl+p2} ,

forming the Lorentz square of both sides, and evaluating the
left side in the c.m. where the X9 3-momentun vanishes

gives:



E3

(MO0Z + m32 = N122) /{2A0)

i -

T3 f (M0-m3)2 - M1227/({2M0) with the obvious maximum
T3max = [ (M0-23)2 - (m1+m2)21/(2M0), and
g32=T3 (T3+2m3)
where:
El is the c¢.m. energy of the neutral particle,
T3 is the c.m. kinetic energy of the neutral particle, and
g3 is the magnitude of the neutral's c.m. 3-momentue.
The origin of the quadratic ambiguity in |33| is more easily
seen nov¥, The neutral's transverse nomentum in the c.m, is
known (being given by -Pt), and the square of the neutral's
3-momentum in the c.m., is known from the kinetic enargy.
Hence the magnitude (but not the sign) of the neutral's c.m.
longitudinal 3-momentum can be found, since
gi({par}? = g32 - Pt2,
Thus the gquadratic ambiguity is merely the utcertainty as to
whether the neutral particle is going forward or backward in

the c.m,

Due to the guadratic nature of the solution, if ig possible
that an event will have an imaginary solution fcr the KS
ponentum, i.e. the event can be unphysical for the given
decay hypothesls, This fact is exploited to allow a partial
identification of the decay mode, Due to the masses of the
particles involved, a true 3 pi decay will also have

solutions for the semi-leptonic modes. The converse is not
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so however., Most (fabout 95%) of the true seai-leptonic
decays do not give a solution if they are assumed to be 3pi

decays.

While the discriminant (assuming a 3 pi decay) contains the
required kinesatic information, it is customary to use a
different quarntity when talkina about identification of the
decay mode, (P0'}2 is defined as the square of the K?
momentug in the frame where the visible momentum is all
transverse. It has the same sign as the discrieinant for
the 3 pi hypothesis, as can be seen from the first of the

two eguivalent expressions.

(BO*) 2 = (MO2+M122-m32)}2 - LADZ (W122+Pt2)

4 (M127+PL2)

(PO'Y2 = (M02+m32-M122)2 - 4M02Z (m32+Pt2)

4(M122+Dt?)
where the quantities on the right now refer specifically to
the 3 pi hypothesis (e.g. B3 is the T ° ®ass}. The (P0O")2
distribution for the data (all three modes) is shown in

figure 12,

2. Dalitz Plot and the ¢ Kinetic Eneray

In studying the 3 pi decay of the KO it is custcmary to
plot the center-of-mass kinetic energies of the pions on a

Dalitz plot:tS, An event is represented by a point inside
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an equilateral trjangle of altitude QO (Q=MO-m1-m2-m3), The
kinetic energies of the three pions are given by the
distance of the point to the respective sides, thereby
ensuring energy conservation. This is eguivalent to
plotting vy vs x where the Palitz variables are given by:
(T2-TN /3

T3 - Q/3

x

Y
The phase space element is given by the area element on the
plotle, and the points are constrained by 3-momentunm
conservation to lie inside a nearly circular boundary,
Alternately, one plots the kinetic energy of the T+ (T1}
against that of the TW- {T2). The phase space element is
novw simply the area element in T1-T2 space, and the contours

of constant T3 are straight lines at 459 to the axes.

The phase space for decays at a fixed T3 is given {(aside
from normalization) by the separation of the twc points
where the constant T3 line intersects the Dalitz plot

boundary.

phase space = jﬁBz(n122-ﬂm12)/H122—
which depends on T3 only, since gq32=T3(7T3+2m3) and

M122= (MO=-m3) 2=-2(MO) {T]).
3, Measurement Errors and the MOCH Fit

Since the solution for the Kf momentum involves a guadratic

eguation, it is possible that random measurement errors will
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make some 3 pi decays unphysical (negative discriminant or
equivalently, negative (P0'}2). This effect is
particularly significant since the (P0'}2 distribution of

ideal events is strongly peaked at 0 (see figure 10}).

The formal way that this difficulty is handled is to
constrain the discriminant to vanish and do0 a f£it. Events
that fail this fit can be temntatively identified as being
semileptonic decays or some other contanination; The fit is
loosely (and strictly speaking incorrectly) referred to as a
0C (zeroc constraint) fit in the sense that the constraint is
not introduced a priori {as energy-mozentum comrservation

isy.
4. Timing Information and the 1C Fit

With the addition of the time-of-flight measurement, the
problem becomes a true 1C {one constraint} fit, since there
are novw 4 equations (energy-momentum conservaticn) and only
3 unknowns (the 3-momentum of the neutral decay product).
Basically the events that fail this fit fall into two
classes. PEither the momenta are such that the event is
unphysical, or the timing information disagrees with the
other kineratic results, The former would fail the 0C fit;
the latter would pass. This distinction is sometimes
helpful with certain classes of contamination. Before

discussing the detailed procedures and results cf the 1C
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fit, it is helpful to consider some of the alternatives.

The time-of-flight measurement of the Kf momentum cahn be
compared with the values calculated from the charged
particle momenta, and the best solution picked. At this
point it must be decided whether the mode identification has
been made uniquely and whether the gquadratic anbiguity has
been resolved. While such a procedure is capable of
identifying some events, several probless remain which are
difficult or impossible to resolve without resorting to a

kinematic fit.

Due to random measurement errors, the solutions have errors
associated with them. The timing information has its own
error, so ahy conparison method must take into account all
the errors and have some prescription for evaluating the
uniqueness of the identification, Once an identification
has been made, the timing informatjon is normally not
considered any more, so the data has clearly not been
exploited to the paximum extent. Furthermore, an attempt to
incorporate the timing information into the KS romentunm
value without doing a fit is almost certain to lead to

values of momenta that violate u4-momentum conservation.

Another method which can be used to pick 3 pi events is to
select on the basis of the mass squared of the missing

neutral assuming both charged particles to be pions. The
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missing mass squared is civen by:

n§z = (PO-pl-p2) 2
where:

PO is the KO 4-momentuam from timing,

p1 and p2 are the assumed pion 4-momenta frow geometry, and

%M is the missing mass.

The semileptonic modes give values of HMZ over a broad

range including negative values, while the 3 pi decays show
a distribution sharply peaked at the TT® mass., See figure 11
for the observed distribution of MM2, This is a useful way
to display the data, but is generally unsuitable as the sole
selection method. It is difficult to estimate the loss that
occurs when a cut on the missing mass is made, and it is
impossible to identify semileptonic contaminaticn. As in
the previous method the measured values have not been
adjusted to take all the information into account and to
conserve 4-momentum. Moreover the gquadratic ambkiguity

remains unresolved.

The 1C kinematic fitting procedure suffers from noné of the
above difficulties. Also, it allovs a determination of how
vell the data approximates the ideal statistical behavior
agssumed. A detailed discussion is deferred uptil a later

chapter.
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LEAST SQUARES FITTING AND X2 MINIMIZATION

The problem that arises at many stages of the analysis is
the determinat;on of the values of a set of n parameters
{p,} in order to optimize the agreement between W
measurements and a theoretical prediction based on fp,}.
The most often used procedure in thls experiment was the
method of least squares fitting, an outline of which is

given below.
1., Minimization of X2

The quantity which describes the goodness of the fit is:

x2 = Zr.li!;irj

*}

vhere:

r_ is the residye associated with the iT” measurement, and
W is the weight matrix associated with the residues.

In fitting a set of measured points {x ,y;) to an analytic
function, the residues wonld be of the form (y;- £(x;}): in
the case of track reconstruction in space, the residues
would be the distances from the measured film and the space
curve proected onto film. The weight matrix is the inverse
of the variance matrix v of the residves, In many

" applications v, and hence W, is diagonal, in which case X2

is the fapiliar sur of squares,

Assume that approximate values of the parameters [pgfi}
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are known vhich give residues r?ﬁi. If the residues are
nearly linear in the parameters close to the %? minimum,
the residues at the minimuam can be written as

L = r“‘ai + %ﬁ(*qi) (p.-p3)
where -q; is the derivative of the iId residue with respect
to the «I{ parameter evaluated at [pgf‘}. The minimum
condition is that the derivatives of X2 with respect to
each parameter vanish.

i.e. ;w;j r;—g—;} = 0 for all A,

3] i

Expressing r, as above and using the values of the

derivatives at {ngtl leads to:

vhere:
G-1 is the inverse of the matrix G, wvhere G,g= Z:q;wqqg , an{
v {
-5 potd g o) ]
e = 2-TCT 9
I.J N

The nevw values of (p,} can now be used as starting values
and the process repeated until the minimum is reached. This
iteration is not necessary if the residues are truly linear
in the parameters, as would be the case in a polynomial fit

for exasaple,.
2., The Yariance fatrix and the Error Ellipsoid

If (p2) are the values of the parameters that minimize

X2, near the minimum:
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A2 = A2, %tp,-p:) Gup (Pg -

The hypersurface in parameter space defined by %2 = Az, 1
iz called the error ellipsoid, and the error on P (dencted
by 59,1 is given by the maxiaum value that (p,-f2) can take
on the ellipsoid. Using the method of Lagrange multipliers
ragquires that we maximize the quantity

(n, -p2) ¢ )‘(Etpp- P 6eg (p,mP) - T
with respect to all the parameters which are now treated as
if they are independent. Differentiating and using the
constraint condition to eliminate 1, gives the result:

(p.,—P (pp—p:) = G;; for (p,-p%) maxinmum,,

i,e. (p;-p3)% = 631 or dp x =Ja .
Thus the off-diagonal elements of G- tell how wmuch the
other parameters must move avay froa their ialués that
ainimize ¥2 in order to make {p,~pf) a maximum c¢n the

error allipsoid. G;l/(SPaﬁp’) is the correlaticn between

p, and PF‘

The variance of a quantity Q vhich depends on the parameters

{p,1 is given by:
80z = z:éﬂgc-t ;ﬂg
«p 'aﬁ, *¢ apg

3. Convergence Criteria

The questior of when to stop iterating the fit esust be
investigated separately for each application., 1In some cases

it may be enough to quit when the corrections are such that
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the predicted change in X2 falls below a certain value,
This predicted change is

AXR = 23 ApG, AP

dp ¢ g

vhere:

Ap, is the prescribed correction to py.
In cases where the residues are rather nonlinear, it may be
necessary to actually apply the correction and evaluate the

new value of X2 before stopping.
k. Goodness of Pit and Relative Weights

pefore it is possible to decide whether the f£it is good.,
attention must be given to the weights entering into %2,
If all the measurements have the same error, an incorrect
error assigneent only scales X2 and the error matrix, but
does not affect the convergence or the final values of the
parameters (for the same number of jterationsj. 1In some
cases, however, it may be necessary to give different
neasurements different veights for some systematic reasomns
or due to their being completely different types of
measurements, The latter occurs in the kinematic fit where
the Kf momentum, the K: bean angles, and the charged

particle momenta are determined differently.

For N measurements and n parameters #2 should have a
theoretical %2 distribution for N-n degrees of freedonm,

The differential probability distribution is (referencel7):
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Px2) = e-A7z(x2)(miz)-1  for m=N-n.

2mf2(m/ 2y

For lardge a, the distribution is app:oxinately.saussian wvith
<¥2» = m and ¢ = fEEl The confidence level or probability
for a given value of X2 (say %2} is thus:

prob = 5‘;(7(?] dxz.

L)

5, Constrained Fits

It sometimes happens that in addition to minimizing %2, the
parameters must satisfy certain relations among themselves.
Fach of these relations (called constraints) reduces the
ngmber of free parameters by 1, and hence increases the
nusber of degrees of freedom by 1. In some cases it may be
possible to reduce the set of parameters to a spaller set of
ipdependent ones and proceed vith an unconstrained fit. In
many cases (such as kipematic fitting) the choice of certain
parameters as Yobviously dependent" is not obvicus.
Purthersore the constraint equations say be be too
complicated to solve for these "dependent" variables. The

nethod of Lagrange Rultipliers is used to solve the problenm,
If the constraints are each expressible in the form

P{{p.})=0, ve minimize the guantity

A2+ 2IXF, ((P.))
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where l. is an undetermined parameter to be determined from
the minimum condition and the constraint equaticns. There
is one ) per constraint and the parameters are treated as

independent.

The procedure is the same as for the unconstrained fit
except that the constraint equations must ba linearized as
#ell as the residues. Thus the success may depend

critically on the particular formulation of the constraints.
6., Kinematic Fitting

The problem that occurs in this experiment is that of
constraining measured track parameters (angles and momenta)
to conserve 4-momentum. The parameters have been "measured"
by doing an unconstrained fit to minimize the sum of squares
of residues on film. This set of parameters {p (meas)}

has associated with it a correlated variance matrix G-}
vhich is not diagonal. The adjustment of (p, (meas)} is
carried out by minimizing

X2 = %(p‘--n‘ (meas) ) Gy, (Pg -y (meas))

with the appropriate constraints., The precise formulation
of the comstraints is described in reference 20. Note that
the residues here are particularly siaple functions of the

patrameters.

Since the number of residues is the number of measured

TQ



parameters,

DF = NP ~ (NP+NM} + 8 = 4 — NN
vhere:

DF iz the number of degrees of frjedon,

NP is the number of wmeasured parameters,

¥M is the number of unaeasured (missing) parameters, and
the 4 comes from the conservation of 4-momentus.
This shows that the degrees of freedom is given by the
number of effective constraints. Thus for the case of .
KE—-—>1T+TT-1T° ve have 3 migsing variabléé {the Tfo
3-motMentum)}, hence a 1C fit. For K?——-)TT*TT* with 1
missing variable (the Kg 3-momentum magnitude if ve don't
include the timing information) we have a2 3C fit. Once the
fit is carried out, a new set of parameters (p,} is

obtained with a new variance matrix (G*)-t,

While the value of %2 tells whether the fit is aqood, it
does not give any indication about systematic errors inm the
neasurenents, One must resort to a study of the so-called
stretch plots. The stretch of a parameter p, i= defined by:
stretch = (p,~p, (meas}) /m
It is shown in reference 18 that the stretch shculd
distribute symmetrically about zero with unit standard
deviation. 1é fits are not highly encugh constrained to
provide useful stretch information, but the 3C stretches can

ba useful for making fine adjustments to certaip parameters.
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MONTE CARLO METHODS

sonte Carlo techniques vere used at practically every stage
of the experiment. Although the specific details are
discussed in the appropriate chapters, a brief summary of

the different applications is given below.

1. Applications

puring the design stage of the experiment, the location of
the counters was chosen to optimize the the trigger
efficiency. In the latter stages of analysis, the precise

geometrical efficiency was determined,

Kinematic features of semileptonic decays and other
contaninations were studied with fake events. Some of these

properties were impossible to determine otherwise.

Fake measurements were used to test the geometry and later
to study the effects of measurement errors on kinematic

quantities.
Systematic effaects were studied by introducing known errors

into the fake events and comparing the resultant

distributions with the andistorted ones.
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2. Mechanics

The deneration of fake events consisted of two parts, First
a center-of-mass configuration was chosen, and then this was
transformed to the laboratory. 3 pi decays were generated
uniformly on the Dalitz plot and the events wvere weighted by
the square of the supposed matrix element at later stages.
Semileptonic decays were needed to study the effects of
contamination. Hence a matrix element appropriate to the
vector interaction with reasonable parameters was takeh and
events generated accordingly. All events vere given a
randon orientation in space (in the c.m.). The decay vertex
of the event was chosen randomly in the determiped fiducial
volame, and the KE momentum was taken either fixed or
according to a spectrum depending on the appllication. &
Lorentz transformation was carried out and the event was

rotated according to the appropriate beam angle.

T3

SCANNING

Approximately 2,500,000 pictures (in three views for a total
of 7,500,000) were taken during the experiment, 20% of which
were analyzed at SLAC. The remaining 80% of the data are

being analyzed at Brookhaven National Laboratory. Thus the
data base considered here consists of approximately 50 rolls
of £film with 10,000 pictures on each. Everv fifth roll was
included in the sample s¢ that changes in various conditions

over the course of the experiment could be studied.

1. Purpose and Procedure

The trigaer for the experiment was designed to ke highly
efficient for detecting Kf decays, with the not unexpected
result that the event rate was about 20% of the trigger
rate, Thus the main purpose of scanning the film was to
find the event candidates and record their presence for
subsequent measuredent. Each scan table had three
projectors {one for each view of the chamber). The film was
projected npwards against two mirrors which reflected the
light back dovwn onto a horizontal white table. The
magnification was about 20 for a total demagnification from
space of about 4. A frame was considered to have contained
an event if the scanner saw a positive and a negative
particle track which originated from a common decay vertex

within the streamer chapber's sensitive volupe. Due to
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their topology, events were also referred to as V's, ¥hen

an event was found, the pertinent information was coded onto

a form and was later punched onto IBM cards. The data on
the cards was then transferred to magnetic tape. Two
independent scans were made (before and after the first

measurepent pass).
2. Scan Record

The scanner entered the roll and frame number, the date, his
own ID number, as well as a description of the event
according to a set of instructions. The most jieportant
information from the scan wvas the description of the
particles' behavior on passing through the lead oxide
plates. EPEach particle had a one digit code telling how many
sacondary particles emerged from the plate, ard a one digit
code intended to allow a partial identification of the
particle, These "track type" codes-are explained in

Table 1. Each event was given an "event type" code 2ij
where i and § were the "track type" codes of the positive

and negative tracks respectively.

Other information which vas coded included the overall event
quality (faintness of tracks, presence of flares, etec.), and
the possible existence of extra tracks in the picture which
could affect the time-of-flight determination. The former

was not used however, since the ultimate decisicn on the

ke

measurability of the event was left to the measurer when the

event was on the measuring table.

3. Scanning Efficiency

The data sample consisted of 101,192 events vhich had shown
up in at least one scan, had a good PDP~9 record, and had
only one event in the frame. Since tvo independent scans
were made, it is possible to estimate the number of events
lost due to their not having been scanned. hAssuming only

randon losses, we have:

KLy = (F{IB{DHY-N{(1DOQN (M) /N(12y and
eff = B(AIN(ID/K{NIN (DY
vhaere:
H{Ll) is the number of events lost,
N(1), N{(2) are the numbers of events found in scans 1 and
2 respectively,
N{12) is the numrber of events found in both scans 1 and 2,
H{F} = N{1} + H({2) ~ R(12) 1is the total number of events
found in at least one scan, and

eff is the overall scanning efficiency.

These numbers are given in Table 2 for the conplete sample
as well as for some subsamples. In particular, the scannim
loss for events subjected to the standard fiducial volume

cut (described in a later chapter) is completely negligible
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3. Event Type and (P0")2

While the event type from scanning and the value of (p0")2
were not used directly in the decay mode separation, they
were used during early stages of the analysis. (P0O*)2

distributions for a few event type seleciions are shown in

figure 12,

a} The plot for all events shows the separationm between the

3 pi decays and the semileptonic modes.
by Requiring type 211 elipinates virtually all the Ke3
decays, leaving Kmu3 and K3pi in the approximate ratio of

2:1.

c) Type 212, 213, 221, and 231 should give a rather pure Ke3l

sample.

T

Table 1

Track Tvpe Ccdes Used in Scanning

No secondaries.

' The particle goes thrcugh with no energy loss or scatter

The varticle loses energy but does nect scatter.

Blectron shower. All secondaries cf lcwer eneragy than
the primarv, and neo scatters.

Pion interaction. At least one secondary is at some
perceptible angle to the primary.

EFneray loss, charge reversal, no scatter.

Particle fails to reach plate, Usually due to its low
momentum,

Nefies description in terms of cther codes, Includes
decays in fliaht,

Particle passes throuch the slot Lketween the right and
left plates,

Behavior is obscured ty a flare behind the plate.
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scannina Results and Efficiencies
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OPTICAL CONSTANTS
1. Formulation of the Fit

The term "optical constants" refers to the camera positions,
focal distances, optical distortions, camera tilts, etc. as
vell as the positions of the fidu;ials in space. All these
parameters vere measured as well as possible -~ camera and
fiducial positions were surveyed: lens parameters were
measured on an optical bench; tiltg were held tc design
values which were khown, In all there were 129 parameters

to consider.

The fiducial positions on film were measured in all three
views for about forty adjacent frames on a givenr roll. The
results were matched and averaged to provide one “best" set
of measured fiduncials, Then the parameters vwere adjusted to

minimize the quantity:

A2 = Z:w;(vh(neas)-vi(proj})z + Ec::ud(p“(neas)-p“(fitn2
where:.
P, (#eas) is the measured value of the «T® optical constant,
p, (fit) is the value of the & ™ optical constant vhich is
adjusted to minimize x2,
v, (meas) is the 1¥4 coordinate on film of the fiducial
{the index i refers to fiducial, view, and x or y

directior in the film plane),

B1

¥, (pro}) is the coordinate calculated from the optical
constants (p_, (fit)}, and

u, and w. are appropriate weights.

The term in x2 containing the measured values of the
parameters had the effect of putting a partial constraint on
them. This was desirable or tvo grounds. First, it was
appealing to have all the measurements (parameters as well
as film points) on a wore or less equal footing as input to
the program. More important however was the fact that
serious numerical difficulties were avoided. TIf the
parameters had been free to float withoat any constraint,

Xz would have been invariant under rigid rotaticns and
translations of the whole optical system, resulting in a

singular matrix.

The measured values of the paraseters were used as initial
values, and corrections were obtained by the gtand&rd least
squares minimization technique. The normal equations were
built up and the resultant 129 by 129 matrix was inverted,
The process took about four iterations to converge. The
output also included a table of the film coorﬂinateswof the
five large fiducials, which was used in the event
raconstruction to register the film. For this purpose the
seasured values (rotated and translated to the cptical

coordinate system) were used rather than the fitted values.
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2. Comparison of Different Sets

Fiducial neasurements were made on film taken at various
times during the experiment, and optical constarts were
obtained, These sets were compared for consistency in three

ways.

The most convincing approach involved processing actual
events with different-sets of optical constants in the
geometry program and looking for differepces. In
particular, optical constants determined from £ilw taken at
the beginning and the end of the experiment were used to
process about 1000 events at each of these extremes.
Differences of various gquantities computed on the same
events due to the two sets of optical constants vere
histogrammed, Both raw geometry output (momenta, angles,
vertex) and kinematic quantities derived from the geometry
output (Kf momentum, (P0*)2, TI® center of mass enercy)
were checked. Wo significant effect was found - the
differences were tvpically less than 10% of the errors on

the quantities.

The second method involved matching the different sets of
ratched and averaged fiducials and seeing hew well they

agreed. The rms deviation of the fiducial measurements on
adijacent frames was about 6 pm {giving an error on the mean

of the order of 1 p), vhereas the rms of the various sets
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among themselves wvas typically 2 p. A more relevant scale

for comparisom was set by the fact that typical track points
had an rms of 10 p, which was considerably greater than the
possible 2 p systematics due to choosing one set of optical

constants over anpother.

The third method invelved a mere visual inspection of the
optical constants generated with the different sets of
matched and averaged fiducials, It was noted that the

various parameters agreed within their errors.

since all three considerations indicatad that one set of
optical constants adequately described the data, six sets of
fiducial measurements uniformly spanning the data were
averaged and a single set of optical constants wvas obtained.

Some of these values are shown in Table 3.
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Takle 3

Values of Some of the Optical Constants
Used in the Event Recchnstruction

Carpera

1 2

x-coordinate [m) 0.5134+,.0074 0.5128:.0014 1

y-coordinate (m} 0.5151+¢.00%13 -0.54204.0013 -0.0150+.0009

z-coordinate (m) 4.,0386+.0065 4,02398+.0065 4

focal length (mm) 52,.197+.076 52,315£.077
distortion
parameter (m—*%} -73458:1211 -653494+1199
{c/7£5)
85

«98112,0018

»0427+.0065

52.3244.076

~T1464£1025

GEOMETRICAL RECONSTRUCTION

1. Measuring

In order to determine the track parameters iﬁ space
{momenta, angles, vertex position) it was first necessary to
digitize the tracks on film and then to process the fila
points through a geometrical reconstruction program. In all
three different types of measuring machinesrwere used on the

data.

The SPVYB {SP5B} was basically a converted scan table
outfitted with an imade plane digitizer having a least count
corresponding to 2.6 p on film. The wmeasured pcints were
vrittan on magnetic tape by a Kennedy Incremental Tape Drive

which was connected to the machine,

The NKRI was a fils plane digitizer with a least count of
1 p. It was on-line to a small computer (EMR 6020y whose
function was to request the tracks and fiducials in the

proper sequence, and to vrite the data on magnetic tape.

The Humaingbird IIT (HB3) was a CRT digitizer which was
on-line to the IBM 360,91 and operated in a semi-automatic
mode, The exposed parts of the film vere displayed on a
television screen, whereupon the measurer light-penned the

tracks, enabling the software to accurately determine the
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track positions on film, Portions of the track were fitted

to arcs and pseudo-measured points were constructed.

The output from the three machines was very similar. Aside
from minor format differenceé, the Hummingbird data was

distinguished from the rest by havinog 5 measured fiducials
instead of 3. An average of 7.5 points per track per view

was typical for all the machines.
2. The Geometry Program

The output tapes from the measuring machines were processed
through the computer program SYBIL. An earlier version of
$YBIL has been documented!?®, but since the program has been
conpletely rewritten, its main features will be outlined

here.

The first step in the analysis involved registering the
film. The measured fiducials were matched to the values
obtained from the optical fitting proqraﬁ; Tﬂe effects of
lens distortions and any tilts of the filwm plane relative to
the optic axis were then removed by undistorting the track
points, thereby allowing the use of ideal optics in

subsequent computation.

The parameters initially used to describe a track were the

cartesian coordinates of the beginning of the track (first
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measured point), the inverse momentum, and the azimuth and
latitude of the track at the first point. Initial estimates
of these quantities were made by doing a two view

reconstruction in space. Measured points in one view were

‘projected onto fitted circles in another view to obtain

psendo-corresponding points. Due to the nature of this
calculation, the two points (the measured point and its
pseudo~corresponding point) gave rise to rays which were
guaranteed to intersect in space. Once this prccedure had
been carried out with all possible pairs of views, the

generated space points were fitted to a helix.

In general there were two vertex candidates feor an event
corresponding to the two points of closest approach of the
helices, The final fitting vas such that a wrong initial
estimate of the vertex terded to give an end result that was
wrong. Experience showed that the two view helices were
simply not accurate enough for the critical vertex
determination. Hence a preliminary fit for the parameters
was done on each track individually using the helix values
as first estimates. The fitted single track paramefers vere
then used to make the first estimate of the vertex locatien
for the event, The parameter set from that point on
consisted of the vertex coordinates for the event and the
jnverse momentum and angles for each track. The initial
values were then adjusted to minimize the quantity:

X2 = 2w (res)?



vhere:

the sum is over all the measured points in all views,

v is the weiaht given by 1/(setting error)2, and

res is the distance on film from the projected track to the

measured point.

The minimization was dcne in the €£ilm plane because the
errors there vwere expected to be reasonably gaussian in

nature, being due in large part to random measuring error,

The particle trajectory in the magnetic field was defiped by
the set of six differential equations with the independent
paraneter s, the arc length along the track:

absds = (cspya x B

~

dx/ds = 1
¥here:
4 is the unit vector tangent to the tradectory,
X is the position vector along the trajectory,
B is the magnetic fielid,
p is the momentum of the particle with the sign given by
the charge of the particle, and

©=.,02997925 for B in kilogauss, p in GeV¥/c and s in meters.

These equations were numerically integrated through the
inhomogenecus magnetic field using a third order Runge~Kutta

sethod, leading to the evaluation of the residues and their
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derivatives with respect to the parameters. These were

fed into a fitting program which prescribed corrections to
the parameters. The corrections were applied and the whole
integration and fitting procedure was repeated with the new
values of the parameters, The process was terminated when
the corrections lay within the error ellipsoid, i.e. when
the corrections were such that %2 would change by less than

1 if they were applled.

In the process of fitting the parameters, the matrix
representing the normal equations had to be inverted. The
inverted matrix vwas just the full correlated variance
matrix, and was written out om tape with the parameters
themselves. The full variance natrix was necessary both for
kinematic fitting and for calculating the variance of more

complex kinematic guantities.

Since the intrinsic measuring accuracy varied from measurer
to measurer, the variance matrix vas scaled before the
kinematic fit, The average standard deviation was computed
for each measurer, and the variance matrix for each of his
(her} measured events vas multiplied by the square of this
quantity. The values of average standard deviation ranged
between 0.56 and 1.24 with an overall mean of 0.87. Since
the setting error used to process the measurements was 10 p,

this corresponded to a typical accuracy of 8.7 p on fila.
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3. Geometry Failures

0f the 101,192 events that were to be measured (frames with
two ¥'s had been excluded), 7604 failed to give a agood
geometry record. The reasons for this are shown in Table 4.
The operator rejects due to flares and spirals, and the
reconstruction failures were suspect as possible sources of

bias, and required further consideration.

Events with a low momentum track which spiralled, making
reasurement impossible, were viewed on the scan table and it
vas concluded that virtaally all of them were Kel decays.
This was due to the low momentum of the spiralling track
(10-100 MeV/c which was kinematically forbidden in 3 pi
decays) and the absence of observable enercy loss by

ionization which would have been present for picns or muons,

Events whose measurerent vwas rendered impossihle by the
presence of a flare in the picture were found tc¢ present
negligible bias for the 3 pi analysis. In apprcximately 80%
of the cases, the flare was unrelated to the event
configuration, The majority of these events had their
vertex in the downstream half of the chamber and would have
been removed by the standard fiducial volume cut described
in a2 later section, 1In the case of the other 20%, it was
possible that the flare was obscuring a very low momentum

spiralling track, or that it was due to a very steep track.

9L

Both of these confiqurations did not occur in 3 pi decays.

The nurber of events that SYBIL was unable to reconstruct
{3495) wvas at the level expected had there been no
rameasurements. This was due to a minor technical reason,
since there were in fact tvo remeasurement passes. The
remeasurements were done on the basis of what had failed an
early version of SYBIL, and by the time the new version was
written, it was not possible to remeasure the events that
faijed it. (After remeasurement, only about 700 events had
failed reconstruction with the old SYBIL). The study of the

reconstruction failures proceeded along two lines.

50,000 3 pi and 20,000 semileptonic decays were generated
with the observed Ko momentum spectrun as described in the
previous section on Monte Carlo methods. To imgrove the
sensitivity of a later study of the 1C kinematic fit, the
semileptonic events were generated vith (P0')2 above

-0.020 (GeV/c)2. Fake film points were obtained by
integrating the charged particle trajectories through the
magnetic field and projecting points onto the film planes of
the three cameras. After the appropriate optical
distortions had been applied, these "ideal" filwe points were
given gaussian errors to simulate the real data. These
"measyrempents® were then run through SYRIL. Failures were
at the 3% level, a2nd no biasing structure was foupd in them,

The other approach involved running the failed measurements
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frop the real data through a version of SYBIL where various
convergence criterja, etc. had been relaxed. Virtually all
the events could be forced to pass, and no apparent

distinagquishing features were found.

The 107% fiducial failures were due to the fact that the old
version of SYBIL allowed bad fiducial measurements in one
view whereas the nev version did not. Hence the events with

badly measured fiducials were in general not repeasured.
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Results of the Gecmetry Prcgram

101122 - Total

93588 - Pass qeometry

3495 - Fail reccnstructicn

1075 - Fiducial failure

2866 - Not measured (operator reiject)

1389
681

609

36
24

168 - Other

event obscured by flare
no event in frame

low momentum track spirals making
meacurement impossible

tracks too faint
twvo events in frame

tad film
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SPECIAL RUNS

Over the course of the data taking, certain calibration runs
were made wherein particles other than K9's were run into

the chasber.
1. Regenerated Kg.

The regenerator consisted of an 8" thick block cf the lead
oxide and epoxy mixture used for the particle identification
plates in the chamber, It was periodically moved into the
beam {ust ocutside the front wall of the chamber. The
trigger was modified to require an A-B coincidence on both
sides of the chamber, Only V's with vertices in the first
third of the chamber were measured to further enhance the
small Kg signal. The K2's were used to make fine

adjustments to the values of the beam angles,
2. Muons.

Muohs were runh into the chamber by turning off the sweeping
magnets and taking the anti counters out of anticoincidence
with M_,. Also M_! vas delayed by 5 ms to ensure reliable

triggering on nearly v=c particles (see section on counter
logic). The muon events were nsed to determine preliminary

values of the timing constants.
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3. straight HMuons.

Muons were run into the chamber with the streamer chanmber
magnet off for beam angle gtudies. However the optical
constants were different for the no-field condition, so the

heam angles determined in this way were not used.
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CHAPTER IV
THE 1C KINEMATIC FIT

The separation of the various decay modes of the KP? to
obtain a complete and uncontasinated sample of 3 pi decays
was probably the most critical part of the analysis. The
measurement errors had the effect of making some 3 pi events
unphysical and the time-of-flight information was diffi&ult
to incorporate in a meaningful way. The kinematic fitting
program FIT7320 was used to process the geometry output and
extract the information present as completely as possible,
Before the data could be run through the Xinematic fitting
program, the beam angles had te be determined and the
tine-of-flight formulated. Subsequent to the fitting, cuts
on vertex locatiorn, K: momentum, and €fit probability were
made,. - Events that had acceptable fit probabilities for the
3 pi and semileptonic hypotheses were given special
consideration. Details of the ahove are given in this

chapter.
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TIMING ANALYSIS

The procedure of separating the decay modes using the 1C fit
depended critically on the time-of-flight detersination of
the Kf pomentum, It was important to determine the time
itself as accurately as possible, and in order to make the
1C peaningful, it vas also necessary to understand the error

on the time,

1. ADC calibration Curves

The hardware and light diode calibration procedure is
described in the section on counter electronics. The
formulation of the data in a form suitable for computation

is discussed below.

Cable lengths {delays) froz 0-38 ns in increments of 3 or
S ns gave ADC charnel readings over the range 0-170. For
each time in a given calibration run, the ADC channel
reading for each counter was histogrameed and averaged.
Points pore than 3 standard deviations from the mean were
discarded and the mean and standard deviation vere
recomputed. A typical rms deviation was 2 channels,
correspording to an error on the sean of .07 channels for

1000 pulses.

The resulting "channels vs., nanoseconds"™ plots were smoothed
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out by Fitting a X% order polvynomial to the central region.
The flat regions at the edges were left alone. The rms of
this fit wvas typically less than 0.2 channels. & table of
times corresponding to ADC readings of 0,10,... 170 for each
counter was prepared using a four point guadratic
interpolation., The tables from five of the eleven
calibration runs were required to properly give the ADC
channel~to-time correlaticnn over the course of the
experiment. The breaks corresponded to actual breaks in
data taking (due to accelerator shutdown) and tc any changes

in the counter or ADC conditions.

The 5 tables were stored as part of a closed sutroutine
which gave a time in nanoseconds for any ADC channel value.
A linear interpclation was used and the zero of time was

arbitrarily set to correspond ¢o a channel reading of BO.
2. Timing Comstants - Formulation

Consider a single counter. The reading of the time ADC
converted to nanoseconds does not directly‘give the K?
time-of-flight. Recalling that a large ADC reading
signifies a small time-of-flight, we have the relation:
t' -~ t(ADCY =T + s/v + F{A,x)
where:
t' is an overall additive comstant which includes all the

cable lenaths, electronics delays, etc.,
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+{ADC) is the ADC time,

T is the KO time-of-flight to its decay vertesx,

s is the distance the charged decay particle travels from
the decay vertex hefore hitting the counter,

v ig the speed of the charged particle as determined from
its measured momentum and mass assignment, and

F{A,x} is a function of the amplitude ADC reading and the
x-coordinate of the particle hit on the counter as

described below,

The term F{A,x) must take two main features into account.
The transit time of the light in the scintillatcr can be
expressed as a term proportiomal to x, the arbitrariness of
the origin beina absorbed into t'. The speed of light in
the plastic is effectively reduced since internally
reflected light as well as direct light goes into making a
pulse above the threshold of the discriminator. Because
this reduction is more pronocunced for small pulses, a term
proportional to A.x is also includéd. An amplitude
correction due to the fact that small pulses take longer to
rise to threshold is expressed as 5 gquadratic in {A-Amax}
where Amax is the reading at which the ADC saturates.
Thus:

PiA,x) = n'x/clcosB) + a'{A-Amax) + a"{A-Amax}2 + bAx
vhere:

n' is the effective index of refraction,

X is the hit position on the counter,
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c is the speed of light in vacuum,
@ is the angle between the direction of licht travel in the
counter and the negative x-axis,

a' and a" are the amplitude correction coefficients, and

b is the coefficient of the A.x term.

The quadratic in A-Amax ¥as not a suitable correction for
counter hits with a saturated amplitude ADC teading since
the exact amplitude was not known, A constant correction

vas calculated separately for such hits.

3. Timing Comstants - Preliminary Determination

The parameters required for each counter were the overall
constant t', the index of refraction nt', the A.x coefficient
b, and the amplitude correction coefficients a' and a". The
determination of these constants was a long iterative
procedure, since the selection of the data to fit for the
constants was itself dependent on the timing information.
The C and D counter information was not considered until the

final stage due to its more complicated nature.

preliminary values for t' were determined from the nmuon
measurements assuming a value of 1.9 for n' and no amplitude
dependent terms, These values were then used to select a
small number of 3 pi decays. Events with positive (P0')2
and straight through tracks on both plates (scan type 21

vere written out if the timing from the four counters had an
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rns deviation from the mean of less than 2.5 ns. &
selection of about 300 events whose timing agreed well with
only one of the 3 pi 0C solutions was made by hand. They
were run through a least squares fit and new constants
computed, While these constants were an improvement, they
suffered from certain biases. The sample of events was
selected on the basis of good agreesent to begin with, and
there wvas no provision to inciude more events in the fit at
later stages. In particular, the amplitude correction
parameters came out consistent with zero since the events
already agreed well with the 0C solutions before the Eit.
rFurthermore the method was not suitable for large numbers of
events. VNevertheless the constants were good enough for

starting values in the subsequent step.

In order to make the input of the timing fit as independent
of the starting values as possible, the mode identification
vwas made without the timing at all. Ke3 decays were
selected by requiring an electron shover Oor energy loss on
one plate, a straight through track omn the other {scan types
212, 213, 221, and 231), and a value of less than

~0.015 (GeV/c)2 for (PO')Z2.

Events included in the fit were required to have at least
three of the four counter times within 3 ns of thelr mean.
The 0C solution nearer the average counter time was chosen

and the times of the counters hit by the pion track were
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transmitted to the fitting program if the agreepent was
better than 5 ns. The only amplitude dependence included

was a term linear in (A-Amax).

The fit was linear and iteration would not have been
necessary if all the selected Ke3 events had been included.
This was not the case, however, and the confidence in the
procedure came from the observation that more events met the
inclusion criteria on each successive iteration. The rams of
1.7 'ns per counter included the geometry errors and
corresponded to.an intrinsic rms per counter of about

1.2 ns. The constants obtained from this fit were used in
the first pass of the 1C kinematic fit. The sample of
unique 3 pi events was then used for the fipal tiging fit

with the full amplitude correlations.
4, Timing Constants - Final Determination

The unique 3 pi events were divided into five groups
{corresponding to the five ADC caljbration ranges), and a
separate fit was done for each. The residue for a given
counter in an event was of the form:

t(from 1C £it)y - t(from ADC's)
and was transmitted to the fitting proaram if the amplitude
ADC was below saturation. After the fit, the center of the
distribution of the untransmitted residues was determined

and taken as the constant amplitude correction for counter
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times with a saturated amplitude ADC. As well as the five
parameters {t', n', b, a', and a") for each of the sixteen
counters, the flicht path from the target was fitted, for a

total of 81 parameters.

The final values for the parameters, the rms deviations for
each counter with and without a saturated amplitude ADC, and
the constant amplitude corrections were stored as part of
the 1C fitting package. Typical rms values for the counters
are shown in Table 5. The generally inferior quality of the
¢ and D timing as compared to the A and B timing is
attributable to the inaccuracies in the extrapolation of the
tracks after the plates, anrd to the large nusber of extra

tracks hitting the C and D counters.

A weighted average was used as input to the 1C, and the

input error was given by:

o= 1/ {2

vhere A is the weight (1/rms2) of the 3T1 counter in the
event. The distribution of o for good 3 pi events is shown
in figure 13. A high momentum KP had fewer counter hits on

the average, and hence tended to have a higher timing error.

.
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Table 5

Typical Values of Counter Time rms Deviations
Resulting from the Tiwming Fit

counter

Al
AZ
A3
AG
B1
B2
B3
B
c1
c2
C3
ca
D1t
D2
D3

Dy

res without rms with
saturated saturated

amplitude ADC amplitude ADC

{nanoseconds) (nanoseccnds)
1. 04 0.9¢
0.94 1.05
0.99 0.98
1.09 1.02
.12 1.213
1. 14 1,13
1.16 1. 24
1.09 1.20
1.20 3.19
1.55 3.71
1.35 2.2°¢
1.21 1.68
1.28 1.7¢
1. 37 2. 3%
1.41 2.59
1. 17 1.94

105

EVENTS

600

400

200

| I [ I
0 No K{ Momentum Cut

K{ Momentum Between -
1.4 and 4 GeV/c |

0.3 04 Q.5 0.6 .7 0.8
TIMING ERROR (nsec)

Fiqure 13 - Timing error distribution.

106



BEAM ANGLE DETERMINATION

Since the beam particles went through a lead filter before
the first collimator (13C1), they were treated as if they
originated from 13C1 rather than from the target. The angle
at the chapber subtended by 13C1 was .45 mr vertically and

.86 mr horizontally (1.5" X 2.875" at 85 m).

once a central heam direction had been established, the bean
angles for a aiven event ware corrected for the position of
the decay vertex in the chamber. The angles X (latitude)

and ¢ (azimuth) were given by:

A= A0 + 2/ (x-x9)
P = go ¥/ (x=-x®)
where:

x, v, and z are the vertex coordinates,
¥? is the x-coordinate of 13C1 (-85 m), and
2% and @9 are the central values of the beam angles, the
detetmination of which is described below.
Since the beam at the chamber was 14 cm wide and 19 c¢m high,

the corrections were of the order of 1T mr or less.

pPreliminary values of }° and @¢° were ob+tained from the
distributions of (\-z/(x-x%)} and (F-y/(x-x%)} for the
vector sum of the charged particle momenta in the regular
K0 data. The distributions were wide (FWHY of E0 mr) but

very symmetric about their syewetric values. The median was
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used to define the central value since the average was
sensitive to a small number of events with anomalously large

angles, The statistical errors were of the order of .2 nmr.

These values of )? and P° were used in a 3C fit on +he
regenerator data and gaussian ideograms of the fitted bean
angles were plotted. The peak values were taken as the
rominal beam angles for the 1C fit. The values were:

L)
o

H

.00617 =+ .004

.00226 + .003
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FVYENT SELECTION.
1. Fiducial VYolume Cuts

The final sample of events was subject to the fcllowing

vertex cuts:

0.1 < x < 1.1
-0.07 < y < 0.07

-0,065 < z < 0.005 OoF 0.055 < z < 0.125

vhere the coordinates are in meters. This reduced the
nunber of events from 93588 to A1405. The vertex
distributions before and after the cut are shovwn in

figqures 14 and 15.

The rejection of events on the basis of vertex coordinates
was dictated by several factors., The size of the
collimators and the septa defined the beam profile in the
y-z plane. K2's whose vertices fell outside the edges of
the main profile could be expected to have undergone nuclear
scattering before entering the chamber. It was also
necessary to remove events whose vertices had x-coordinates
at both extremes of the chamber. The scan efficiency was
lower at the beginning of the chamber due to the difficultv
of deciding whether an event was just imside or just outside

the inner surface of the wall, The trigger efficiency was
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found by Monte Carlo studies (described in ;nother chapter)}
to fall quite sharply for events with vertices above 1.1 nm
in x in a manner consistent with the observed x
distribution. Also, due to their shorter track lengths,
events above 1.1 m tended to have momenta that were not as
well measured. Another very important effect of the
fiducial volume cut was to remove certain classes of

contamination as described in a later chapter.
2. Probability Cuts

While the ﬁf angles and the charged particles' inverse
momenta and angles could be expacted to have reasonably
gaussian errors, the Kf inverse momentum could not. This
vas because the time~of-flight had normal errors, and the
momentum was a rapidly varyipg non-linear function of the
time-of-flight in the relevant range. To avoid the
systematic shift (to lower Kf momentum) that would have
resulted from fitting in inverse Kf‘momentul, the fitting

program (FIT73) did the fit in terms of time directly.

The geometry output, the K? angles, and the timing
information, each with the appropriate errors, were fed into
FIT73, and a probability (confidence level) for each of the
five 3-body decay hvpotheses was obtained. An examination
of the probability distributions showed a low probability

spike below 8% (see figqure 17). This included Dalitz pairs,
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nuclear interactions, gamma conversions, and KP decays with
spurious timing, as well as the B% of the good events which
Just happened to have probability under 8%. Since there was
no way to distinguish on an event-by-avent basis, a
probability cut was dictated. The events that were rejected

in this way represented an unbiased sample.
3. Momentum Cuts

The observed Kf somentum spectrum is shown in figure 16.
Approximately 1/3 of the data sample was removed by a K?
momentum cut, The small nuzber of events below 1.8 GeV/c
was rejected to eliminate cases where the timing of the
master trigger (MT) was not determined by the timing pulse
(TY. Events above U4 GeVy/c were removed from the data sample
for twe main reasons. The trigger loss was starting to
become non-negligible above B GeV/c (see figure 20), and
keeping these events would have requited corrections to the
data that were larger than desired., More important however,
was the fact that the confusion in separating the decay
modes became large above 4 GeV/c. This was due to fhe
quadratic dependence of the KE nokentum error on the K29

fomentum,
4, Determination of Selection Criteria

Once the fiducial volume, 3 pi fit probability, and KO
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pomentud cuts had been applied, the sample consisted of 5832
events. 91 events (1,7% had a semileptonic probability
that was higher than the 3 pi probability and a total of 221
events (4.1%) had an acceptable semileptonic prcbability
{above B8%), Virtually all of these potentially ambiguous
events had 3 pi fit probabilities below 25% and K? momenta

above 3.5 GeV/c.

This problem of ambiguous events was studied with the Monte
Carlo events described in the previous section on geometry
failures, The error on the tiae—of-flight wvas obtained by
studying the timing errors of the real data for different
trigger configurations and vertex positions. This was then_
incorporated with the geometry {SYBIL) output of the fake

events and run through FIT73.

The 3 pi events all fit the 2 pi hypothesis and their
probability distribution showed no low probability spike.
Approximately 0.7% of the 3 pi events with a good 3 pi fit
{above 8%) had a semileptonic fit probability which was also
above B%, In 0,3% of the 3 pi events the semileptonic
probability was higher than the 3 pi probability. When the
semileptonic event samples were normalized for the (P0')2
cut involved in their generation, 0.02% of the Ke3 and 0.08%
of the Kmu3 events had a 3 pi fit with a probability above
B%. 1In about 65% of these cases the 3 pi fit probability

was higher than the fit probability for thé correct
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semileptonic hypothesis. As in the case of the real data,
the ambiguous events had low probabilities (belew 25%) and

high K? momenta {above 3.5 GeV¥/c).

This lack of correspendence betveen the real data and the
Monte Carlo events was not surprising since *the real data
had certain non-gaussian characteristics that were
impossible to simulate in the Monte Carlo study. The most
logical selection method was to choose events whose 3 pi

probability was higher than the semileptonic precbability,

However the other two possibilities {events with a good 3 pi

fit without regard to the semileptonic fit, and events with
a goed 3 pi fit and no good semileptonic f£it) wvere also

reasonable, albeit less appealing,

Thus the samples chosen by all three criteria were retained
for the final analysis, and differences in the extracted

parameters were used to estimate systematic errcrs due to

fit loss and semileptonié contamination. Figure 18 shows the

(P0*')% distribution of the events whose 3 pi prcbability

wvas higher than the sewileptonic probability. BAlso shown is

the (P0'} 2 distribution for events with a semileptonic fit

probability above 8% and a 3 pi fit probability below BX.
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CHAPTER V

THE T 9 C.N. KINETIC ENERGY SPECTRUM

Pigure 19 shows the spectrum of T ® c.m. kinetic energy

(hereafter called T(TT"} for the selected 3 pl fits. The
object of the latter stages of analysis was to extract the
v(T°) dependence of the sSquare of the decay matrix element

from this spectrus. The steps in thls procedure wvere:

a) Each event was weighted for trigger inefficiencies,

b} The effects of finite resolution in moving events from
one bin to another were taken into account. The effect of

t4-body radiative decays was also considered.

c) The number of events ip each bin was corrected for

virtual electroragnetic effects.

d) A least squares fit to the corrected spectrum was dome to

extract the T(T° dependence.

Each step is fully desribed in the feollowing sectionms. a).,
b}, and c) were small corrections, but b} and c) depended
slightly on the final ansver, necessitating iteration. The
formulation of step d) was non-linear, so it toc was

iterative, regardlegss of the effect of correcticnms.
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TRIGGER CORRECTION
1. Trigger Efficiency

fhe geometrical efficiency was studied by generating fake
{fonte Carlo) events uniformly on the Dalitz plct. The
observed beam angles vere used, and the charged particle
trajectories were integrated through the magnetic field to
the trigger counter planes, where it was determined whether
the event would have triggered. The events werte
subsequently weighted in accordance the observed T{T[®

spectrunm.

10000 events at each of several fixed K? momenta wvere
generated with a vertex x-coordinate betveen 0.1 m and
1.1 m. Figure 20 shows the trlgger inefficiency as a

function of the Ks nomentum between'1 GeV¥/c and 5 GeV/c,

50000 events were generated with the observad KP spectrum
cut off above 6 GeV/c. For K? momentum between 1.4 GeV/c
and 4 GeV¥/c and vertex x-coordinate between 0.1 m and 1.1 m,

the trigger loss was 1,0%.
2. Trigger weight

Tha selected J pi events were each given a weight to correct

for the trigger inefficiency. The calculation cf this
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welght proceeded as follows. Each event was civen many
random rotations about the K2 direction. The particle
trafectories for each of the rotated configurations were
integrated through the magnetic field to the counters and it
vas decided wvhether the configuration would have triggered.
The weight was then given by the ratio of the number of
configurations to the number that would have trigdgered. The
average weight of 1,01 agreed well with the 1% tricger loss
observed in the fake events. This correction, though small,
was necessary since the non-trigcering fake events and the
real events with high trigger weight tended to have low

T(Tey.
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RESOLUTION CORBRECTION

A study of the resolution of the T (%} measuraemsent was
necessary to choose the appropriate bin width fcr the
spectrun and to formulate the correction to the spectrum due

to the motion of events froa one bin to another.

1. Experimental Resolution

The Monte Carlo events vwere useful for finding the effecis
of measurement and reconstruction errors, since the true
{generated) value of T (%) was known. The distribution of
the djifference between the generated and fitted values of
T{T° had a standard deviation of 2.1 MeV and a mean value
of «0.07 MeV. This was compared with the error that wvas
calculated from the fitted variance matrix., The
distribution of fitted T(T®) errors gave a typical value of
1.1¢0.6 Mev for the Monte Carlo events and 1.4:+0.8 MeV for

the 3 pi events selected froam the real data.

This was all consistent with a typical resoluticn of 2 NeV
for the determination of T(T®'. In absence of a resclution
correction to the spectrum, 2 bin width of 5 HeV or even
larger would have been dictated, but since a resolutiom

correction was being made, 3 MeV was chosen,
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2. Resolution Correction Matrix

The Monte Carlo events were used to construct a matrix that
would transform the fitted spectrum (with the bin contents
as the elements of a column vector) into the generated
spectrum. This matrix would them be applied to the spectrum

of the real dacta.

G, = ‘JEBi'j Fj
vhere:
GL is the number of events in the i7¥ bin of the generated
spectrum,
E; is the number of events in the §¥ bin of the fitted
spectrua, and
RU is the i3XId element of the resplution matrix R.
Rﬁ was given by the fraction of events in the 37 fitted
bin that had been generated in the ¥ bin, It should be
noted that the resolution matrirxr depended on the form of the
decay spectrum used to welght the events. This was not an
important consideration since the resclution correction had
a small effect on the slope parameter. Also, since events
in a given fitted bin tended to have been generated within
one or two bin widths of their final bim, the effect of the
decay matrix element was small. In any case, the resolution
matrix determination was iterated and the convergence of the

procedure was immediate.
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Ancther form of the resolution matrix was tried, namely the

TH

inverse of the matrix wvhose ij element was the fraction of

events generated in the jI'—‘

bin that ended up in the iTH bi:
after fitting. This inverse matrix had the advantage of
being independent of the parameters of the T{TW9) spectrunm,
but it contained rather large negative elements (being the
inverse of an all positive matrix). It relied cn a delicate
cancellation to transform the fitted Monte Carlo spectrum
into the generated one, and when it was applied to the real

spectrumr it amplified the statistical fluctuaticns to the

point of making further analysis hopeless.
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RADIATIVE CORRECTIONS
1. Multiplicative Correction

Radiative corrections to order e? were necessary due to the
processes represented by the Feynman diagrams in figure 21.
The infrared divergencelin the amplitude for diagrams (b)
and (c) is exactly canceled by the low photon ernergy
contribution of diagram {(d). The treatment of the 4-body
final state was broken into two parts which were quite

different.

The rate for very low energy photons (up to 0.05 MeV which
was much less than the experimental resolution} was lumped
together with the virtual processes (b) and‘(c): This
resulted in a net correction which could be applied on a
bin-by-bin or on event-by-event basis22, This correction
ranged from about 2% for T{T[°)=0 to about 10% for

T{TM®) =53 MeV The correction diverged for T{Tf?)=53.86 HeV,
the kinematic maximum, since this corresponded to zero
relative velocity between the two charged pions. The bulk
of the variation wag due to the coulomb (inner

bremastrahlung} term.
2, 4-body Radiative Decays

Approximately 30000 Ko——> Tf+TT- TI® ¥ decays were generated
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in 4-body phase space according tc the matrix element of
reference 23. They were then run through the geometry and
kinematic fitting programs. The 3 pi fit probability skoved
a low probability apike with 10% of the events below 1%
probability and 21% below B%. The 79% of the #-body decays
with an acceptable 3 pi fit were examined in detail and used

for the correction described below.

The fitted value of T(T[?) was on the average 1.3+3.3 HeV
higher than the generated value, This was expected since
the value of T{T[°) calculated from the invariant mass of
the T+ and T - gave in fact the total missing neutral
energy, namely T{T % + E{¥) . The average photon energy
vas 2,2 %eV and the effect of the timing information in the
1C fit was to "take back™ about 40% of the extra kinetic

energy that had been wrongly attributed to the T,

Although radiative decays with a photon energy above

0.05 MeV were at the 1% level, their effect was correctable.
This was accoaplished by adding the radiative event sample
in vith the 3 pi Monte Carlo events (weighted to reflect the
relative bramching ratio) before calculating the resolution
natrix described in a previous section. The Tesolution
patrix without the radiative decays was retained for

comparison.
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Figure 21 - Feynman diagrams showing radiative

corrections to order e?,
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CONTAMINATIOR AND LOSS

1, Other Modes

He consider hetre the problem of "events" that were not

3-body charaed d=cavs of a K:. Aranching ratios cited are

from reference 2.

KS ——> T+~

Kg's originated from regeneration and nuclear interactions
mainly in the front wall of the chamber. Their decays were
easily distinguishable kinematically, since putting M12=M0
in the formula for (PO')2Z gives:

(PO'y2 = -0.98m32(1+1,02Pt2/n32)

(14Pt2/M02)
< =-N,98m32 ({=-0,018 (GeV/c)?)
These "events™ would normally fail the 0C fit {and hence the
1C) but in actual practice were removed by a very gentle

(PO*) 2 cut.

> TW+T-

The rate of this CP-violating decay is about 0.2% of the

1]
l(L

rate for all charged decays of the Kf. They were removed

along with the Kg's by the aforementioned (P0'}2 cut.

Electron Pairs

> 3T'e which occurs

To's resulted from the decay Kf
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almost twice as frequenmtly as K? ———> T+T-T0o. 1.17%

of the T[°'s decay to Hete— with the rest geing to two
gammas. Gaamas converting in the front window of the
chamber or in the central electrode mesh were removed by the
standard fiducial volume cut (see figure 22), but electron
pairs from conversion in the gas or from the internal
conversion (Dalitz pairs) remained. Since the pairs tended
to be of low momentum (having on the average 1/6 the KE
momentum), thay had low total transverse momentum., The
invariant mass assuming both to be pilons was also low.

While manv of the pairs thus simulated physical 3 pi decays,
the 1C fit eliminated virtually all of them. This was

confirmed by an exanmination of the scanning ipformation.

AS ———> oTT~
/A\®'s originating from nuclear interactions in the front
window of tha chamber were partially removed by the fiducial
volume cut, since their c¢T is only 7.73 c¢m. A noticeable
signal persisted however (see figure 23) until the gentle
(P0*) 2 cut was made, at which point the signal vanished.
That this should be so was hest sesn from the Monte Carlo
studies which showed “hat only 2-3% of the A?'s survive
the (P0'Y2 cut, The few survivors could be expected to

fail the 1C fit,

Nuclear Interactions

Nuclear interactions in the gas of the chamber's sensitive
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volume were characterized bv 2 large invariant mass and were
removed by the (P0%)2 cut. In any case they would have

failed the 1C fit.

2. Accidental Triggers

An astimate of the rate of accidental triggers can be made
using the fact that there were approximately 50 machine
pulses per trigger and approximately 4.5 triggers per Vv, for
a rate of 1 ¥ per 225 pulses. Thus there was a 1/225 chance
of an accidental V¥'s occurring in a given triggering pulse.
For the V to have shown up in the picture, it must have
occurred within 0.8 ps of the trigger (the time delay for
the chamber to fire). Averaging the available time over the
1.6 ps pulse length aives a probability of (.6/1.6)/225 or
17600 for the accidental Vv to have shown up in the picture.
Prom this it c¢an be seen that about (3.5/600} or 0.6% of the
observed events wera in fact accidental ¥'s with a non-¥
trigger, and that {1/600) or 0.2% of the observed events had
two V's in +he frame, The actual number of double V's
obsarved was about 1% of the total number of V*s, which can
be explained bv the known neutron flux2! and the cross
sections for associated production in the anti counters and

front wall of the chamber.

To studv the offect of tha accidental contamination, a tape

was generated where the timing ADC record for each event was
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takan from the next non~V trigger in the data. The events
wera run ihrough the kinematic fit with thié spurious
+iminag, and about 3.5% were found to give ar acceptable 3 pi
f£it. Normalizing for the 3 pi branching ratio gave & mnet

. 1% contamination of *he 3 pi sample.due to accidental v's,
As well as being a numerically small source of
contamination, accidentals were found to be relatively
bias-free, The slope parameter extracted from the
waccidental™ =vents with a good 3 pi fit was consistent with
that obtained from the regular 3 pi sample, The reason for
this is that the 1C f£it with spurious timing had the effect
of redec+ing about 80% of all events, and crudely selecting
3 pi decays from the remaining 20% by a 0C. fit. The fitted
value of T{TT9) was left more or less intact, since it
depended mainlv on the neasured invariant mass of the

charged particles.
3. Backward Gammas

The concern here is that ganmma rays from the [ ° could go
backward in the lab, convert in the chamber front wall or
anti counters, and veto the event. A Monte Carlo study of

3 pi decavs showed that approximately 0.8% of the events had
a backward gamma rav that could hit the anti counters.
Allowina a 2% conversion probability givas a loss of 0.02%
by this mechanism. The bias due to this loss is completely

negligible, since the events with a backward gamma ray had
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the same T{T 9 spectrum as the rest of the generated

saiple.

U. Counter Inefficiency

Tvents in which both particles hit the trigger counters vere
used to study the counter efficiencies. "he A counters were
found to be virtually 100% efficient, but an overall 2% loss
was found in the B counters, This was expected since the B
couniters were behind the lead oxide plates. 1Ip fact thz
losses were confined to track +vpes 0 (nothina comes out)
and 4 flarge angle scatter). Since 15% of the events had
onlv ons particle hitting the trigger counters, the counter
inefficiency resultad in a net loss of 0.3%. A Monte carlo
study showad that the slope parameter extracted froe these

events was about 7% higher than that of the entire sample.
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LEAST SQUARES FIT TO THE SPECTRUH

1. Pormulation of the Fit

The least squares fit described below was done to the
uncorrected T(T[?)} spectrum, to the spectrum with the
corrections applied individually, and to the fully corrected
spectrum. The event samples chosen by all three of the
selection criteria discussed in the chapter on event
selection were analyzed. The errers on the bin contents
were evaluated at the expected values, so the %2 to be

minimized was given by:

X2 = 2. (n{i)- Ilﬂlzﬂﬁiz/ jlﬂlzd¢
‘ 4, %

H

vhere:
n{i) is the content of the iTH bin,
M is the matrix element expressed as a function of T(I[ ")
and the parameters to he extracted,
dd iz the phase space element, and
the integral is over the phase space available for the

iId pin in T(T 9.

Three forms for [M|2 were tried:

I1M(2 = a{i+bt} (linear spectrum)
1812 = a'{1+b't) 2 {linear matrix element)
1M]2 = av(i+bTLecnt?) (guadratic spectrunm)
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ﬁhere:

a, b, a', b', a", b", and c" are the parameters to be
extracted, .

t = (2T(W°)-T3max) /T3max, and

T3max = 53.86 MeV is the maximum allowed value of T(T%.
2, Results of the Fit

An examination of the results of the fit to the uncorrected
spectrun showed that the linear matrix element was
preferred. The corrections were then formulated using the
values of a' and b' obtained, the parameters for the
corrected spectrum were extracted, and the corrections
reforaulated in terms of the new parameters. The hewly
corrected spectrum was then fitted, and since the parameters
did@ not change perceptibly, the process was stopped. Tables
6, 7, and 8 show the results of the final fit for the three
parametrizations of the spectrum. Since the values of a,
a', and a™ merely reflect the overall normalization, they
are not shovn. The errors gquoted in the tables are

statistical only.
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Table 6

Extracted Parameters for Linear Spectrum

uncorrected
b
probability

trigger
correction
b
probability

rasolution

correction
b

probability

resoluation &

radiative
corrections
b
probability

all
corrections
b
probability

{Hy2
3 pi fit
the best

-0.767+0.,021
0.8%

-0.772+0.021
0.5%

-0.768+0.021
6.7%

-0.787+0, 021
10. 2%

-0.7924¢0.021
T.u%

= a{1+bt)
all good
3 pi fits
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-0.767¢0.021
1. 0%

-0.772+0.021
0.7%

-0.T68+0.021
7.8%

-0.787+0.021
11.8%

-0.792+0.021
8.8%

good 3 pi
fit only

-0.771+0.021
0.3%

-0.775+0.021
0.2%

-0.772:£0.021
2.9%

-0.791:0.021
4, 8%

-0.7954¢0.021
3. 3%

uncorrected
b
probability

trigger
correction
bl
probability

Table 7
Extracted Parameters for Linear Matrix
IM12 = a*' (1+b't) 2
3 pi fit all good
the best 3 pi fits
-0.u425+0.014 -0,4244+0,014
6.8% 5. 1%
-0.428+0.014 -0,428+0.010
6.5% 4,8%

rasolution

correction
bl

probability

resolution &
radiative
corrections
bl
probability

all
corrections

bl
probability

-0.42540.014
4u4.6%

~0.43920.014
56.1%

-0,4483+0,014
54, 2%
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-0.425+0.014
36.2%

~0,438+0.014
u6, 8%

-0.4424¢0.014
45.2%

Element

good 3 pi
fit only

-0.u28+0,014
4,.u%

-0.432+0.01u
4,0%

-0, 429+¢0.018
35.3%

-0.842£0.010
47, 0%

-0,448640.014
44, 4%



Table 8

Extracted Parameters for Quadratic Spectrunm
tM12 = av(1+b"t+c"t2)

uncorrected
bll
C"
probability

trigger
correction
b"
cll
probability

rasolution
corraection
bﬂ
c!l
probability

resolution &
radiative
corrections
bll
C"
probability

all
corrections

b“

C“
probability

3 pi fit
the best

-0.832+0.033
0.134%0.052
5.6%

-0.841+0.033
0.141+0.052
5. 1%

-0.839+0.033
0.1u840.053
39.5%

-0.862+0.034
0.152+0.054
52. 5%

-0.871:0.033
0,15840.053
49,.8%

1k3

all good
3 pi fits

-0.826+0.032
0.11940.052
4,7%

-0.835£0.032
0.12640.051
4, 3%

-0.8133+06.033
0.133+£0.052
33.8%

-0.856+0.033
0.13740.053
46,2%

-0.865+0.033
0.145+0.052
43,8%

aqood 3 pi
fit only

-0.844+0.033
0.148+0.05¢
3.3%

-0.85210,033
0.15540.053
2.9%

-0.851+£0.033
0.162+0.054
29.56%

-0.873+0.G34
0.16640.055
4i. 0%

-0.881+0,034
0.17240.054
38,5%

RESULTS

As is shown in Tables 6,7, and 8, the differences in the
extracted parameters due to different event selection
criteria were well within the statistical errors. The
exclusion of the 91 events with a better semileptonic fit
vas indicated by the fact that this small sample had a
significant fraction of tracks with electron-like scan
codes, No such effect was.found in the other 130 events

with a good semileptbnic fit, so there was no logical reason

to exclude them,

Since the fit to a guadratic spectrum was slightly vworse
than that to a linear matrix element, only the linear

spectrur and linear matrix element will be considered.
1., Systepatic Errors

Possible contamination or loss due to the 1C fit was at the
2% level (an upper limit of 91 events lost or 130 events
contaminatingy., The maximum effect on the slope parameter
was 1%, Other sources of contamination and loss were a few
tenths of a percent at most and were found to have
negligible effect on the slope parameter. The corrections
applied to the spectruh resulted in a 3-0% inérease in the
slope parameter, An 2rror in the corrections of 25%, which

is a pessimistic estimate, would have resulted in a 1% error

1h2



in the slope parameter.

Thus a net 2% was felt to be a very conservative upper limit
of the possible systematic error on the slope parameter.

The correct way to combine the statistical and systematic
errots was unclear, so they were not combined. The errors
guoted below are statistical only. The guoted error omn the
linear spectrum slope parameter has not been scaled by 1,3
to reflect j§575? for that £it. The factor for the linear

matrix 2lement would be 1.0 .
2, Linear Spectrun

This is the most common way of parametrizinag the data, but
our Tresults show that it is not as good as a linear matrix
elenent. The reason for its persistence is that early
exprriments got a smaller (in absclute value) slope and the
difference was not of lmportance., Our result in terms of b

is:

h = -0.792 & 0,021
Common practice exoresses the slope in terms of g or o,
where:

1812 ~ 1 + g(s3-s0y/m(TH2

Mz ~ 1 + ZQ;H{KS)(ZT(TTO]-TBmax)/m(TT*)Z

1h3

In terms of these parameters our results are:

= 0,630 t 0,017

~Q
\

~0.287 £ 0.008

s
il

3, Linear Matrix Element
Our result in terms of b' is:
bt = -0, 8423 + 0.010
If g' and o are used to express the matrix element as:

(W] ~ 1 + a'{s3-30) /20 (TT*H 2

15E~ 1+ oru(KO) RT{TTN -T3max) /a{TT*) 2

We have:
g' = 0,714 ¢+ 0,023
o' = -0,321 + 0.010

Figure 24 shows the corrected T{?) spectrum divided by
phase space. Th2 curve represents the best fit for the

linzar matrix element squared.
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INTERPRETATION
1. Comparison with Others' Hesults

The T{ 7% spectrum has been studied in many experiments and
the latest compilation? gives a world average value of

0,610 t+ 0.021 for the slope parameter q. Unfortunately, a
comparison of this number with our result can be very

misleading for two main reasons.

The compilation consists of seventeen valueé. Qf the eight
gost recent aeasurements24—31, four24-27 did the fit in
terms of a linear spectrum only, and three others2e-30
alloved quadratic dependence in the spectrua but found it
consistent with zero. This gqualitative feature is in
disagreement with our findings. Since our data clearly
indicatas the presence of a quadratic term in the spectrunm,
our value of g is not terribly relevant. Our value of g°'
(0.714 ¢ 0.023) is the slope parameter of importance, and
it is significantly higher than the world average of g. It
may be noted that a recent high statistics experiment32 not
included in the compilation has also found substantial

deviation from a linear spectrunm.

Because of the small Q0 of the 3 pi decay, it is natural to
try to expand the matrix element in a power series of the.

kinematic variables. Since the final state interactions are

ih7

presumably small33, the matriz element is expected to be
nearly real. The simplest noa-constant matrix element would
be linear in T(7?), and our result is consistent vith this.
our analysis in terms of a quadratic spectrum indicates that
the imaginary part of the slope parameter is consistent with
zero (assuming a complex linear matrix alement), and the fit
assuming a real linear matrix element actually hag a
slightly higher probability. A linear spectrum vould have
been somewhat of a surprise since it would have demanded a
very specific relation between the linear and quadratic

coefficients in the matrix element.

Also of importance in discounting the significance of a
comparison of our results with the world average is the fact
that the agreement among the seventeen values of g is
extremely poor. The large X2 (69.1 for 16 degrees of
freedom) indicates that it is not really meaningful to
average the results. It seenms clear that at least some of
the experiments suffered from significant systematic errors.
Without singling any of the individual experiments out, it
is nevertheless helpful tc consider some of the probléls

that could be responsible for the contradictory results.

Many experiments have had a geometrical efficiency which was
low and non-uniform over the Dalitz plot. It goes without
saying that the large corrections necessary to yield a

spectrum from which the matrix element can be extracted
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would not have to be very much in error to give erroneocus
final results. As has baen mentioned earlier, the
separation of the decay modes is critical. Vvirtuwally all
of the experiments to date have not had a constrained
kinematic fit. The lack of such a constraint makes the
separation more difficult, Many experiments have not taken
into account the effects of resolution on the T(T{O)
spectrum. In cases where the resolution is poor, ths
resultant defotmation of the spectrur could severely affect
the slope parameter determination. #lso of importance is
the fact that the data from some experiments have not been
corrected for electromagnetic effects. As can be seen fronm

Tables 6-8, radiative corrections are not negligible.
2. The AI=1/2 Rule

As vas previously described, a comparison of the matrix
element slope parameters for the 3 pi decays of the Kt and
K+ leads to certain conclusions regarding the isospin

transitions involved in the decays.

The world averages of the slope parameters for K+ decays

are2:

g(ee=1 = 0,214 + 0,008

0.522 + 0.020

g {00+

1bg

The experimental situation Eor the the K+ glopes is a

little better than that for the Kp since the coapiled

values of g{++-) and g({00B+¢) are in better agreement with
each other. This is partly due to the smaller number of
individual expaeriments, and in the case of g{00+}, to the
relatively large errors. The experiments measuring q{00+)
have all had fairly low statistics. There are experimental
difficulties in detecting the gammas from the T decays,
and the existence of some high values in the compilation nay
be taken as an indication that the final word regarding this

mode has yet to be said.

The parametrization in terms of spectrum slope is
unfortunate since the matrix element slope is what is really
wanted., The distinction is not large for g(++-) since its
magnitude is small, but the guoted value of g(00+) is
presumably somewhat lower than the desired matrix elepent
slope. While the compuUtations done below are very sensitive
to the values of the slopes and should use matrix element
slopes, g(++-) and g{00+) will be used unchanged (there is
ne choipe). As for the Kf slope, both g{+~0) and g* (+~0)

will be considered, as well as the world average of g(+-0).

The notation in the discussion that follows is the same as
that used in Chapter I. The slope parameters c(++-), etc,
differ from g(+¢+-), etc by a constant factor 2m{TW*}2, but

the factor cancels out in the computation,
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A study of the reduced rates (see reference 2, p. 193) shows
no real evidence for I=3 in the fipal state, so at*(3,5) and
a%(3,5) vill be set to zero., Exptessing the slope

paraneﬁers in terms of the irreducible matrix elements

gives:
g(+=0) + gie+-) - g(00+) /2 3¢8-¢€)
g (+=0) 2 (1 -€s2)(01+ 8
where:
€ = JUI,/ Q1) is the ratio of the AI=3/2 to AI=1,2
contrihution to the I=1 symmetric final
state, and
S = p¢3dys pe1)  is the analogous gmantity for the I=1

non-sympetric state.
Thus € is a measure of the violation of the AI=1/2 rule for
the symmetric vaves; S for the non-symmetric., € can be
deterained from the reduced rates33 and has been found to
have the value -0.064% t 0.008 . Depending on the value of

g{+-0} used this leads to the following values for O

L}

0.610 (vorld average)

0,105 & 0,021 for g (¢~

1
i

0.126 ¢+ 0.026 for g(+-0) 0.630 {our value for g)

0.216 + 0.026 for g (+=0)

)

0.714 (our valye for g4y

Since the value of g(00+) car be considered suspect, it is
of interest to calculate & without using it directly. This

can be done as current algebra makes the predictiond+4:
g{+-01 = g (00+) ) |

Calculating as above:

o
|

= 0.043 ¢+ 0.015 for g(+-0) = 0,610 (world avarage)}

[= ]
|

= 0.052 + 0,013 for g{+=0) = 0.630 (our value for q)

0.086 & 0.013 for g {+-0) 0.714 (cur value for g*')

]
]

3. Conclusions

It seems clear that the AI=1/2 rule is violated at the
level of several percent. The admixture of AI=3/2 for the
non-syametric final state (5) is quite sensitive to the
particular values of the slopes used, but is in the 5%~20%
range and has the opposite sign to the ATI=3,/2 admixture for

the symmetric state (€).

The precisa value of 8 should not be taken too sariously
until the slope parameter g{00+) is better determined.

g (00+) is also of interest as a check of current algebra as
nentioned above, and one %Would hope that a definitive

measurement might be forthcoming in the near future,

There are also theoretical difficulties, The general

attitade implicit in the whole discussion has heen that the
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effact of final state strong interactions is small, anrd that
the obsarved structure is an intrinsic property of the weak
interaction. Quite the opposite viewpoint, napely that
final state interactions of the pions are entirely
responsible for the observed deviations from phase spacsa,
has been taken by several authors?%-3% with some degree of
success. It is beyond the scope of this paper to address
such questions in datail, except petrhaps to note that the
relative success of current algebra predictions tends to
favor the viewpoint that the weak interaction itself is

mainly responsible for the observed slopes.

We have performed a reliable measurement of the matrix

alement slope parameter. On this basis certain conclusions
have been drawn regarding the AI=1,/2 rule, Clearly such an
interpratation suffers from present theoretical ambiguities

which are in need of work.
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RETROSPECTIVE

No matter how well desiagned and executed an experiment is,
there are alvays certain things that one would do
differently if one were performing the experiment again.
The purpose of this short section is to outline some of the
features that might be changed were the experiment to be

redone,

The resolution on the beam angles might have been improved
had a shorter, mote point-like target been used. FHelium or
vacuum along the entire flight path would have cut down the
scattering of the Kf's. The flux of low eneray Kf's might
have been increased had a higher energy electron beam been

used with a radiation length of copper before the target.

The quality of the timing information would have been
slightly better had the A and B counters been ob the decay
vertex side of the lead oxide plates and the C and D
counters directly behind the plates, The chamber could then
have been rectanqular which would have allowed Letter track
measurement behind the plates (important in analyzing the
semileptonic modes). This was not done because of the
difficulty in getting the counter light pipes out of the
chamber in such a geometrical configuration, but whether it

was truly impossible is not known.
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