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ABSTRACT OF DISSERTATION

Rare B Decays to States Containing a J/ψ Meson

Results are presented on preliminary measurements of the branching fractions for

B+ → J/ψφK+, B0 → J/ψφK0
S, B

0 → J/ψφ, B0 → J/ψη and B0 → J/ψη′ using

56 million BB̄ events collected at the Υ (4S) resonance with the BABAR detector at

PEP-II. We measure branching fractions of B(B+ → J/ψφK+)=(4.4 ± 1.4(stat) ±

0.5(syst))×10−5 and B(B0 → J/ψφK0
S)=(5.1 ± 1.9(stat) ± 0.5(syst))×10−5, and set

upper limits at 90% C.L. for branching fractions B(B0 → J/ψφ)< 9.2×10−6, B(B0 →

J/ψη)< 2.7 × 10−5, and B(B0 → J/ψη′)< 6.3 × 10−5.
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Preface

This document includes the main work done by the author at the BABAR experiment.

The search for five rare B decay modes, J/ψφ, J/ψη, J/ψη′, J/ψφK+, and J/ψφK0
S

is described. The details have been arranged into six chapters covering material from

the theory introduction to the preliminary experimental results.

Chapter 1 briefly overviews the four theory topics related with this analysis. To-

gether with the exclusive modes such as B0 → J/ψK0, some inclusive B decays can

also be used to study CP violation to clarify further the theoretical uncertainties.

The decays B0 → J/ψη, B0 → J/ψη′ are categorized into one type of these final

states. The decay dynamics for two-body hadronic B decays are approached with

some predictions on branching fractions and η− η′ mixing. A very rare decay mecha-

nism without thorough understanding, the rescattering process as in B0 → J/ψφ, is

introduced with some naive assumptions. Then the search for a possible hybrid state

ψg(4.3GeV ) in B → J/ψφK decays is explained.

Chapter 2 introduces the PEP-II accelerator and the main components of the

BABAR detector. The BABAR detector contains a five-layer silicon vertex tracker

(SVT) and a forty-layer drift chamber (DCH) in a 1.5 T solenoidal magnetic field.

These devices detect charged particles and measure their momentum and energy

loss. Photons and neutral hadrons are detected in a CsI(Tl) crystal electromagnetic

calorimeter (EMC). The EMC detects photons with energies as low as 20 MeV and
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identifies electrons by their large energy deposit. The charged particle identification

(PID) combines SVT and DCH track energy loss measurements and particle velocity

measurements by an internally reflecting ring-imaging Cherenkov detector (DIRC) of

quartz bars circumjacent to the DCH. The slotted steel flux return is instrumented

with 18-19 layers of planar resistive plate chambers (IFR). The IFR identifies pene-

trating muons and neutral hadrons. A quick overview of the trigger system and the

online system is also included.

Chapter 3 describes the data used in this analysis. The real data were collected in

two periods, October 1999 to October 2000 (Run1) and February 2001 to December

2001 (Run2). They correspond to a total integrated luminosity of 50.9 fb−1 taken on

the Υ (4S) resonance and 6.3 fb−1 taken off-resonance at an energy 0.04 GeV below

the Υ (4S) center of mass energy and below the threshold for BB̄ production. There

are 55.5± 0.9 million BB̄ events (NBB) in this data set. The raw data were taken by

an on-line system, then reconstructed after some background filtering, and skimmed

to small data sets for physics analysis. This analysis also depends on a detailed

simulation of the events and the detector, i.e., Monte Carlo (MC) data. The MC

events were generated with comparable equivalent luminosity as real data.

Chapter 4 starts with the selection of single tracks and photons, then explains

the PID system for charged particles, e±, µ±, π± and K±. All intermediate state

particles are constructed with the right particle combinations in the required mass
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window. Some specific angular cuts are introduced. The B candidates are built for

every exclusive decay mode.

Chapter 5 explains how to evaluate the background. The background has two

components, the combinatoric background and the peaking background. The nor-

malization of the combinatoric background for each mode is obtained from a fit to

the distributions of the energy-substituted mass of the on-peak data. This method

has been checked with MC simulation, off-peak data and some special on-peak data

samples. The peaking background is determined from a sample of MC BB events

that is normalized to the equivalent data integrated luminosity and contains at least

one decay of J/ψ → leptons.

Chapter 6 includes three parts. The raw efficiency for selection of signal events was

calculated as the ratio between the number of MC signal events passing all cuts and

the total MC events generated. Several corrections were applied to the raw efficiency

because of the discrepancies between the real data and MC in a few areas. The yield

is calculated from the total number of events in a 3σ signal box, minus the total

background. Several systematic uncertainties are considered: the uncertainty in the

number of BB events, the uncertainty from secondary branching fractions, the MC

statistical error, the uncertainties in PID, tracking efficiency and photon detection

efficiency, the uncertainty from the variations in the event selection criteria, and the

uncertainty from background parameterization.
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Chapter 7 shows the preliminary results on the branching fractions for two B →

J/ψφK modes and the upper limits for the other three modes. The branching fraction

results are consistent with the existing experimental results but statistically improved.

So far no conclusion can be drawn for the existence of ψg state. This first measurement

of the upper limit on B0 → J/ψφ mode supports the factorization hypothesisand can

lead to theoretical improvments and experimental clarification. The measurement of

the upper limit on B → J/ψη pushes the exsiting result down by two orders. The

result on B → J/ψη′ is the first measurement.

BABAR is a collaboration of some 600 people, and the studies and physics analysis

I have done would not have been possible without this enormous collective effort,

which includes the building of the detector, and the acquisition and reconstruction

of the data, not to mention the running of the PEP-II accelerator. I profited from

countless pointers and suggestions on BaBar computing from my collaborators and

from many conversations with theorists.
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Chapter 1

CP Violation and Hadronic B Decays

1.1. CKM Matrix and CP Violation

1.1.1. C, P, T Transformations

The group of Lorentz transformations includes the proper continuous transforma-

tions and the discrete transformations. For a field theory Lagrangian, three discrete

transformations imply potential symmetries. Charge conjugation, performed by the

unitary operator C, changes the particle to the corresponding antiparticle. Space in-

version, performed by the Hermitian operator P , transfers a left-handed system into

a right-handed system. Time reversal, performed by the anti-unitary operator T ,

leads to the interchange between the initial state and the final state. The combined

CP transformation changes a particle to its antiparticle and flips the momentum and

the helicity. The product of three transformations C, P, T applied in any order is

1



1. CP Violation and Hadronic B Decays

always an exact symmetry if a local field is Lorentz invariant and satisfies the spin-

statistics requirement (Boson fields obey commutation rules and fermion fields obey

anti-commutation rules) [1].

Of the four fundamental forces, gravitation is C, P and T invariant. The elec-

tromagnetic interaction and the strong interaction are always symmetric under C, P

and T operations. The weak interactions violate C and P symmetries, but conserve

T and CP in most cases. Only in the neutral K system [2] and the B system [3], a

small breakdown of CP invariance has been observed.

1.1.2. Quark Mixing

The Standard Model (SM) is a gauge theory based on the local group SU(3)C ×

SU(2)L × U(1)Y , which describes the strong interaction (SU(3)C) [4], and the unifi-

cation of the electromagnetic interaction and the weak interaction: the electroweak

interaction (SU(2)L × U(1)Y ) [5]. The Lagrangian of the SM theory contains: (1)

gauge potentials (propagators of force), (2) matter fields (quarks and leptons), (3)

Higgs fields (mass terms for the gauge bosons and matter fields through spontaneous

symmetry breaking).

In the unbroken SU(2)L × U(1)Y gauge theory, the eigenstates of the three gen-

2



1. CP Violation and Hadronic B Decays

erations of quarks are

QjL =

ujL
djL

 , ujR, djR, j = 1, 2, 3. (1.1)

For the j-th generation, they include a left-handed doublet QjL and right-handed

singlets, ujR and djR. In order to generate quark mass, the single Higgs scalar doublet

φ is needed. The Yukawa couplings of quarks with the single Higgs scalar doublet are

given by

LY = −GijQiLφdjR − FijQiLφ̃ujR + hermitian conjugate, (1.2)

where the interaction depends on the 18 elements of two 3 × 3 matrices, G and F .

With spontaneous symmetry breaking and the substitution of φ0 →
√

1
2
(v+H0), the

mass terms appear in LY :

LM = −
√

1

2
vGijdiLdjR −

√
1

2
vFijuiLujR + h.c.. (1.3)

The mass terms are

(u1, u2, u3)RM
u


u1

u2

u3


L

+ h.c., (d1, d2, d3)RM
d


d1

d2

d3


L

+ h.c., (1.4)

where Md
ij = v√

2
Gij and Mu

ij = v√
2
Fij are quark mass matrices in generation space,

3



1. CP Violation and Hadronic B Decays

each with 9 complex parameters. By applying a unitary transformation on the quark

states of the unbroken electroweak theory,

(u1, u2, u3 )L, R = UL, R


u

c

t


L, R

, ( d1, d2, d3 )L, R = DL, R


d

s

b


L, R

, (1.5)

Mu and Md are diagonalized,

U−1
R MuUL =


mu 0 0

0 mc 0

0 0 mt

 , D−1
R MdDL =


md 0 0

0 ms 0

0 0 mb

 , (1.6)

where UR, UL, DR and DL are unitary matrices, and the diagonal elements are quark

masses. The weak eigenstates u1, u2, u3 are linear superpositions of the mass eigen-

states u, c, t and the analogous relation for d1, d2, d3 and d, s, b.

The charged current interaction of the SU(2)L gauge bosons under the unbroken

symmetry is given by

LW = −1

2
gQiLγ

µτa1ijQjLW
a
µ . (1.7)

After symmetry breaking, it is described with the distinguishable quark doublets and

gauge bosons,

LW = −
√

1

2
guiLγ

µ1ijdjLW
+
µ + h.c., (1.8)

4



1. CP Violation and Hadronic B Decays

or in the mass eigenbasis,

LW = −
√

1

2
gumiLγ

µV̄ijd
m
jLW

+
µ + h.c.. (1.9)

Quark fields with superscript m denote mass eigenbasis. The matrix V = U †
LDL is

the mixing matrix for three quark generations.

1.1.3. CKM Matrix

The complex matrix V is unitary. Thus it only has 9 independent parameters,

which can be chosen as three real angles and six phases. Without changing the

diagonal mass matrix, more transformations can remove 5 phases. The remaining

phase is called Kobayashi-Maskawa phase [6], δKM . The matrix is called the CKM

matrix [7],

V =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 . (1.10)

The CKM matrix can be parameterized as [8],

V =


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

 , (1.11)

where cij = cosθij and sij = sinθij .

5



1. CP Violation and Hadronic B Decays

Another parameterization method is to expand the CKM matrix in terms of four

parameters, λ,A, ρ and η, called the Wolfenstein parameters [9]. Here λ = |Vus| =

0.22 is the expansion parameter and η represents the CP -violating phase,

V =


1 − λ2

2
λ Aλ3(ρ− iη)

−λ 1 − λ2

2
Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1

+O(λ4). (1.12)

Generally it is sufficient to keep the first few terms in the expansion. Because λ is

small, the expansion parameter for each element in V is at λ2.

The relation between the parameters of (1.11) and (1.12) is given by

s12 ≡ λ, s23 ≡ Aλ2, s13e
−iδ ≡ Aλ3(ρ− iη). (1.13)

The unitarity of the CKM matrix leads to three useful relations among its ele-

ments:

VudV
∗
us + VcdV

∗
cs + VtdV

∗
ts = 0, (1.14)

VusV
∗
ub + VcsV

∗
cb + VtsV

∗
tb = 0, (1.15)

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (1.16)

In the complex plane the three relations above can be represented as triangles. The

Unitarity Triangle, which is the triangle associated with the relation 1.16, is shown

6



1. CP Violation and Hadronic B Decays

in Figure 1.1 after rescaling.

VtdV
*
tb

|VcdV
*

cb|

VudV
*

ub

|VcdV
*

cb|

η
A

α

γ
0

0 ρ 1

β

Figure 1.1: Unitarity Angle.

The three angles of the Unitarity Triangle, α, β and γ can be given:

α ≡ arg

[
− VtdV

∗
tb

VudV ∗
ub

]
, β ≡ arg

[
−VcdV

∗
cb

VtdV ∗
tb

]
, (1.17)

and

γ ≡ arg

[
−VudV

∗
ub

VcdV ∗
cb

]
≡ π − α− β. (1.18)

Or using Wolfenstein parameters, they can be expressed as

sin 2α =
2η̄[η̄2 + ρ̄(ρ̄− 1)]

[η̄2 + (1 − ρ̄)2][η̄2 + ρ̄2]
, sin 2β =

2η̄(1 − ρ̄)

η̄2 + (1 − ρ̄)2
, (1.19)

7



1. CP Violation and Hadronic B Decays

where

ρ̄ = ρ(1 − λ2/2), η̄ = η(1 − λ2/2). (1.20)

1.1.4. CP Violation Conditions

The single complex phase in the CKM matrix can result in CP violation. But

CP is not necessarily violated in the three generations of quarks. If two quarks of

the same charge have same masses, one mixing angle and the phase can be removed

from V . So CP violation requires

(m2
t −m2

c)(m
2
c −m2

u)(m
2
t −m2

u)(m
2
b −m2

s)(m
2
s −m2

d)(m
2
b −m2

d) �= 0. (1.21)

Furthermore, if the phase equals to 0 or π, V is a real matrix and CP is conserved.

And if one mixing angle equals 0 or π/2, the phase can be removed in matrix V .

Thus CP violation requires the phase not be 0 or π and all three mixing angles not

be 0 or π/2 as well.

All fourteen conditions above together ensure CP violation. If CP is violated,

there exists no mass basis with the necessary phase convention where all interaction

couplings and masses are real.

8
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1.2. CP Violation in a Coherent BB System

1.2.1. CP Violation Mechanism

For the neutral B system, the mass eigenstates are not flavor eigenstates, B0(b̄d)

and B̄0(bd̄). And if CP is not a good symmetry, the mass eigenstates are also not

CP eigenstates. The mass eigenstates BH and BL can be given by the combinations:

|BH >= p|B0 > −q|B̄0 >, (1.22)

|BL >= p|B0 > +q|B̄0 >, (1.23)

where p and q are complex coefficients, and governed by the time-dependent Schrodinger

equation

i
d

dt


p

q

 = (M − i

2
Γ)


p

q

 . (1.24)

Matrix M and Γ are given by summing over intermediate states in second-order

perturbation theory. The ratio q/p can be obtained as

∣∣∣∣∣qp
∣∣∣∣∣ = ∆mB − i

2
∆ΓB

2(M12 − i
2
Γ12)

= −2(M∗
12 − i

2
Γ∗

12)

∆mB − i
2
∆ΓB

, (1.25)

9



1. CP Violation and Hadronic B Decays

where M12 and Γ12 are the off-diagonal terms in the corresponding matrices. The

mass difference and the width difference are defined as follows:

∆m = mH −mL, (1.26)

∆Γ = ΓH − ΓL. (1.27)

Considering decays of B0 and B̄0 to a final state f , we have two amplitudes:

Af =< f |H|B0 >, (1.28)

Āf =< f |H|B̄0 > . (1.29)

If CP is conserved, there are three relations,

|Af | = |Āf̄ |, |Af̄ | = |Āf |, (1.30)

∣∣∣∣∣qp
∣∣∣∣∣ = 1, (1.31)

arg(
p2

q2
Af Ā

∗
fAf̄ Ā

∗̄
f ) = 0. (1.32)

The possible CP violations can be categorized by this three relations:

• Direct CP violation, or CP violation in decay, in which the amplitude of a

decay is different from that of its CP conjugate process. Equation 1.30 does

10



1. CP Violation and Hadronic B Decays

not hold. It applies to both the neutral B system and the charged B system.

• Indirect CP violation, or CP violation in mixing, in which the two mass eigen-

states are not the CP eigenstates for the neutral meson system. Equation 1.31

does not hold.

• Interference between mixing and decay, in which B0 and B̄0 decay to the com-

mon final states. Equation 1.32 does not hold.

To a good approximation, CP violation from the interference between mixing and

decay is the only effect at BABAR1. For the neutral B system, the effect can be given

by the asymmetries in the decays to CP eigenstates fCP :

afCP
=

Γ(B̄0
phys(t) → f̄CP ) − Γ(B0

phys(t) → fCP )

Γ(B̄0
phys(t) → f̄CP ) + Γ(B0

phys(t) → fCP )
. (1.33)

B̄0
phys(t) is a physically observed state that has evolved from an initially pure B̄0 state

at t = 0. The analogous definition is applied to B0
phys(t). A useful variable is defined

to quantify the CP violation for the final state fCP :

λfCP =
q

p

ĀfCP
AfCP

. (1.34)

1In a heavy meson system, if the small nonzero 1 −
∣∣∣ qp ∣∣∣ ∼ 10−3, which leads to CP violation in

mixing, is neglected, Equation 1.32 is equivalent to Imλf = 0 if the final state f is a CP eigenstate.
For B decays Imλf can be large in SM prediction. An example is ImλJ/ψK0

S
= sin(2β) = 0.75.

11
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1.2.2. CP Violation in Inclusive b→ cc̄d Decays

Generally the CP final states used to extract CP asymmetry are exclusive states.

One example is the B decay to the CP odd final state J/ψK0
S,

λJ/ψK0
S

= −
(
V ∗
tbVtd
VtbV ∗

td

)(
VcbV

∗
cs

V ∗
cbVcs

)(
V ∗
cdVcb
VcdV ∗

cb

)
, ImλJ/ψK0

S
= sin(2β). (1.35)

But the final state f can also be an inclusive state, which includes all final states

associated with a special category of quark decay. The possible inclusive final states

with charmed particles can be used to measure CP angle β if they have total strange

number S = 0 and total charm number C = 0 [10]. The quark transition is b→ cc̄d or

b̄ → cc̄d̄, and the decay modes include B → J/ψη, B → J/ψη′. The total branching

fraction of b → cc̄d is ∼ 1% of the total B decay. The CP related equation is:

Imξ = Im
M∗

12

|M12|
Γf,12
Γf,11

= d · sin2β. (1.36)

The definition of Γf,ij is

Γf,ij =
∑
k

< i|fk >< fk|j >, (1.37)

where i, j are B0 and B̄0 and f is the final state sums over the total possible channel

12



1. CP Violation and Hadronic B Decays

k. d is called the dilution factor, which is the part in Imξ with CKM factor excluded2.

A value of d = −0.41 can be obtained with quark mass mb = 4.8 GeV, mc = 1.4 GeV

and renormalization scale equal to mb, and decay constant fB = 180 MeV [10].

The calculation above requires strong assumptions and has a large theoretical

uncertainties [10]. The contribution below the leading order is neglected.

1.3. Two-body Hadronic B Decays

1.3.1. Factorization

In B decays to hadronic final states, the dynamics are quite complicated. The

initial state and the final state are connected by trees of quark and gluon interactions,

loops and pair productions. Soft and hard gluon exchange leads to quark rearrange-

ment. But in the two-body decays with energetic final state particles, the complicated

strong interactions could be less important in the weak Hamiltonian. This is because

once the quarks are grouped into color-singlet states, the soft gluons are not effective

any more. The color transparency model [11] points out the quark-antiquark pair

remains a state with a small chromomagnetic moment until it is far away from the

other decay products. Thus the hadronization of the final state products does not

occur until they travel some distance away from each other [11]. Based on these

arguments, the decay amplitude can be factorized into the product of two hadronic

2For the b→ cc̄d transition, CKM factor in Imξ is sin2β.

13



1. CP Violation and Hadronic B Decays

matrix elements of color-singlet quark states [12].

The method to calculate the amplitudes is to use the operator product expan-

sion (OPE) [13], which incorporates all long-distance QCD effects in the hadronic

matrix elements of local four-quark operators. For example, in b → cc̄d transitions

(Figure 1.2), the effective Hamiltonian can be written as [14]

(a)

b

d
−

W−

c

c
−

d

d
−

(b)

b

d
−

c

c
−

d

d
−

Figure 1.2: The b → cc̄d transitions: (a) the color-suppressed diagram, and (b) the
diagram with the local operators.

Heff =
GF√

2
VcbV

∗
cd[C1(µ)O1 + C2(µ)O2] + penguin operators. (1.38)

O1, O2 are local operators,

O1 = c̄iγ
µ(1 − γ5)b

id̄jγµ(1 − γ5)c
j, (1.39)

O2 = c̄iγ
µ(1 − γ5)b

id̄jγµ(1 − γ5)c
i, (1.40)

where i, j are color indices, and C1(µ), C2(µ) are Wilson coefficients [13] computed
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1. CP Violation and Hadronic B Decays

at the energy scale µ ≈ mb = 4.8 GeV. At the leading logarithmic approximation [15]

the values are C1(µ) = 1.133 and C2(µ) = −0.291. And some different models can be

used to improve the calculation [16] [12].

In weak interactions, a meson can be generated by a quark current carrying the

right parity and flavor quantum numbers. Thus the decay amplitude is factorized

into two current matrix elements [17]. An example is for B̄0 → J/ψη, where the

amplitude is

< J/ψη|Heff |B >=
GF√

2
VcbV

∗
cda2 < J/ψ|(cc̄)V−A|0 >< η|(db̄)V−A|B > . (1.41)

The coefficient a2 is a function of C1(µ) and C2(µ). In the amplitude, the first matrix

element < J/ψ|(cc̄)V−A|0 > is determined by the meson decay constants, and the

second matrix element < η|(db̄)V−A|B > is determined by the hadronic form factors.

In general, for a vector meson V (p′, ε), the first matrix element is parameter-

ized [12] as

< 0|(V µ − Aµ)|V (p′, ε) >= εµmV fV . (1.42)

V µ − Aµ describes the weak current-current interaction. For a pseudoscalar meson

P (p′), the first matrix element is parameterized [12] as

< 0|(V µ − Aµ)|P (p′) >= ip′µfP . (1.43)
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The decay constants fV , fP can be deduced from the decay widths of the mesons

obtained from experiment results.

Several models [12] can be used to obtained the second matrix element in Equa-

tion 1.41. One model adapted the semileptonic matrices which have been determined

by experiments [18]. Two form factors (F0, F1) are needed to describe the transition

to a pseudoscalar meson P (p′),

< P (p′)|(V µ −Aµ)|B(p) >= −M
2
P −M2

B

q2
qµF0(q

2) + [(p + p′)µ +
M2

P −M2
B

q2
]F1(q

2).

(1.44)

But four form factors (V,A0, A1, A2) are needed to describe the transition to a vector

meson V (p′, ε),

< V (p′, ε)|(V µ − Aµ)|B(p) > =
2V (q2)

MB +MV
εµναβε∗νpαp

′
β

+iε∗ · q2MV

q2
qµA0(q

2)

+i(MB +MV )[ε∗µ −
ε∗ · q
q2

qµ]A1(q
2)

−i ε∗ · q
MB +MV

[(p+ p′)µ − M2
P −M2

B

q2
qµ]A2(q

2)

(1.45)

All form factors can be expressed as a function of the momentum transfer q2. To

obtain these form factors we need some theoretical models [18] [12].

The results on some decays based on numerical calculations are list in Table 1.1.
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Table 1.1: The predicted width and branching fractions for two -body B decays [18].

Mode Decay width Branching fraction

J/ψπ0 4.5a2
2|VcbV ∗

cd|2 (3.7 ± 1.6) × 10−5

J/ψη 1.2a2
2|VcbV ∗

cd|2 (1.0 ± 0.4) × 10−5

J/ψρ0 6.7a2
2|VcbV ∗

cd|2 (5.3 ± 1.8) × 10−5

J/ψω 6.7a2
2|VcbV ∗

cd|2 (5.3 ± 1.8) × 10−5

1.3.2. η − η′ Mixing in B Decays

By defining the non-strange and strange quark-antiquark wavefunctions as |N >=

|uū+ dd̄ > /
√

2 and |S >= |ss̄ >, the normalized η − η′ wavefunctions are given by:

|η >= |N > ·cosφ− |S > ·sinφ, (1.46)

|η′ >= |N > ·sinφ+ |S > ·cosφ. (1.47)

In B0 decays to J/ψη(η′), η and η′ are produced from the non-strange components.

The decay amplitudes have the relations:

A(B0 → J/ψη) = cosφ · A(B0 → J/ψN), (1.48)

A(B0 → J/ψη′) = sinφ · A(B0 → J/ψN). (1.49)
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Thus we can estimate the relative amplitude between B0 → J/ψη and B0 → J/ψη′:

A(B0 → J/ψη) = cotφ · A(B0 → J/ψη′). (1.50)

It is convenient to connect the φ and the ideal mixing angle, θP , which uses the SU(3)

flavor octet η8 and singlet η1,

η1 = (uū+ dd̄+ ss̄)/
√

3, (1.51)

η8 = (uū+ dd̄− 2ss̄)/
√

6, (1.52)

to describe the η − η′ mixing:

|η >= η8 · cosθP − η1 · sinθP , (1.53)

|η′ >= η8 · sinθP + η1 · cosθP . (1.54)

Simply, we get

cotφ =
cosθP −√

2sinθP√
2cosθP + sinθP

. (1.55)

The experiment results favor θP = −20◦ [19]. So naively it can be predicted that the

decay amplitude of B0 → J/ψη is roughly a factor of 0.8 times the decay amplitude

of B0 → J/ψη′. The only existing experimental result is the upper limit on the

branching fraction of B → J/ψη came from L3 Collaboration [20], which is < 1.2 ×
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10−3.

1.4. Rescattering in B Decays

Rescattering is a form of final state interaction (FSI) effect in which the final

hadrons have interactions after their production. In many B decays, it is believed

that the quasi-elastic rescattering is small but not completely negligible. Furthermore,

it is believed that when the inelastic rescattering process occurs, it does strongly affect

the extraction of FSI phases, which is important to estimate various rates and the

effect of sub leading amplitudes [21] like direct CP violation effects.

1.4.1. Rescattering Mechanism

Rescattering processes are not in the spectator model regime, i.e., the spectator

quark must also be involved in the decay. An example is b → cc̄d transition in B

decay, in which all quarks cc̄dd̄ including the spectator d̄ rescatter as cc̄ss̄, leading

to the final state J/ψφ or D+
SD

−
S . Generally the decays without spectator quark

also include the exchange and annihilation processes (Figure 1.3), which have the

same diagrams as rescattering. Only the total effect can be studied because the long-

distance rescattering effect is not distinguishable from the short-distance annihilation

effect.

In many cases it is easy to calculate all inelastic production if FSI are treated as
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(a)

b

W-

d
−

c

s
−

s

u
−

D+
S

K−

(b)

b

u
−

c
−

d

d
−

s

W-

D−

K
− 0

Figure 1.3: The Feynman diagrams for two processes without spectator quark: (a)
exchange, and (b) annihilation.

short-distance quark-line diagrams [22]. But this assumption does not provide the

correlation between the spectator quark and the products of b quark decay, which

ensures that the quarks “know about” each other at some level [23]. So the long-

distance mechanisms are necessary to explain the hadrons, hadron-level dynamics

and the inelastic rescattering effects. An example is Regge exchange [24] [25].

Experimentally, it is difficult to measure the rescattering since in most cases it

is only a subdominant effect. It is possible to search for some processes in which

the whole effect is due to rescattering but they are very rare decays. This type of

processes must be those charged B decays without u quark or B0 decays without d

quark in the final states. The advantage is that the amplitudes of the decays without

spectator quark are predicted to be small in all known models. Thus any possible

new physics probably cannot enhance them, and it is only low energy QCD that

determines the effect of rescattering. So the results cannot be “contaminated” by the
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presence of new physics.

1.4.2. Possible Rescattering Processes in B Decays

There are many decays that have no spectator quark. Some decays consistent with

the rescattering processes from tree level transitions are listed in Table 1.4.2. Only

meson final states are considered because the baryon states are much more difficult

experimentally. For each decay, T means tree level and P means penguin level, and λ0

means Cabibbo allowed, λ1 means Cabibbo suppressed and λ2 means doubly Cabibbo

suppressed.

1.4.3. B0 → J/ψφ Estimation

At the quark level the rescattering in the form of cc̄dd̄→ cc̄ss̄ has two processes,

(a) B0 → J/ψφ, (b) B0 → D+
s D

−
s . (1.56)

Any theory model that trys to explain rescattering is expected to predict the following

ratio [26],

R ≡ B(B0 → J/ψφ)

B(B0 → D+
s D

−
s )
. (1.57)

Subsequently the experiments can do crucial tests. The model [24] based on Regge

exchange is used to describe the rescattering. Based on this model, the amplitudes
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Table 1.2: Rescattering decays.

Transition Meson Order Rescatter to Final states

b→ cūd B̄0 (bd̄) T(λ0) s̄sūc D+
s K

−,φD0

c̄cūc D0ψ

b→ cc̄d B̄0 (bd̄) T(λ1)+P(λ1) ūuc̄c ψπ0, D0D̄0

s̄sc̄c ψφ, D+
s D

−
s

b→ uūd B̄0 (bd̄) T(λ1)+P(λ1) s̄sūu K+K−

c̄cūu D0D̄0

b→ uc̄d B̄0 (bd̄) T(λ2) s̄sc̄u φD̄0

c̄cc̄u D̄0ψ

d̄dc̄u D−π̄+

b→ uc̄s B− (bū) T(λ1) s̄sc̄s φD−
s

c̄cc̄s D−
s ψ

d̄dc̄s D−K̄0

b→ uc̄d B− (bū) T(λ2) s̄sc̄d φD̄0

c̄cc̄d D̄0ψ

d̄dc̄d D−π̄+

of the two decays can be parameterized as follows,

A(B0 → J/ψφ) = E1 +Ra, A(B0 → D+
s D

−
s ) = E2 +Reg +Rb. (1.58)

Here E1, E2 denote exchange diagram (c) and (d) from Figure 1.4. Because the

couplings in two diagrams involve soft gluons, it is not clear how to determine the
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relative amplitude of them. An unsolid assumption3 is E1/E2 ∼ 0.04 [27]. Reg

denotes the Regge exchange that contribute only to B0 → D+
s D

−
s . Ra and Rb are

the unknown rescattering amplitudes. Naively, the amplitudes of tree diagram, color-

suppressed diagram and exchange diagram have relation T : C : E2 = 1 : λ : λ2 [28],
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c
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g
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−

c

c
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d
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g

c

s
−

s

c
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Figure 1.4: The Feynman diagram examples. (a) tree, (b) color suppressed, (c)
external exchange, and (d) internal exchange.

where λ2 = fB/mB ∼ 0.05. Experimental results like [29] can be used to estimate

the ratios such as

C

T
∼
√√√√ B(B → J/ψρ0)

B(B → D∗+D∗−)
. (1.59)

3Just assume that two more gluons contribute a factor of α2
s(mb) = 0.04. It can also be considered

as OZI suppressed effect.
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The ratio R can be quite different according to the relative size of the terms in

Equation 1.58. The first case is that rescattering is very small and thus E1 and E2

are the dominant amplitudes. Then we use:

E2/T ∼ λ2 ∼ 0.05, B(B → D∗+D∗−) ∼ 8.3 × 10−4, (1.60)

can get

B(B0 → D+
s D

−
s ) ∼ 2.1 × 10−6, B(B0 → J/ψφ) ∼ 3.4 × 10−9, (1.61)

R ∼ 1.6 × 10−3. (1.62)

The second case is that the Reg is dominant over the short distance. For example,

in [24] it is assumed Reg/T ∼ λ. In that case we find

B(B0 → D+
s D

−
s ) ∼ 4.2 × 10−5, B(B0 → J/ψφ) ∼ 3.4 × 10−9, (1.63)

R ∼ 8.0 × 10−5. (1.64)

Finally consider the case where the rescattering is not well described by the Regge

exchange, and it is dominated by unknown amplitudes, Ra and Rb. In this case the

ratio R can not be estimated because no known theoretical models predict Ra and

Rb. It becomes an experimental question.
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The amplitudes E1 and E2 can be calculated using the factorization assumption.

But factorization is not a good approximation for some other contributions involved

here, thus factorization can not improve the above estimation too much.

No experiment results on B0 → J/ψφ are available. But this rare decay can be

studied with the high integrated luminosity of BABAR.

1.5. Searching For Hybrid States in B Decays

QCD theory allows the existence of meson states other than |qq̄ >. Because states

with exotic JPC have no interference with states with common JPC , the search for

states with exotic JPC includes some hybrid states, will be feasible and interesting.

Several theoretical models predicted a |cc̄g > hybrid state with mass 4.3GeV, which

can be examined in the decays such as B → J/ψφK.

1.5.1. Meson States Other Than |qq̄ >

For the strong interaction between the point-like quark, antiquark and gluon, the

QCD Lagrangian is

L =
∑
k

q̄k(iγ
µ∂µ −mk)qk − gq̄kγ

µAaµ(λ
a/2)qk − 1

4
Ga
µνG

aµν , (1.65)

where qk(k = 1, 2, 3) are the quark fields and Aaµ(a = 1, 2, ...8) are the gauge fields for

gluons. The theory is base on the gauging of the non-Abelian SU(3) color group. The
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fundamental couplings in the Lagrangian are qq̄g and gluon self-couplings including

g3(ggg) and g4(gggg). QCD theoretically postulates that observed hadrons should be

color-singlets and experimental results consistently support this rule.

The physically allowed color-singlet states can be formed by pure quarks and

antiquarks, pure gluons and quark gluon combinations. In those color-singlet states

formed by pure quarks plus antiquarks, there are three type of base states, baryon

|qqq >, antibaryon |q̄q̄q̄ > and meson |qq̄ >. And there may also be some reducible

states in Fock space, which are called multi-quark states, such as |q2q̄2 >, |qqqqqq >,

etc. Multiquark states can contribute many resonances to the meson spectrum. But

the decay of a multiquark state is quite different from the decay of normal |qq̄ >meson

and it just rearranges into a state of several base meson states or baryon states [30].

This makes much harder to detect it because it could have very broad width or may

not be realized as a resonance at all.

The color-singlet states formed by pure gluons, generally |gg >, are named glue-

balls. Using lattice QCD, several groups [31] predicted a JPC = 0++ glueball with

mass at ∼ 1600MeV , and a JPC = 2++ glueball with mass at ∼ 2400MeV . The

evidence for scalar glueball could be the f0(1500) found in pp̄ annihilation experi-

ment [32] but several states are tangled in that mass region [19]. There is a state,

named as ξ(2230), which could be a good candidate for 2++ glueball [33].

The color-singlet states formed by quark gluon mixture, i.e., |q+ q̄+gluonexcited >,
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are hybrids states. Because |qq̄g > can include all flavor nonets the hybrids have a

much richer spectrum.

1.5.2. Exotic States

For qq̄ states, parity P and charge-conjugation C are given by

P = (−1)L+1, C = (−1)L+S, (1.66)

where L is the orbital angular momentum, S is the spin and the sum of L and S is the

total total angular momentum J . It is obvious for a two fermion system that some

JPC combinations can not arise, such as 0−−, 0+−, 1−+, 2+−, 3−+, .... These states are

called spin-parity exotic states. Theoretically flavor exotic states can appear as well

although all experiment candidates are favored spin-parity exotics [34].

No exotic states are expected in multi-quark state spectrum. And no spin-parity

exotics are expected in glueball spectrum below 4 GeV [31]. But for hybrid states all

possible JPC can be constructed in wide mass range with all flavor nonets. Because

those exotic JPC states have no interference with the conventional qq̄ states, they are

expected to be identified easily.
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1.5.3. Models of Hybrid States

There are several models focusing on “excited glue” such as the flux-tube model,

and the bag model. The mass and other properties can be predicted by QCD sum

rules and Lattice Gauge Theory (LGT) without model assumptions. The color-charge

flux tube is used to quantized the field between the separated static color sources,

which is an analogous idea to the quantized magnetic flux tubes in superconductivity.

The flux tube carries a finite amount of energy per unit length so that the potential

rises linearly. The flux tube model [35] describes the gluons as strings of point masses

connected by the linear potential. The strings can have normal excitation modes

which are transverse to the string axis. The quantum numbers of hybrid systems

are obtained by the combinations with the spin and the angular momentum of the

qq̄ system, which can be obtained from the rigid body wavefunctions for the string

excitation. The prediction of this model has 8 JPC hybrids:

JPC = 0±∓, 1±∓, 1±±, 2±∓. (1.67)

The lightest hybrid mass from the model is 1.8 ∼ 1.9 GeV. Because of 8 JPC values,

the model predicts 72 resonances around 2.0 GeV in addition to the standard meson

spectrum.

The bag model [36] describes quarks and gluons as spherical cavity modes of
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Dirac and Maxwell quanta that are confined by the color boundary conditions. The

expression of the conventional mesons is |qq̄ > +O(
√
αs)|qq̄g > and the expression

of hybrids is |qq̄g > +O(
√
αs)(|qq̄ > +|qq̄g2 > +...). In this model, the lowest quark

mode is the conventional JP = 1
2

+
but the lowest gluon mode is JP = 1+. The

combinations give hybrid states as:

JPC = (0−, 1−) ⊗ 1+ = 0−+, 1−−, 1−+, 2−+. (1.68)

The lightest hybrid in the bag model is predicted as ∼ 1.5 GeV.

Both LGT and QCD sum rules use the correlation functions< 0|O(�x, τ)O†(0, 0)|0 >

to calculate the hybrid masses, where the operator O couples the hybrid state to the

vacuum. The estimation strongly depends on parameterization, approximation used

and uncertainties on the high-mass contributions.

The current results [37] [38] are consistent with the flux-tube mode within sta-

tistical errors. The lightest 0++ is ∼3 GeV while the lightest 1−+ is ∼ 2GeV. The

0+− and 2+− are below 2 GeV. Furthermore, the nonrelativistic heavy quark exotic

hybrids have been predicted with very small statistical error. NRQCD group [39]

predicted 1−+ hybrid with b quark at 10.99 GeV and 1−+ hybrid with c quark at 4.39

GeV.
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1.5.4. ψg(cc̄g) (4.3 GeV) State

The charmonium system is good for study of non-perturbative QCD effects like

gluonic excitations. This heavy quark system is quasi-relativistic and theO(v/c)|ccg >

gluonic configuration is large enough to be determined and compared with model

predictions. Additionally, the cc̄ spectrum is relatively simple and the unmixed char-

monium hybrids can be clarified easily.

The theoretical prediction on the mass of 1−+ (cc̄g) hybrid [37] is statistically

accurate:

Mcc̄g(1
−+) = Mcc̄(1S) + 1.323(13) GeV = 4.39 GeV. (1.69)

If the hybrid state does not mix with the conventional qq̄ states, a general selection

rule works well for heavy flavors, which says that hybrid decay modes to two mesons

with the same spatial wave function are suppressed [40]. So if the |ccg > state has

exotic JPC, say 1−+, which can not mix with the conventional cc̄ excitation states,

the decay modes such as D∗D∗, ππ, ηη, η′η′, are suppressed. The decays for the

hybrids without mixing follow the annihilation mode ψg → (gg) →light hadrons

or the cascade mode ψg(cc̄g) → (gg) + (cc̄) →light hadrons+(ψ, ηc, ...). With the

annihilation mode, the hadron production rate for ψg(C = −) is suppressed by one

order of αs compared to ψg(C = +).

The relative width between two modes can be estimated with some simplifica-

30



1. CP Violation and Hadronic B Decays

tions [41]:

Γ(ψg(C = +) → light hadrons) ∼ O(20MeV ), (1.70)

Γ(ψg → (cc̄) + light hadrons) ∼ O(0.5MeV ). (1.71)

1.5.5. ψg in b→ cc̄s Transition

The Cabibbo favored transition b→ cc̄s is an excellent place to search ψg. A large

coupling is expected between the cc̄ pair in ψg and the cc̄ pair from transition, which

is dominantly produced in a color octet [42].

The recent BABAR measurement on the direct B → J/ψ + X production is

(0.74 ± 0.01)% [43]. It is somehow enhanced with respect to the calculation from

the color suppressed factorization [44]. And the experimental result shows a sizable

excess on the momentum of J/ψ in center-of-mass frame compared to the theoretical

prediction [43]. That is a hint for possible feed-down from high mass states like ψg.

Additionally, the factorization rules out the decays like b→ cc̄s→ χc2s at the leading

order but not b → cc̄s → χc1s. Thus if decays like b → cc̄s → χc2s are observed at

some level, there is another possible feed-down from the higher mass states [45]. The

production size of ψg can be assumed comparable to the excitation cc̄ states like χc2.

The measurements on the inclusive excitation cc̄ states can put more constraints on

it.
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1. CP Violation and Hadronic B Decays

For the transition b→ cc̄s, the cc̄ mass distributions peaks near 3− 3.7 GeV [42],

and is more inclusive at low Mcc̄ and more exclusive at high Mcc̄. So B → J/ψφK

will be the favored decay around 4 GeV if J/ψ and φ come from ψg (4.3GeV).

In addition to the possible quasi-two-body decay B → ψg + K,ψg → J/ψφ, the

same final states can be obtained by creating an additional ss̄ quark pair or gluon

coupling (Figure 1.5).
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Figure 1.5: The Feynman diagrams for B → J/ψφK. (a), hybrid, (b), sea quark, and
(c) gluon coupling.

Using 9.6 × 106 BB pairs, CLEO [46] found 8 B+ → J/ψφK+ events and 2

B0 → J/ψφK0
S events. They obtain the branching fraction B(B → J/ψφK) =

(8.8+3.5
−3.0 ± 1.3)× 10−5. No evidence was found for ψg state due to the low statistics in

the Dalitz plot and the helicity plot.
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1. CP Violation and Hadronic B Decays

1.6. Motivation and Status

In this document, five rare decays are studied, B → J/ψη in two η modes, B →

J/ψη′, B0 → J/ψφ, B+ → J/ψφK+ and B0 → J/ψφK0
S. The results on two-body

hadronic decay B → J/ψη and B → J/ψη′ can be used to test the color-suppressed

mechanism and factorization prediction. These two decays are also in the category

of the inclusive states that can be used to measure the CP angle β. The decay

B0 → J/ψφ is a rescattering process and its measurement can put a critical constraint

on the theoretical models, and help to resolve the discrete ambiguity in the cos(2β)

measurement with B → J/ψK∗ [47]. The decay B+ → J/ψφK+ and B0 → J/ψφK0
S

could be promising places to search hybrid states.

A summary on the current status of these modes is shown in Table 1.3.

Table 1.3: The branching fractions of five B decays.

Mode Theoretical prediction Existing result

J/ψη (1.0 ± 0.4) × 10−5 < 1.2 × 10−3

J/ψη′ None None

J/ψφ None None

J/ψφK+ None

J/ψφK0
S None

(8.8+3.5
−3.0 ± 1.3) × 10−5
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Chapter 2

BABAR Detector

The BABAR experiment was designed to study CP -violating asymmetries in the

decay of neutral B mesons to CP eigenstates [48]. In addition to this, precise mea-

surements of CKM matrix elements can be performed, and many rare B meson decays

can be measured, which put more constraints on the fundamental parameters of the

Standard Model. Because of the high luminosity, many other physics topics can be

studied, including decays of bottom and charm mesons and τ leptons, and two-photon

physics.

2.1. PEP-II and the Interaction Region

The PEP-II was an upgrade of PEP (Positron Electron Project), which was an

e+e− storage ring constructed in early 1980s. PEP-II has two rings which store

different energy beams: the high energy ring for electrons of 9.0 GeV and the low
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2. BABAR Detector

energy ring for positrons of 3.1 GeV. PEP-II operates at a center-of-mass energy

of 10.58 GeV, the mass of the Υ (4S) resonance with design luminosity at 3 × 1033

cm−2s−1 and above. The asymmetric beams result in a Lorentz boost to the Υ (4S)

resonance of βγ = 0.56. This boost makes it possible to reconstruct the decay vertices

of the two B mesons which are consequently separated by ∼ 250µm, to determine

their relative decay times, and thus to measure the time dependence of their decay

rates.

Figure 2.1: The schematic view of PEP-II.

A schematic representation of the accelerator and storage system is shown in

Figure 2.1. In the electron gun, laser light is used to knock electrons off the surface

of a semiconductor to produce two bunches. The two bunches are accelerated to

approximately 1 GeV before one enters the damping ring whose purpose is to reduce

the dispersion in the beams. After that those electrons are accelerated in the Linac.

The other bunch is diverted to collide with a tungsten target and create a positron

beam, which in turn passes through the damping ring and is accelerated in the Linac.

The electron and positron beam are fed into the PEP-II storage rings where they
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2. BABAR Detector

collide at the interaction region as shown in Figure 2.2.

Before the next collision, the beams are separated horizontally by dipole mag-

netes called B1 located ±21cm on each side of the interaction point. The strong

focusing of the beam is achieved by using quadrupole magnets. The interaction point

is surrounded by a water-cooled beryllium beam pipe with an outer radius of 2.8 cm,

contributing about 1.98% of a radiation length. Some focusing magnets, the beam

pipe and the silicon vertex detector are assembled into a rigid support structure called

the support tube. It has a diameter of roughly 43 cm, and contributes about 0.5% of

a radiation length.

Figure 2.2: The interaction region.

36



2. BABAR Detector

The high luminosity of the machine has been achieved by using high beam cur-

rents, a multi-bunching mode of operation and strong focusing of the beams.

2.2. Detector Components

The BABAR detector is shown in Figure 2.3. The details are given in [49] and [50].

The detector-related figures and numbers in this chapter are quoted from those two

documents. The detector coordinate system is a right-handed coordinate system

defined as +z in the high energy beam (electron beam) direction, +x in the horizontal

direction and +y in the vertical direction. In this document if there is no definition

given, all angles labeled as θ with possible subscripts are polar angles with respect

to the +z direction, and all angles labeled as φ are azimuthal angles in x − y plane.

The detector consists of the following main subsystems:

• The Silicon Vertex Tracker (SVT), which has been designed to measure angles

and positions of charged particles just outside the beam pipe;

• The Drift Chamber (DCH), which provides the momentum measurement for

charged particles. It also supplies information for the charged particle trigger

and the measurement of dE/dx for particle identification.

• The Detector of Internally Reflected Cherenkov light (DIRC), which is a device

that provides information on particle type and hence separation of pions and

kaons in the momentum range from about 500 MeV/c to 4.5 GeV/c, which is
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2. BABAR Detector

the kinematic limit on π/K separation with the difference between Cherenkov

angles.

• The Electromagnetic Calorimeter (EMC), which is designed to detect electro

magnetic showers with excellent energy and angular resolution over the energy

range from 20 MeV to 4 GeV.

• A superconducting solenoid, which provides 1.5 T magnetic field.

• The Instrumented Flux Return (IFR), which is designed to identify muons and

to detect neutral hadrons.

The energy boost makes most decay particles move to the forward direction. In

order to achieve good efficiency the polar angle coverage of the detector is roughly

17◦ < θlab < 150◦ in the laboratory frame.

2.3. Silicon Vertex Tracker (SVT)

The Silicon Vertex Tracker has been designed as a precise vertexing detector. The

mean separation between two B mesons at PEP-II is ∼ 250 µm. For the measure-

ment of time-dependent CP -violating asymmetries, study shows the resolution on z

separation of two B vertices should be better than 50% of the value of z separation.

This requires the spatial resolution on each B decay vertex along z axis to be better

than ∼ 80 µm. And SVT should provide a resolution at the order of ∼ 100µm in
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Figure 2.3: The longitudinal section of BABAR detector.

x-y plane for reconstructing the final states of B decays, as well as τ and charm

decays. In the 1.5 T magnetic field, many tracks from B decays are short tracks with

low transverse momentum pt. The tracking efficiency for these tracks needs to be at

70% or more so SVT has been designed to provide precise reconstruction of charged

particle trajectories. SVT can also provide stand-alone tracking for particles with

pt < 0.120 GeV, which is the minimum that can be well measured by DCH alone.

2.3.1. Layout

The SVT consists of five layers of double-sided silicon strip sensors as shown in

Figure 2.4. Layers 1-3 have six modules each in a barrel arrangement, while layer 4

has 16 and layer 5 has 18 modules . Layers 4-5 form arch shapes in order to increase
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2. BABAR Detector

solid angle coverage with less silicon (Figure 2.5).

Figure 2.4: The transverse section of SVT.

The inner sides of the layers have strips which are oriented perpendicular to the

beam direction to measure the z coordinates. The outer sides of the layers have strips

orthogonal to the z strips to measure the φ coordinates. Each module is divided into

forward and backward half-modules which are kept electrically isolated from one

another. In total there are 340 silicon sensors with ∼ 150, 000 readout channels.

2.3.2. Readout

The signals from the strips are routed to the electronics by the fanout circuits. The

front-end interface card, ATOM (A Time-Over-Threshold Machine), preamplifies,
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2. BABAR Detector

Figure 2.5: The longitudinal section of SVT.

shapes and digitizes the signals. The digitized signals are transfered from ATOM

to the match cards, where they connect to the regular cables. Then the signals are

multiplexed and sent to the Readout Modules (ROMs).

2.3.3. Performance

By comparing the number of associated hits to the number of tracks crossing the

active area of the module, a combination of hardware and software gives a 97% of hit

efficiency. The space resolution of SVT hits is determined by measuring the distance

between the track trajectory and the hit using the high momentum tracks in two

prong events. Figure 2.6 shows the SVT hit resolution for z and φ hits as a function

of track incident angle for each of the five layers.

By converting the time over threshold (ToT) value to the pulse height, the ion-

ization dE/dx can be obtained. The 60 % truncated mean dE/dx is calculated for

those tracks with at least 4 sensors in the SVT and a resolution on the truncated
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Figure 2.6: SVT hit resolution as a function of track incident angle in z and φ.
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mean dE/dx is ∼14% for the minimum-ionizing particles. The momentum region for

a 2σ separation between the kaons and pions goes up to momentum of 500 MeV/c,

and between kaons and protons extends beyond 1 GeV/c.

2.4. Drift Chamber (DCH)

In order to reconstruct multi-track B decay events, the DCH should provide high

precision measurements of the momentum and angles of the charged particles. And it

is also necessary for DCH to measure the longitudinal position for the vertex outside

of SVT region as well as the transverse momentum and position. For low momentum

particles DCH can be used for particle identifications by measuring dE/dx. The DCH

also provides information for the charged particle trigger with a maximum time jitter

of 0.5 µs, which is required by the buffer capacity limit of the front-end electronics

(FEE).

2.4.1. Layout

The DCH, shown in Figure 2.7, consists of a 280 cm long cylinder with aluminum

end-plates, whose inner and outer radii are 23.6 cm and 80.9 cm, respectively. All

wires, including tungsten-rhenium sense wires, low-mass aluminum field wires, guard

wires and clearing wires, are strung in the holes on the endplates between the inner

wall and the outer shell. The DCH gas is 80:20 mixture of helium:isobutane, which

43
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can reduce multiple scattering. Because of the boost the solid angle coverage is not

forward-backward symmetric: 17◦ < θlab < 152◦. The wires are organized into 40
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Figure 2.7: The Longitudinal section of the DCH.

layers of small hexagonal cells, subdivided into 10 superlayers in an alternating axial

(A) and stereo (U,V) pattern (Figure 2.8).

2.4.2. Readout

The front-end assemblies (FEAs) hold the amplifiers, digitizers and the trigger

interface electronics and are mounted on the rear endplate of the DCH, in water-

cooled aluminum boxes. For each 16 sectors there are 3 FEAs. The FEAs connect to

the sense wires via the service boards. The data from the readout interface in each

FEA are multiplexed by the data I/O module and the trigger I/O modules, then sent

to the data acquisition system. The feature extraction converts the signal to the total

charge, the drift times and the status word.
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Figure 2.9: dE/dx as a function of momentum.

2.4.3. Performance

The truncated mean of the energy loss per track is measured in the DCH. Fig-

ure 2.9 shows the distribution of dE/dx as a function of track momentum.

The tracking efficiency is 98±1% per track with momentum great than 200 MeV/c

at the high voltage 1960 V.

By reconstructing comic ray tracks into two segments, the difference of four track-

ing parameters between the two segments can be measured (Figure 2.10). These

differences are very sensitive to all components of tracking system because the two

segments are really from one track. These plots can be used for monitoring the

performance of tracking system.

From the cosmic data, the resolution on the transverse momentum can be ob-
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Figure 2.11: The pt resolution.

tained: σpt/pt = (0.13 ± 0.01)%pt + (0.45 ± 0.03)%.

2.5. Detector for Internally Reflected Cherenkov Light (DIRC)

A novel particle identification (PID) device at BABAR, Detector for Internally

Reflected Cherenkov light (DIRC), can provide π/K separation of ∼4σ or greater, for

all tracks from B meson decays within the momentum range from the pion Cherenkov

threshold up to 4.5 GeV/c. This is desirable for physics analyses such as the kaon
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tagging procedure used to decide B meson flavor, in which the momentum of kaon is

1∼2 GeV/c, and the rare two-body decay B0 → π+π− vs. B0 → K−π+, where the

momentum of kaon/pion can be up to 4 GeV/c.

A schematic in Figure 2.12 shows the principle of the light production, transport

and imaging in the DIRC. In a medium with index of refraction n (fused silica quartz

with n = 1.473 for DIRC), if a particle moves with the speed v which is faster than

the speed of the light in the medium, a cone of Cherenkov radiation will be generated

with a half-opening angle θC = 1/βn with respect to the particle direction. If the

index of refraction of the medium is larger than that of the surrounding medium,

most of the light will be internally reflected at and above a critical angle of incidence.

Then the light will travel in the medium by reflecting.
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Figure 2.12: The DIRC bar and imaging region.
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2.5.1. Layout

DIRC consists of 144 bars of synthetic quartz arranged in a 12-sided polygonal

barrel shape. Each bar box contains 12 bars. Each bar has the dimension of 1.7 cm

thick by 3.5 cm wide and are 4.9 m long. The quartz extends through the magnet

flux return in the backward direction in order to keep the forward endcap of the

calorimeter without gap.

The major mechanical elements of the DIRC are shown in Figure 2.13.

Figure 2.13: The DIRC system geometry.

2.5.2. Readout

The Cherenkov image expands in a tank of purified water whose refractive index

is close to that of the quartz bars. At the far end of the tank is an array of photo-

multiplier tubes (PMTs) lying on the surface which is approximately toroidal so as
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to make all photon pathlength equal to 1.2 m. The backward end of each bar has

a small trapezoidal piece of quartz glued to it. This allows for a reduction in the

number of PMTs by reflecting photons with large angles in the radial direction back

into the detection array.

2.5.3. Performance

The measured single photon resolution is 1.7 ns, which is close to the expected

value of the single-photon resolution of PMTs, 1.5ns. The efficiency for kaon identi-

fication and the probability to misidentify a pion are shown in Figure 2.14 by using

D0 → K−π+ control sample. The average kaon selection efficiency is (96.2±0.2)%

and the pion mis-identification probability is (2.1±0.1)%.
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Figure 2.14: The kaon efficiency and pion mis-identification probability.
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2.6. Electromagnetic Calorimeter( EMC)

The Electromagnetic Calorimeter (EMC) has been designed to detect photons

and to differentiate electrons and positions from other charged particles. It should

provide high efficiency for photons in a wide energy range, from the low bound due to

B decays with multiple π0 or η mesons, to the upper bound due to the QED processes

used in calibration and luminosity such as e+e− → e+e−(γ), e+e− → γγ. The mass

resolution is dominated by the energy resolution for π0s with energy below 2 GeV but

by the angular resolution for π0s with energy above 2 GeV. The crucial requirement

on resolution comes from some rare B decays with π0s, which require the fractional

resolution on energy be at 1 ∼ 2% level. The EMC is capable of these measurements

and has good energy and angular resolution over the range from 20 MeV to 9 GeV.

2.6.1. Layout

EMC has two main sections (Figure 2.15), the barrel and the forward endcap.

There are 5,760 CsI crystals in the barrel region, arranged in 48 θ rows, each row

with 120 identical crystals around φ. The angular coverage of the barrel in the

lab frame is −0.80 < cosθlab < 0.89. The endcap is a conic shape with a 22.70

tilted angle with respect to the vertical. The 820 endcap crystals are arranged in 8

rings in θ and grouped into 20 modules of 41 crystals each in φ. The endcap covers

0.89 < cosθlab < 0.97 in the lab frame.
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Figure 2.15: The top half of the longitudinal section of the EMC.

2.6.2. Readout

The scintillation light produced in each crystal is detected by two 1cm×2cm photo-

diodes glued to its back face. The output is sent to the ROM after preamplifying,

postamplifying and digitizing.

2.6.3. Performance

The photons in different processes(Figure 2.16) are used to measure the energy

resolution. The fit to the energy dependence gives the result:

σE
E

=
(2.32 ± 0.30)

4

√
E(GeV )

⊕ (1.85 ± 0.12)%. (2.1)

The result is consistent with the MC simulation and slightly worse than the optimistic

estimates.
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The angular resolution is based on the π0 and η analysis:

σθ = σφ = (
3.87 ± 0.07√
E(GeV )

+ 0.00 ± 0.04) mrad. (2.2)
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Figure 2.16: The energy resolution and the angular resolution of the photons.

The efficiency for electron identification and the pion miss-identification are mea-

sured with e+e− → e+e−e+e− events and charged pions from K0
S

decay.

53



2. BABAR Detector

40 80 120

 

±    e

±π   

0.0
0.000

0.002

0.004

0.006

0.008

0.010

0.000

0.002

0.004

0.006

0.008

0.010

E
ffi

ci
en

cy

0.0

0.2

0.4

0.6

0.8

1.0

E
ffi

ci
en

cy
0.0

0.2

0.4

0.6

0.8

1.0

±    e

±π   

0 1 2
Momentum  (GeV/c)

Polar Angle  (degrees)3-2001
8583A43

a)

b)

Figure 2.17: The electron selection efficiency and the pion mis-identification efficiency.

2.7. The Instrumented Flux Return (IFR)

The Instrumented Flux Return (IFR) is dedicated to identifying muons and neu-

tral hadrons such as K0
L with high efficiency and good purity over a wide range of

momenta and angles. Muons are used in lepton tagging for the flavor estimation of

neutral B mesons. K0
L

appears in CP eigenstates of B decays.
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2.7.1. Layout

The three parts of the IFR, the barrel, the forward endcap and the backward

endcap, are shown in Figure 2.18. They are divided into sextants. IFR uses Resistive

Plate Chambers (RPCs) as the active detectors, and the steel flux return as muon

filter and hadron absorber. The RPCs are located between the layers of the steel.

There are 19 layers of RPC in the barrel, 18 layers in the endcaps and 2 layers called

the inner RPCs between the EMC and the magnet.

Figure 2.18: IFR, barrel sectors and forward, backward endcap.

2.7.2. Readout

The readout strips on one side of RPCs are orthogonal to those on the other

side so that the chamber can provide three-dimensional position information. The

signals from each sixteen strips are sent to a front-end card (FEC), which shapes

and discriminates them. The FEC output is transfered to the IFR front-end crates,
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which hold data handling cards, trigger cards and crate controller cards. The data

handling cards provide hit buffering, time information, and calibration, and the crate

controller cards forward the data to the ROM.

2.7.3. Performance

With the control sample eeµµ events and µµγ events, a 90% detection efficiency

for muon has been obtained in the momentum range 1.5 GeV/c < p < 3.0GeV/c. And

the pion misidentification probability is 6 − 8% (Figure 2.19). Combined with EMC

information, K0
L detection efficiency varies between 20% and 40% in the momentum

range from 1 GeV/c to 4 GeV/c.

2.8. Trigger

The trigger system selects interesting events at the rate ∼120Hz from the total

beam crossing rate ∼238MHz at design luminosity. For an event with at least one

track or at least one EMC cluster1 the background rate is ∼20kHz. The trigger system

should provide more than 99% efficiency for BB events, at least 95% efficiency for

continuum2 events and 90-95% for τ events, but introduce less than 1% dead time.

The trigger system includes the Level 1 trigger, which reduces the output rate to

less than 2kHz in hardware, and Level 3 trigger, which subsequently cuts the rate to

1A cluster is a contiguous area of crystals with energy deposited greater than the threshold.
2Continuum means the final states from e+e− → uū, dd̄, ss̄, cc̄.
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Figure 2.19: Muon efficiency (left scale) and pion mis-identification efficiency (right
scale).
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2. BABAR Detector

120Hz in software. Software filters, described in the next chapter, reduce this rate to

about ∼ 42 Hz, which are mostly events of physics interest.

2.8.1. L1 trigger

Level 1 trigger uses three subdetector hardware triggers together to make deci-

sions, Drift Chamber Trigger (DCT), Calorimeter Trigger (EMT) and IFR Trigger

(IFT). The DCT algorithms are deployed in three steps. The Track Segment Finder

(TSF) finds the track segments based on one bit for each of the 7104 DCH cells.

Then the Binary Link Tracker (BLT) is used to link segments to complete tracks.

The transverse momentum discriminator (PTD) is run to find the tracks with large

pt. The output of DCT is three primitives in terms of 16-bit φ maps, called B, A

and A′ corresponding to increasing pt thresholds. The definitions of all primitives

are explained in Table 2.1. In the EMT 10 Trigger Processor Boards (TPBs), each

sum the energy from 40 φ sectors in the full range of θ and compare the energy to

the thresholds to make primitives. The output is five primitives in terms of 10-bit φ

maps, called M, G, E, X and Y corresponding to increasing energy thresholds. For

IFT, the 3-bit trigger word, U, is generated from the trigger objects in 10 sectors to

provide rough indication of muons.

The primitives from the subdetectors are sent to the global trigger (GLT) to

form the 24 trigger lines based on the logical combinations of the primitives. The
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2. BABAR Detector

Table 2.1: Trigger primitives.

Definition Builder No. of bits Threshold

B Short track reaching DCH superlayer 5 BLT 16 120 MeV/c

A Long track reaching DCH superlayer 10 BLT 16 180 MeV/c

A′ High pT track PTD 16 800 MeV/c

M All-θ Minimum-ionizing energy TPB 20 100 MeV

G All-θ intermediate energy TPB 20 250 MeV

E All-θ high energy TPB 20 700 MeV

X Forward endcap Minimum-ionizing TPB 20 100 MeV

Y Backward barrel high energy TPB 10 1 GeV

1U ≥2 µ topologies other than U=5-7

2U 1 µ in backward endcap

3U 1 µ in forward endcap

4U 1 µ in barrel

5U 2 back-back µ’s in barrel + 1 forward µ

6U 1 µ in barrel + 1 forward µ

7U 2 back-back µ’s in barrel

trigger efficiencies for physics events based on some selected trigger lines are shown in

Table 2.2. The * superscript in the trigger line means that two primitives are required

to be back-to-back in φ. As a trigger line example, M∗ ≥ 1 & A≥ 1 & A′ ≥ 1, requires

at least one long track (A), at least one high pt track (A′) and at least two minimum-

ionizing energy clusters that are back-to-back (M*).
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2. BABAR Detector

Table 2.2: Level 1 Trigger efficiencies (%) and rates (Hz) at a luminosity of 2.2 ×
1033 cm−2s−1. The pure DCT lines, the pure EMT lines and the combined lines are
separated into three blocks.

Level 1 Trigger εBB εcc εuds εee εµµ εττ Rate

A≥3 & B∗ ≥1 97.1 88.9 81.1 − − 17.7 180

A≥1 & B∗ ≥1 & A′ ≥1 95.0 89.2 85.2 98.6 99.1 79.9 410

Combined DCT (ORed) 99.1 95.3 90.6 98.9 99.1 80.6 560

M≥3 & M∗ ≥1 99.7 98.5 94.7 − − 53.7 160

EM∗ ≥1 71.4 77.1 79.5 97.8 − 65.8 150

Combined EMT (ORed) 99.8 98.8 95.6 99.2 − 77.6 340

B≥3 & A≥2 & M≥2 99.4 94.8 87.8 − − 19.7 170

M∗ ≥1 & A≥1 & A′ ≥1 95.1 90.1 87.0 97.8 95.9 78.2 250

E≥1 & B≥2 & A≥1 72.1 77.7 79.2 99.3 − 72.8 140

M∗ ≥1 & U≥5 (µ-pair) − − − − 60.3 − 70

Combined Level 1 triggers >99.9 99.9 98.2 >99.9 99.6 94.5 970

2.8.2. L3 trigger

Level 3 trigger is a software filter which takes the L1 output and the fast control

(FCT) scalers as the input. The first step is to define at least one L3 Input line for

each L1 output. Then L3 scripts are used to select events, finally the L3 output lines

are defined. The whole process is to refine the L1 output and reject more background.

2.9. Online System

The online system performs the data acquisition from the front-end electronics,

event building and data loging. It also includes the control and monitoring of the
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2. BABAR Detector

Table 2.3: L3 trigger efficiency (%) based on Monte Carlo simulation.

L3 Trigger εBB εcc εuds εττ

1 track filter 89.9 89.2 88.2 94.1

2 track filter 98.9 96.1 93.2 87.6

Combined DCH filters 99.4 97.1 95.4 95.5

2 cluster filter 25.8 39.2 48.7 34.3

4 cluster filter 93.5 87.4 85.5 37.8

Combined EMC filters 93.5 87.4 85.6 46.3

Combined DCH+EMC filters >99.9 99.0 97.6 97.3

Combined L1+L3 >99.9 98.9 95.8 92.0

detectors and data acquisition, monitoring of data quality and the online calibration.

The design capability can process the input from L1 accept rate up to 2 kHz and the

maximum L3 output rate at 120 Hz while adding less than 3% dead time.

A schematic configuration for the system hardware is shown in Figure 2.20. There

are 157 custom VME ROMs(Readout Module) located on 23 crates that obtain data

from the FEE though 1.2Gbps optical fibers, then send the data to 32 SUN Ultra5

computers to build events, via a network switch connected with 100Mbps Ethernet.

L3 trigger software on 32 machines selects events then writes to the storage via the

log server, which is a SUN Enterprise450 computer. Several other servers are avail-

able for online databases, online software and operation display. There are another

fifteen VME crates that hold the data acquisition hardware for the detector control

subsystem.
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2. BABAR Detector

The following main subsystems are deployed for the online system:

ODF(Online Data Flow), which receives L1 trigger output, then communicates

the detector FEE to get the data and assemble them to events;

OEP(Online Event Processing), which performs L3 triggering, DQM(Data Quality

Monitoring), the final Calibrations;

Logging Manager, which receives events from OEP then writes them to disks for

Prompt Reconstruction later;

Detector Control, which controls and monitors the conditions of the detector sys-

tems;

Run Control, which coordinates all other systems.
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Figure 2.20: the BABAR on-line system.
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Chapter 3

Data Description

3.1. BABAR Data

Both Run1 and Run2 data are used for the analysis. This refers to all data taken

from Feb. 4, 2000 to Dec. 1, 2001. The total number of runs1 is 6130 with the run

number range from 11334 to 24419. The integrated luminosity of on-peak data, which

were taken on the Υ (4S) resonance, is 50.9 fb−1. Table 3.1 shows the production cross

sections of the most important physics processes. The total number of BB events

(NBB̄) is (55.5 ± 0.9) × 106 [51]. The integrated luminosity of off-peak data, which

were taken slightly below the Υ (4S) resonance, is 6.3 fb−1.

Only those runs that were marked as good by Data Quality Monitoring (DQM)

were used. The good quality requires that all sub detector hardware be in reliable

1A run is a small data set taken in a short time period, normally less than two hours. Each run
has an integer serial number, its so-called run number.
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3. Data Description

Table 3.1: The cross sections for possible productions on Υ (4S) resonance.

Final State Cross section (nb)

bb̄ 1.05

cc̄ 1.30

ss̄ 0.35

uū 1.39

dd̄ 0.35

τ+τ− 0.94

µ+µ− 1.16

e+e− ∼40

status, the specific performance checking for each subdetector show no problems, there

should be no luminosity inconsistency, and the data be processed without problem.

The data were divided into small sets according to the internal consistency, de-

noted by year, block, subset and chunk 2. A block is a large set of data with common

basic quality. Different blocks usually have some different hardware configuration like

DCH high voltage, which was set at 1900 V and 1960 V during Run1 period, 1930 V

during Run2 period (Table 3.2). Different high voltages cause different tracking effi-

ciencies, mass resolutions and background ratios, etc. When an analysis uses different

data blocks, all possible discrepancies need to be considered.

A subset is a set of data which are more internally consistent. The data in each

subset have been processed with the same software release, and the SVT local align-

2BABAR jargons for data set convention.
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3. Data Description

Table 3.2: Data blocks divided by DCH high voltage.

Block DCH HV Luminosity(fb−1)

1 1900V 10.7

2 1960V 9.6

3 1930V 31.3

ment constants. The SVT local alignment is a procedure to determine the relative

positions of the 340 silicon sensors. The six local parameters of each sensor are ob-

tained by minimizing a χ2 built with the hit residuals from muon tracks (µ+µ− events

or cosmic rays) and the survey information during the assembly. A different SVT lo-

cal alignment (Table 3.3) is needed after magnet quenches or detector access. It has

important impact on tracking parameter resolutions and vertexing, which are critical

for physics analyses, especially the lifetime measurements.

Table 3.3: The SVT local alignment sets.

SVT local alignment set Run range

A 9731-10681

B 10682-11330

C 11331-12708

D 12709-14542

E 14543-17106

N 17301-

All data used in this document were reprocessed with the improved local alignment
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3. Data Description

algorithm in set N.

A chunk of data is a further refinement of a subset, based on on-peak or off-peak

running.

3.2. Monte Carlo Generation

Two categories of events were generated: background events, which include uds, cc̄

and generic BB; and signal events for each mode. When the background events were

generated inclusively, all possible decay modes were included according to branching

fractions and decay modes from Particle Data Group (PDG) [19]. For the signal

events, only the final states that will be searched for were generated. Signal MC

events are used to determined the efficiency for detecting the signal. For all modes

with a J/ψ, only J/ψ → e+e− and J/ψ → µ+µ− were generated with 50% ratio each

and all hadronic J/ψ decays were omitted. A similar method was applied to K0
S , φ,

η, η′ decays.

The decay mechanism is not well understood for the decays B → J/ψφK and

B0 → J/ψφ so no specific Dalitz distributions and amplitudes were used. When

B → J/ψφK modes were generated, simple three-body phase space was assumed. For

B0 → J/ψφ two-body phase space was assumed. But the helicity amplitude matrix

elements were used for vector-pseudoscalar modes B → J/ψη and B → J/ψη′.

For the background study in the rare decay analysis, the inclusive J/ψ sample
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1

10

10 2

10 3

0 1 2 3

p* of J/ψ (GeV/c)

Figure 3.1: p* of J/ψ in B0 → J/ψφ decays.

(inclusive B → J/ψ + X events) is very useful. It was generated with the BB

generators, but a filter was applied so only the events with a J/ψ were then fully

simulated and reconstructed. This is effective to get a large sample comparable to

the real data luminosity but with less computing consumption. The sample was

generated in two categories: one requires the momentum of the J/ψ in center-of-

mass frame, p∗, be greater than 1.3 GeV/c; the other sample does not have this

requirement. For most analyses of two body B decays at BABAR, the p∗ of J/ψ is

greater than 1.3 GeV/c and the first sample is used. In this document the latter

one was used because in these modes the p∗ of J/ψ may be less than 1.3GeV/c; see

Figures 3.1 and 3.2.
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Figure 3.2: p* of J/ψ in B0 → J/ψφK0
S decays.

Monte Carlo (MC) events were produced in two cycles: Simulation Production

cycle 3 (SP3) and cycle 4 (SP4). SP3 is based on GEANT3 and SP4 is based on

GEANT4 [52]. The simulation procedure involves three steps: the physics process

generation; the detector simulation; and the reconstruction. In order to simulate the

real BABAR running status, the different machine background levels and the various

detector conditions were considered for the different time periods. The signal events

were generated in SP4, but the background events were generated in both SP3 and

SP4. The number of events and correspondingly equivalent luminosity are listed in

Table 3.4 and Table 3.5.
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Table 3.4: Signal SP4 MC events.

Signal mode Cycle No. of events

B → J/ψη, η → γγ SP4 19,000

B → J/ψη, η → π+π−π0 SP4 19,000

B → J/ψη′ SP4 17,000

B0 → J/ψφ SP4 23,000

B+ → J/ψφK+ SP4 23,000

B0 → J/ψφK0
S SP4 20,000

Table 3.5: SP3/SP4 MC events for background.

Type No. of events Luminosity (fb−1 )

uds 18,191,830 8.71

cc 12,096,226 9.30

B0B
0

3,675,361 7.00

B+B− 4,457,402 8.49

Inclusive J/ψ (SP3) 243,000 84.5

Inclusive J/ψ (SP4) 220,000 76.5

3.3. Database

BABAR supports two main database systems, Objectivity database and KANGA.

The main database is an object oriented database based on the commercial software,

Objectivity [53]. The second one, KANGA, is based on ROOT [54], which is an object

oriented framework for data analysis developed at CERN.
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3. Data Description

3.3.1. Objectivity

The Objectivity database system consists of three main domains, the configuration

database, the condition database, and the event store. The user applications access

the event store by the event collections, which are the references to a set of events in

the event store, generally a run.

The configuration database creates the associations of the configuration informa-

tion data with a single configuration key for all subsystems of BABAR. The key can

be used to retrieve the corresponding configuration information.

The conditions database includes the information of running status of BABAR,

such as detector calibrations, electronics calibrations and detector alignments. It

consists of the full description of the experiment variation with the time and compo-

nent.

The event store is the core part of the database. Both performance and capabil-

ity are critical. On one side, fast access to the massive data should be possible for

users; on the other side, the database should be be capable of all kinds complicated

queries. Based on these requirements, the whole event information are encapsulated

into different levels according to the possible query frequency (Figure 3.3). Techni-

cally, an event is described by hierarchical objects based on different event headers.

This header contains references to multiple low level objects, each corresponding to a

particular processing level. For each level a header at this level includes the references
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3. Data Description

to the further low level objects.

The different levels that can be associated with each event are the following:

• Event header (Hdr). The event header consists of references to the further

information.

• Simulated data (Sim). This is only for MC simulation events. It includes the

Raw data and additionally the truth information such as the decay trees, the

true position and momentum, etc (Tru).

• Raw data (Raw). This is the converted output of the online system with the

database format, which have been processed by the front-end electronics and

possibly by the OEP. The xtc file is the output data from the FEE ROMs that

was formated by the feature extraction code into the form of an extended tagged

container. For further processing, xtc files are converted into digi format, which

is the data structure that can be accessed by the reconstruction code.

• Reconstructed data (Rec). This is the data after full reconstruction. It contains

track information, cluster information, etc.

• Event summary data (Esd). This is the compressed Rec data. It corresponds

to the DST data conventionally in database systems. At this level there still

are enough information to do event display, redo reconstruction, etc.

• Analysis object data (Aod). This is end-user data, which is mainly used for
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3. Data Description

final physics analysis and is called the Micro database at BABAR. For most

physics analyses, the Micro information is enough. But for some studies like

tracking efficiency, it is necessary to start from xtc files.

• Tag data (Tag). This is an event summary designed to allow for fast but simple

queries on a small subset of the attributes of the children objects without having

to access all objects directly. Event level tags are also produced. Extremely high

performance queries can make rough selections based on the event tags, allowing

the complicated analyses with low performance to run on just a small subset of

the events. This strategy can result in dramatic performance gains.

A very rough estimate of the sizes of this information is shown in Table 3.6.

Table 3.6: The sizes of different levels of Objectivity data per event.

Part Size

Hdr ∼50 Bytes

Sim -

Raw ∼50 KBytes

Rec ∼100 KBytes

Esd ∼10 KBytes

Aod ∼1 KBytes

Tag ∼100 Bytes
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3. Data Description

3.3.2. KANGA

KANGA is an acronym for “Kinder ANd Gentler Analysis”. It is a database

system based on ROOT. It was designed as an alternative solution with reasonable

functionality for physics analyses to access Micro database using the standard frame-

work, but without the overhead and reduced speed of Objectivity. It is transparent

for user applications to access the event store, and compatible with the analysis soft-

ware framework available. It can run on all supported operating systems. It runs fast

and can be easily distributed to remote sites. But the KANGA database provides

only Micro information, no Raw and Rec part at all.

A similar ROOT conditions database was developed. It is a flat file that contains

the beam conditions and the DCH dE/dx Bethe-Bloch parameterization [55], etc.

To mimic the objectivity database, the event store is organized in a split mode

such as Aod, Tag, etc. The data is written with ROOT compression level 2.

The MC truth information can be accessed in a KANGA file for generated events,

but the matching between the true information and the reconstructed information is

not persistent as in the Objectivity database. Rather a χ2 based associator was used.

The size of a physics event (isPhysicsEvents in the next section) in KANGA

format is ∼ 2 kBytes on average, including the Tag component. It is similar to the size

of the corresponding part in Objectivity database, Aod. The size of a multi-hadron

event is at the order of 4 kBytes, while the size of a µ+µ− event, is 0.8 kByte. For
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MC data, the truth information adds 4 to 5 kBytes for a hadronic event.

3.4. Data Processing

Not all 120Hz output of L3 trigger are fully reconstructed. Before the full recon-

struction, a selection was applied by two levels of filters: DigiFilter and BGFilter.

DigiFilter uses the digi information to make selections and requires no reconstruc-

tion. It is just based on the L1 trigger and L3 trigger output, so it can be run after

the conversion from xtc to digi. The main purpose is to reject calibration events such

as Bhabha events.

The tag bits that are defined in DigiFilter are shown in Table 3.7.

Table 3.7: Tag bits in DigiFilter.

Tag Bit Description

DigiFL1Prescale Prescaled L1 output

DigiFL3Prescale Prescaled L3 output

DigiFL3OutDchEmcPreVetoPrescale L3 output before Bhabha vetoing

DigiFBhabhaFlat Flattened Bhabha events

DigiFRadiativeBhabha Radiative Bhabha events

DigiFRandomPrescale Prescaled random trigger events

A partial reconstruction was run for those events that pass the DigiFilter. Dur-

ing the partial reconstruction, only drift chamber was used to find tracks, and the
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calorimeter reconstructions just found the clusters and did not split them to bumps3.

A simple track-cluster matching algorithm was applied afterward. Based on these

tracks and clusters, several selectors together called BGFilter, were used to classify

all possible physics events such as multihadron, τ events or two-prong events, etc. If

an event fails the BGFilter, it only can be recovered from the xtc files. The BGFilter

tag bits are listed in Table 3.8. The overall offline selection is illustrated in Figure 3.4.

Table 3.8: Tag bits in BGFilter.

Tag Bit Description

BGFMultiHadron Multi-hadron events

BGFNeutralHadron Hadronic events with a neutral mode

BGFTau e+e− → τ+τ−

BGFMuMu e+e− → µ+µ−

BGFTwoProng Two-prong events

BGFGammaGamma Two-photon events e+e− → γγ

BGFRadBhabha Radiative Bhabha events

BGFPhiGamma e+e− → φγ

BGFAllNeutralTwoPhoton Events with neutral modes only

BGFVirtualComptonScattering Virtual Compton scattering events

About 35% of the events in the xtc files were fully reconstructed with the current con-

figuration. In these events, most are physics events, some are prescaled trigger events

and Bhabha events for luminosity study.

The events passing the BGFilter are collectively called isPhysicsEvents events.

3A bump is a local maximum of the deposited energy in a contiguous area in the calorimeter.
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These data have been written in the database. Other events left are stored on the

tapes as xtc files. The Raw and Rec parts of the isPhysicsEvents events are not

always kept on disk because of the huge size, but the Micro and Tag parts are kept

on disk4.

3.5. Skims and Streams

In order to make it easier for physics analyses to access small samples frequently,

and for remote sites to export particular data sets, data skims and data streams for

interesting physics modes and detector performance studies were filtered out. For

each type of event, conventionally, one skim, a filter was configured based on tag

database information. Then a central skim job on OPR processing wrote the small

collections for merged skims as well as the large collection for total isPhysicsEvents

events. In order to minimize the overall computing usage, the skims were merged

into 20 streams based on the optimization between reducing overhead and maintaining

convenience. An objectivity collection was made for each stream. Then some streams

were converted to KANGA files.

An example for a skim is the TauQEDAllevents skim. It is configured for all

possible final states in τ lepton decays. The tag bits classified by the decay multiplicity

are included as follows:

4With the drastic increasing of the data, this strategy is being changed.
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• Tau1on1, for both τ ’s decay to 1-prong states, i.e., the states with one charged

track;

• Tau3Loose, for one τ decays to 1-prong states and another decays to 3-prong

states;

• Tau3on3, for both τs decay to 3-prong states;

• Tau1on5, for one τ decays to 1-prong and another decays to 5-prong states;

• Tau2on1Tracking, for final states similar to Tau3Loose but only two tracks are

selected on the 3-prong side;

• is2Gam4Prongs, for four-prong two photon interaction and historically incor-

porated into this skim.

An example stream is Stream 16, which includes are the following skims:

• BToll, for B decays to two lepton final states;

• BToDstarlnu, for B → D∗lν decays;

• Jpsitoll, for B → J/ψ(ψ(2S)) +X, J/ψ(ψ(2S)) → l+l− decays;

• DiLepton, for di-lepton final states.

The size of each skim is from < 1% to ∼ 10% of isPhysicsEvents. The combined

stream can have a size from ∼ 1% to ∼ 20% of isPhysicsEvents.
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3.6. Jpsitoll Skim Selection

The skim Jpsitoll in Stream 16 was used for these analyses, which includes the

preselected B → J/ψ(ψ(2S)) +X, J/ψ(ψ(2S)) → l+l− events. The following criteria

were applied:

• The event should be tagged as a BGFMultihadron event;

• The event satisfies the hadron selections for BB counting:

– The event can pass L3OutDch or L3OutEmc trigger line. These two lines

are the physics output lines of the Level 3 trigger, one from the DCT and

the other from the EMT.

– The tracks in fiducial volume with polar angle 0.41 < θlab < 2.54 and the

neutrals with energy >30 GeV, polar angle within 0.41 < θlab < 2.409 are

used for BB counting.

– There are at least 3 GoodTracksLoose (described in the next chapter)

tracks in the event.

– The primary vertex must be reconstructed less than 0.5 cm in x-y plane

and 6 cm in z from the beam spot.

– R2, which is the ratio of the second to the zeroth Fox-Wolfram moment,

is required to be less than 0.5. The definition of the n-th Fox-Wolfram
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moment [57] is:

Hn =
∑
i,j

|�pi||�pj|
E2
vis

Pn(cosθij), (3.1)

where cosθij is the angle between particle i with momentum vector �pi, and

particle j with momentum vector �pj. Evis is the total visible energy of the

event. Pn is the Legendre polynomials. Hadronic events have small R2

values while Bhabha events have R2 values around one.

– The total energy must be greater than 4.5 GeV.

• One of the four tag bits, JpsiELoose, JpsiMuLoose, Psi2ELoose and Psi2MuLoose,

must be true. The first two bits are used for J/ψ → l+l− candidate selection

and the details are discussed in the next chapter. The last two bits are used for

ψ(2S) → l+l− candidate selection.

Jpsitoll skim is less than 2% of the isPhysicsEvents events. The loss of signal

events at skim selection level is negligible. It is much easier to use Jpsitoll skim

rather than all isPhysicsEvents events, and it yields a huge savings in computing

resources and real time.
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Chapter 4

Event Selection

4.1. Particle List

In each event in the BABAR data structure, all reconstructed particles are orga-

nized into lists. A list is a group of particles that satisfy some special requirements.

Every list has a unique and somewhat descriptive name. It can be very generic, like

the ChargedTracks list for all charged tracks in an event, but also can be very spe-

cific, like the eLooseNoCal list for all tracks passing loose electron-like selection but

without calorimeter information.

Lists are available for both simple particles and intermediate or composite parti-

cles. The lists of intermediate particles can be obtained by combining the information

from some lists of simple particles. An example is the rho0Default list for ρ0 → π+π−

candidates, which combines two GoodTracksLoose lists with pion mass assigned.
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4.2. Track and Photon Quality

Before the intermediate particle candidates were built, the charged tracks and

the photons were subjected to some quality cuts. This is crucial for several later

procedures that have prerequisites on the quality of the single track and the single

photon.

4.2.1. Track Quality Cuts

The primary purpose to perform track selection is background rejection at the

early stage of analyses. Furthermore, the tracking efficiency studies that were applied

to this analysis were made only for tracks that passed some loose requirements (labeled

GoodTracksLoose below), and the selectors of particle identification (PID) only have

reliable performance for tracks which satisfied quality requirements in specific angular

regions.

Track quality is classified into four levels, with increasingly strict reconstruc-

tion criteria, denoted ChargedTracks, GoodTracksVeryLoose, GoodTracksloose and

GoodTracksTight. The selections for these four lists are based on the tracking pa-

rameters and the DCH hit information.

ChargedTracks are all reconstructed tracks, and they are assigned pion mass

hypothesis.

GoodTracksVeryLoose applies more cuts on tracks passing ChargedTracks crite-
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ria. The additional cuts include the total momentum < 10 GeV/c; the number of

of DCH hits > 0; the tracking fit χ2 probability > 0; DOCA, which is the closest

approach of the track in the x-y plane, < 1.5 cm; the magnitude of Zdoca, which is

the z closest approach, < 10 cm.

GoodTracksLoose tightens two cuts based on GoodTracksVeryLoose: the trans-

verse momentum Pt > 0.1 GeV/c; the number of DCH hits > 12.

GoodTracksTight additionally requires DOCA < 1 cm and |Zdoca|< 3 cm for

GoodTracksLoose tracks.

For most tracks that come from the region close to the interaction point, GoodTracksLoose

was used in this analysis. For those tracks that come from the intermediate decay

points, ChargedTracks was used.

4.2.2. Photon Quality Cuts

GoodPhotonLoose selection was applied to all photons in the analyses. It requires

a single calorimeter bumps unmatched with any track. The photon mass hypothesis

was assigned for the bumps. The cut on minimum raw energy is 0.030 GeV. The

lateral moment (LAT, described later) should be less than 0.8.
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4.3. Particle Identification (PID)

To reconstruct the exclusive final states, good PID for leptons and hadrons over

a wide range of momentum and solid angle is essential. Information from all the

subdectors was combined to distinguish charged particles at high effciency.

4.3.1. Electron Identification

Several selectors1 were used to identify electrons [58]. Cuts on the following quan-

tities were applied to the GoodTracksLoose tracks, and different values constitute

different selectors:

• DCH dE/dx, which is a Gaussian distribution peaking at ∼ 650 with the width

of ∼ 50 (Units are arbitary).

• The number of EMC crystals, Ncrystal.

• E/p. E is the calibrated energy from the raw bump energy associated with a

track, and p is the momentum of the track at the origin. The E/p distribution

for electrons and positrons is centered at 1 after the E/p calibration and has a

width of 0.02 ∼ 0.03. For hadrons and muons the E/p distribution is centered

far away below 1 and has a long tail.

1A selector is a set of cuts.
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• LAT, which denotes the lateral energy distribution [59]. The definition is:

LAT =

n∑
i=3

Eir
2
i

n∑
i=3

Eir2
i + E1r2

0 + E2r2
0

, E1 ≥ E2 ≥ ... ≥ En. (4.1)

The sum runs over all crystals in a shower. r0 is the average distance between

two crystals front-faces and ri is the distance between the i-th crystal and the

shower center. Generally LAT is smaller for electromagnetic showers than that

for hadronic showers because electromagnetic showers in the calorimeter have

most of their energy deposited in one or two crystals.

• A42, which is a particular Zernike-moment. The general definition of Zernike-

moment [60], Amn, is:

Anm =
n∑

ri≤R0

EI
E

· fnm rI
R0

· e−imφi , R0 = 15cm, (4.2)

fnm(ρi ≡ ri
R0

) =
(n−m)/2∑
s=0

(−1)s(n− s)!ρn−2s
i

s!((n+m)/2 − s)!((n−m)/2 − s)!
, (4.3)

where n, m are non-negative integers. And n-m is even, m ≤ n. Amn describes

the shape variation of the shower and when m ≥ 2 the azimuthal variation in

shower shape comes in. So |A42| can be used for PID because the hadronic

shower is more irregular than electromagnetic shower.

• When Nγ > 9 in DIRC, then the measured Cherenkov angle must be consistent
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with an electron hypothesis within 3σ.

• ∆φ, which measures the separation in φ between the track extrapolated into

EMC and the shower centroid.

The cuts for five modes of electron identification are summarized in Table 4.1.

Table 4.1: The criteria of the electron identification.

Selector Mode dE/dx Ncrystal E/p LAT A42 Nγ > 9 ∆φ

NoCal 1 (540, 860) - - - - - -

VeryLoose 2 (500, 1000) 3 (0.50, 5.0) (-10.0, 10.0) (-10.0, 10.0) no no

Loose 3 (500, 1000) 3 (0.65, 5.0) (-10.0, 10.0) (-10.0, 10.0) no no

Tight 4 (500, 1000) 3 (0.75, 1.3) (0.0, 0.6) (-10.0, 10.0) no no

VeryTight 5 (540, 860) 3 (0.89, 1.2) (0.0, 0.6) (-10.0, 0.11) yes yes

The selectors only use the tracks in the fiducial volume 20.6◦ < θlab < 135.9◦. The

efficiencies inside this angular region are > 97% for VeryLoose and Loose modes,

∼ 95% for Tight mode and ∼ 88% for VeryTight mode. NoCal mode was used only

for tracks without EMC energy matched or beyond the EMC acceptance.

4.3.2. Muon Identification

Based on the EMC and IFR information, the muon selectors [61] use the following

variables:

• Ecal, which is the energy deposited in the EMC;

• NL, which is the number of hit layers in IFR for a cluster;

87



4. Event Selection

• hasInnner, which tests if there is a hit in the inner RPC;

• Fh, which is the first hit layer in the cluster;

• Lh, which is the last hit layer in the cluster;

• λ, which is the number of interaction lengths traversed in BABAR;

• λexp, which is the expected number of interaction lengths traversed in BABAR;

• χ2
trk, which is the χ2/d.o.f. of the IFR hit strips in the cluster with respect to

the track extrapolation;

• χ2
fit, which is the χ2/d.o.f. of the IFR hit strips in the cluster with respect to

a third order polynomial fit of the cluster;

• Ns(i), which is the total numbers of IFR hit strips in the i-th layer;

• Ns, which is the total number of IRF hit strips in the cluster.

Several variables are constructed with the information above:

∆λ = λexp − λ, (4.4)

Tc =


NL

Lh−Fh+1
hasInner = false

NL
Lh−Fh hasInner = true

(4.5)
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The average multiplicity of hit strips per layer, m̄ and its error σm are calculated

by combining the number of hit strips.

After validation with the control sample, the cuts for five selectors are summarized

in Table 4.2.

Table 4.2: The criteria for muon identification.

Selector Mode Ecal NL ∆λ λ χ2
trk χ2

fit Tc m̄ σm

Minimum Ionizing (MIP) 1 < 0.5 - - - - - - - -

VeryLoose 2 < 0.5 ≥ 2 < 2.5 > 2 > 0.1 < 10 < 6

Loose 3 < 0.5 ≥ 2 < 2 > 2 < 7 < 4 > 0.2 < 10 < 6

Tight 4 0.05 0.4 ≥ 2 < 1 > 2.2 < 5 < 3 > 0.3 < 8 < 4

VeryTight 5 0.05 0.4 ≥ 2 < 0.8 > 2.2 < 5 < 3 > 0.34 < 8 < 4

The selectors only used the tracks in the fiducial volume 17◦ < θlab < 155◦.

The efficiencies are ∼ 100%, ∼ 92%, ∼ 86%, ∼ 70% and ∼ 67% for five selectors,

respectively.

4.3.3. Kaon and Pion Identification

Three subdetectors are involved in kaon selection, SVT, DCH and DIRC. Two

types of selectors [62] are available: PidKaonSMSSelector, which uses different likeli-

hood ratios, and PidKaonMicroSelector, which uses likelihood with a neural-network-

based approach. The first one was used in the analyses.

The likelihood functions for SVT and DCH are based on dE/dx information.

Gaussian distributions were obtained for both subsystems after calibration.
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The DIRC likelihood li for a particle i (electron, muon, pion, kaon, proton),

consists two uncorrelated parts: the Gaussian part for Cherenkov angle and the

Poisson part for photon counting.

For Cherenkov angle θ, its error σθ and expected angle Θ, the Gaussian part is

gi =
1√

2πσθ
e−0.5·χ2

i , i = e, µ, π,K, p, (4.6)

where

χi =
θ − Θi

σθ
. (4.7)

The normalization is:

p∑
i=e

gi = 1, (4.8)

p∑
i=x+1

gi = (p− x) · 0.2 = m, (4.9)

x∑
i=1

= 1 −m. (4.10)

(4.11)

To have a continuously defined probability, we must distinguish between particles

that are above and below the Cherenkov threshold for a given momentum. With x

being the heaviest particle above threshold, all particles more massive than x will

have a constant probability of 0.2.
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For the number of signal photons Ngs, the background photons Ngb and the

expected number of photons Ngexp, the Poisson2 part can be constructed as:

pi = P(Ngs +Ngb;Ngexpi +Ngb), i = e, µ, π,K, p. (4.12)

The normalization is:

p∑
i=e

pi = 1. (4.13)

Then we can calculate the total probability for particle i:

li = gi · pi/
p∑
j=e

gj · pj (4.14)

After tuning with the control samples, the cuts associated with five selectors are

summarized in Table 4.3.

The selectors only use the tracks in the fiducial volume 0.35 < θlab < 2.55. For

tracks with momentum < 3GeV/c, the efficiencies of the selectors are momentum

dependent and range around 70 ∼ 90% for all selectors except the veto selector

NotAPion, which has efficiency > 90%.

To select charged pions, no dedicated selectors were used. A high-efficiency

method is to reverse the requirements in kaon selectors, that is to apply a logical

NOT.

2Poisson distribution for n observed and the expected value µ: P (n; µ) = µne−µ

n! .
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Table 4.3: The criteria for kaon identification.

Momentum range(GeV/c)
Selector

SVT DCH DIRC
Likelihood cut

reject, if rπlπ > lK&rπlπ > lp
NotAPion (5) < 0.5 < 0.6 > 0.6

p ≤ 0.5, rπ = 0.1 p < 0.5, rπ = 1.0

lK > rπlπ&lK > rplp, rp = 1
VeryLoose (1) < 0.6 < 0.6 > 0.6

p < 2.5, rπ = 3 p < 2.5, rπ = 3 0.4 < p < 0.7, rπ = 20

lK > rπlπ if no DIRC; lK > rπlπ&lK ≥ rplp, rp = 1
Loose (2) < 0.7, > 1.5 < 0.7, > 1.5 > 0.6

p < 2.7, rπ = 1 p < 2.7, rπ = 80 0.5 < p < 0.7, rπ = 15

lK > rπlπ&lK > rplp, rp = 1
Tight (3) < 0.7 < 0.7 > 0.6

p < 2.7, rπ = 1 p < 2.7, rπ = 80 0.5 < p < 0.7, rπ = 15

lK > rπlπ&lK > rplp, rp = 1
VeryTight (4) < 0.6 < 0.6 > 0.6

p < 2.5, rπ = 3 p > 2.5, rπ = 200 0.4 < p < 0.7, rπ = 20

4.4. Angular Cuts

Denoting the momentum vector of the i-th track as �pi for a set of n tracks, the

thrust [63] is defined by

T =

n∑
i=1

∣∣∣�pi · t̂∣∣∣
n∑
i=1

|�pi|
. (4.15)

The thrust axis t̂ maximizes the value of T . A thrust angle is defined as the angle

between the thrust axis of the B and the thrust axis of the rest of the event. Generally

BB events with high multiplicity are more spherical, while the continuum events are

more jet-like. Thus the absolute value of the cosine of this thrust angle can be used

to reject continuum background (Figure 4.1) .

Several helicity angles for the decay Υ (4S) → BB̄,B → J/ψ(e+e−, µ+µ−)+X are

involved in the analyses. In the reaction Y → X+ ..., X → a+b, the helicity angle of
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Figure 4.1: The absolute value of the cosine of the thrust angles.
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J/ψ
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Figure 4.2: Helicity angles in B decays.

particle a is the angle measured in the rest frame of the decaying parent particle, X,

between the direction of the decay daughter a and the direction of the grandparent

particle Y . The figure 4.2 shows the decay chain of Υ (4S) → BB,B → J/ψη, η → γγ

with all kinematic angles, θB, θJ/ψ, θl and θγ , where the B̄ is not reconstructed.

For the decay of a pseudoscalar B, to a vector J/ψ plus a pseudoscalar X (η, η′),

the lepton angular distribution from J/ψ follows sin2 θl. Furthermore, if X is η which

decays to γγ, the γ angular distribution is flat. The continuum backgrounds usually

have different angular distribution from the signal. For the cosine of the lepton helicity

94



4. Event Selection

angle or γ helicity angle, the backgrounds peak at ±1 (Figure 4.3, Figure 4.4).

4.5. Intermediate Candidate Preselection

The CompositionTools packages are used to form particle candidates. This is a

tool kit or BABAR software package, used to compose new lists from existing lists

such as GoodTracksLoose, GoodPhotonLoose, etc. The tool kit provides selectors

and combinatoric engines so candidates can be combined into decay trees. Geometric

and kinematic constraints can then be applied to the tree. Different vertexing and

kinematic fitting routines are also possible. Thus the whole decay chain can be easily

built.

When a composite particle list is built, the cuts used are very loose. They can be

tightened in the final exclusive selections.

4.5.1. π0 Candidate

The pi0AllLoose list was used. Two GoodPhotonLoose photons with energy

greater than 0.03 GeV, LAT < 0.8 are combined. The invariant mass of the two

photons should be less than 35 MeV/c2 from the nominal π0 mass in PDG [19]. A

mass constraint is applied, but no χ2 cut is required. This improves the resolutions

but has no loss of potential signals. The π0 mass resolution is ∼ 5 MeV/c2.
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Figure 4.3: cosθl from J/ψ decay.
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Figure 4.4: cosθγ from η decay.
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4.5.2. K0
S Candidate

The KsDefault list was used for all K0
S → π+π− candidates. The list is con-

structed from all pairs of ChargedTracks tracks with opposited charge, which are

assigned pion mass (but no PID is yet applied). The invariant mass of the two tracks

is required to be less than 35 MeV/c2 from the nominal K0
S

mass in PDG [19]. Ver-

texing is applied but no convergence is required. This improves the resolutions but

has no loss of potential signals. The K0
S mass resolution is ∼ 3MeV/c2.

4.5.3. φ Candidate

The phiDefault list was used for all φ → K+K− candidates. The list is con-

structed all pairs of ChargedTracks tracks with opposited charge, which are assigned

kaon mass (but no PID is yet applied). The invariant mass of the two tracks is

required less than 30 MeV/c2 from the nominal φ mass in PDG [19]. Vertexing is

applied but no convergence is required. The φ mass resolution is ∼ 5 MeV/c2.

4.5.4. η Candidate

The etaDefault list combined two lists, etaggDefault, which was used for η →

γγ, and eta3piDefault, which was used for η → π+π−π0. The first one constructs

two GoodPhotonLoose photons with energy great than 50 MeV. The invariant mass

is required to be in the range from 0.47 GeV/c2 to 0.62 GeV/c2. The mass constraint
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was applied but no χ2 cut is applied. The latter one constructs two GoodTracksLoose

tracks assigned pion mass and one pi0AllLoose π0 candidate. The invariant mass

is required to be in the range from 0.515 GeV/c2 to 0.575 GeV/c2. The vertexing

is applied and the χ2 probability is required to be greater than 0.001. This helps to

reject background.

When the η → γγ candidates are built, the number of fake combinations is large

because there are many photons from π0s in the event, which could be picked to form

η candidates. A π0 veto was applied to η candidates. This means the event was

rejected if at least one γ from the η can be combined with any other γ in the event

to construct a γγ with mass that is less than 20MeV/c2 from the π0 mass.

4.5.5. η′ Candidate

The etaPeppDefault was used for η′ → π+π−η, η → γγ. It combines two

GoodTracksLoose tracks assigned pion mass and one etaggDefault η candidate.

The invariant mass is required to locate in the range from 0.900 GeV/c2 to 1.010

GeV/c2. The vertexing is applied and the χ2 probability is required to be greater

than 0.001.
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4.5.6. J/ψ Candidate

The JPsiLooseChm list was constructed for J/ψ decays to leptons. The ChargedTracks

tracks were used and the subsequent selections require GoodTracksLoose tracks. Two

lists were included, J/ψ → e+e− and J/ψ → µ+µ−.

The J/ψ → e+e− list constructs two ChargedTracks tracks with opposited charge,

one can pass the Loose electron selection or noCal selection if it has no calorimeter

information. The bremsstrahlung recovery procedure is applied. It is important

because if radiation of bremsstrahlung photons occurs, the momentum of the e±

tracks is lower than what it should be and a long tail is produced in the e+e− mass

distributions. If the loss is not recovered the selection efficiency will be reduced.

Vertexing is applied but no convergence is required. If the vertexing fails, a simple

4-vector addition is used to make a J/ψ. The final invariant mass must be in the

very wide range 2.8 GeV/c2 to 3.3 GeV/c2.

The J/ψ → µ+µ− list constructs two ChargedTracks tracks with opposited

charge, one can pass the Loose muon selection and the other can pass MIP selec-

tion. Vertexing is applied but no convergence is required. If the vertexing is fails, a

simple 4-vector addition is used to make a J/ψ. The final invariant mass must be in

the very wide range 2.8 GeV/c2 to 3.3 GeV/c2.

The J/ψ mass resolution is ∼ 11 MeV/c2.
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4.6. B Candidate Preselection

The B candidates were first reconstructed from combinations of candidate lists

that result in an invariant mass between 3 GeV/c2 and 7 GeV/c2. Five decay modes

were combined as in Table 4.4. A vertex constraint was applied but no convergence

was required. The B selection was further refined in the final selections of the exclusive

modes.

Table 4.4: The final states were combined.

B0 → J/ψ(e+e−, µ+µ−)η(γγ, π+π−π0)

B0 → J/ψ(e+e−, µ+µ−)η′(π+π−η(γγ))

B0 → J/ψ(e+e−, µ+µ−)φ(K+K−)

B+ → J/ψ(e+e−, µ+µ−)φ(K+K−)K+

B0 → J/ψ(e+e−, µ+µ−)φ(K+K−)K0
S(π

+π−)

B meson production at the Υ (4S) has polar angle distribution 1 − cos2θ, while

the continuum background has 1 + cos2θ. So cosθ can be used to reject continuum

background. It turns out, however, that cosθ is a relatively weak variable to reject

background. Two other parts of the 4-vector, the momentum of the B candidate, |p|,

and the energy of the B candidate, E, are much more discriminating variables.

Two minimally correlated functions of E and p, were used to isolate the B meson

signal: ∆E and MES. The first variable is

∆E = E∗
B −E∗

beam, (4.16)
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which is the difference between the reconstructed energy of the B meson in center-

of-mass frame, E∗
B, and the expected energy of the B candidate in the center-of-mass

frame, E∗
beam, which is a half of the total energy of the e+e− system in the center-of-

mass frame, and called the beam energy conventionally. The second variable is

MES =
√
E∗2
beam − P ∗2

B , (4.17)

which is called energy substituted mass. P ∗
B is the reconstructed momentum of the

B meson in center-of-mass frame.

Typically these two variables form a two dimensional Gaussian distribution for

the B signal and a nearly flat two dimensional distribution for background. The data

will be displayed and analyzed in this plane and the one-dimensional projections.

4.7. Cut Optimization

Several cuts have been intensively studied within BABAR [64] such as the J/ψ

mass cut, and the K0
S mass cut. These cuts were not optimized again here. For this

work the cut optimization was performed by varying the remaining cuts, which are

the combinations of PID modes, angular cuts and other mass cuts. For B → J/ψφK

the ratio s/
√
s+ b was maximized because it leads to the minimal statistical error on

the branching fractions, where s is the number of signal events and b is the number

of background events. However, for B0 → J/ψφ, B → J/ψη and B → J/ψη′, s/b
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was maximized because the maximum yield was expected to set the best upper limit

on the branching fractions.

For each set of cuts, the number of signal MC events falling into 3σ box, called

signal box in the ∆E − MES plane, was counted. This number was subsequently

scaled to reflect the yield in 1fb−1 on-peak data, which is s. The factor was calculated

from the cross section of BB production, and the available branching fraction from

CLEO [46] measurement or an assumed branching fraction of 1× 10−5 if no result is

available. For background b, in order to get enough statistics, the number of events

in the Grand SideBand (GSB) region was counted. A flat distribution of background

was assumed so the scaling factor is just the area ratio between the GSB and the

signal box. All possible background sources were combined by weight of the cross

section then scaled to the yield in 1fb−1 on-peak data.

The GSB refers to the following region excluding the signal box:

-0.3 GeV < ∆E < 0.3 GeV; 5.2 GeV/c2< MES < 5.3 GeV/c2.

The signal box varies slightly channel by channel:

For B → J/ψη, η → γγ (Fig. 4.5), B → J/ψη′ (Fig. 4.7): -0.1 GeV< ∆E < 0.1

GeV; 5.27 GeV/c2 < MES < 5.29 GeV/c2;

For B → J/ψη, η → π+π−π0 (Fig. 4.6): -0.072 GeV< ∆E < 0.072 GeV; 5.27

GeV/c2 < MES < 5.29 GeV/c2.

For B0 → J/ψφ (Fig. 4.8), B+ → J/ψφK+ (Fig. 4.9) and B0 → J/ψφK0
S
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Figure 4.5: B → J/ψη, η → γγ signal MC. ∆E vs MES (left top), MES projection in
∆E signal region (left bottom), and ∆E projection in MES signal region (right).

(Fig. 4.10): -0.057 GeV< ∆E < 0.057 GeV; 5.272 GeV/c2 < MES < 5.288 GeV/c2;

4.8. Exclusive Selection

After cut optimization, the final cuts were obtained for these analyses:

• B → J/ψη, η → γγ selection

– J/ψ

∗ ee channel

· 2.95 GeV/c2 < MJ/ψ < 3.14 GeV/c2;
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Figure 4.6: B → J/ψη, η → π+π−π0 signal MC. ∆E vs MES (left top), MES pro-
jection in ∆E signal region (left bottom), and ∆E projection in MES signal region
(right).

· PID(VeryTight electron, VeryTight electron);

∗ µµ channel

· 3.06 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID(Tight moun, Tight moun);

– η

∗ 0.529 GeV/c2 < Mη < 0.565 GeV/c2;

∗ π0 veto;
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Figure 4.7: B → J/ψη′ signal MC. ∆E vs MES (left top), MES projection in ∆E
signal region (left bottom), and ∆E projection in MES signal region (right).

– helicity

∗ |cos(θl)| < 0.8;

∗ |cos(θγ)| < 0.8;

– Thrust

∗ |cos(θT )| < 0.8.

• B → J/ψη, η → π+π−π0 selection

– J/ψ
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Figure 4.8: B0 → J/ψφ signal MC. ∆E vs MES (left top), MES projection in ∆E
signal region (left bottom), and ∆E projection in MES signal region (right).

∗ ee channel

· 2.95GeV/c2 < MJ/ψ < 3.14GeV/c2;

· PID (VeryTight electron, VeryTight electron);

∗ µµ channel

· 3.06 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID(Tight moun, Tight moun);

– η

∗ 0.529 GeV/c2 < Mη < 0.565 GeV/c2;
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Figure 4.9: B+ → J/ψφK+ signal MC. ∆E vs MES (left top), MES projection in
∆E signal region (left bottom), and ∆E projection in MES signal region (right).

∗ π0: 0.120 GeV/c2 < Mπ0 < 0.150 GeV/c2;

∗ two GoodTracksLoose tracks, !(NotAPion);

– Helicity

∗ |cos(θl)| < 0.8;

– Thrust

∗ |cos(θT )| < 0.8.

• B → J/ψη′ selection
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Figure 4.10: B0 → J/ψφK0
S signal MC. ∆E vs MES (left top), MES projection in

∆E signal region (left bottom), and ∆E projection in MES signal region (right).

– J/ψ

∗ ee channel

· 2.95GeV/c2 < MJ/ψ < 3.14GeV/c2;

· PID (VeryTight electron, VeryTight electron);

∗ µµ channel

· 3.06 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID: (Tight muon, Tight muon);

– η′
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∗ 0.938 GeV/c2 < Mη′ < 0.978 GeV/c2;

∗ η

· 0.529 GeV/c2 < Mη < 0.565 GeV/c2;

· π0 veto;

∗ two GoodTracksLoose tracks, !(NotAPion);

– Helicity

∗ |cos(θl)| < 0.8;

– Thrust

∗ |cos(θT )| < 0.8.

• B0 → J/ψφ selection

– J/ψ

∗ ee channel

· 2.95 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID(VeryTight electron, VeryTight electron);

∗ µµ channel

· 3.06 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID (Tight muon, Tight muon);

– φ
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∗ 1.004 GeV/c2 < Mφ < 1.034 GeV/c2;

∗ PID (VeryTight kaon, Loose kaon);

– Thrust

∗ |cos(θT )| < 0.8.

• B+ → J/ψφK+ selection

– J/ψ

∗ ee channel

· 2.95 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID (VeryTight electron, Loose electron);

∗ µµ channel

· 3.06 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID (Loose muon, VeryLoose muon);

– φ

∗ 1.004 GeV/c2 < Mφ < 1.034 GeV/c2;

∗ PID (VeryTight kaon, Loose kaon);

– kaon

∗ PID: NotAPion.

• B0 → J/ψφK0
S selection
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– J/ψ

∗ ee channel

· 2.95 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID (VeryTight electron, Loose electron);

∗ µµ channel

· 3.06 GeV/c2 < MJ/ψ < 3.14 GeV/c2;

· PID(Loose muon, VeryLoose muon);

– φ

∗ 1.004 GeV/c2 < Mφ < 1.034 GeV/c2;

∗ PID (VeryTight kaon, Loose kaon).

– K0
S

∗ 0.489 GeV/c2 < MK0
S
< 0.507 GeV/c2.

The final selection criteria will be applied to the signal MC, background MC and

the real data, to obtain the efficiency, the background and the signal in the next

several chapters.
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Chapter 5

Background Estimation

5.1. Background Description

We use MES distributions in different regions from different samples to estimate

the background. For the exclusive B decay modes, the background in the MES

distribution can have two components [64]: the combinatoric background, which is

described by an ARGUS [65] function, and the peaking background, which peaks in

the signal region and is described by a Gaussian function.

The ARGUS function is a parameterization of the shape of the beam constrained

mass near the kinematic endpoint:

y = p1 · x

E∗
beam

·
√

1 − (
x

E∗
beam

)2 · ep2(1−
x

E∗
beam

)2

, (5.1)

where p1 is the normalization factor, p2 is called the shape parameter, E∗
beam is the

beam energy described in Section 4.6, and x is the measuredMES of events passing the
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cuts. The shape parameter p2 has critical impact on the background determination

and should be obtained reliably.

5.2. Sources and Samples

For each decay mode, the combinatoric background, denoted NARGUS, comes from

three independent sources: continuum events, denoted Ncont; generic BB decay events

without a J/ψ, denoted Nbb; and inclusive B → J/ψ + X decay events, denoted

NJ/ψ−ARGUS . The peaking background only comes from inclusive B → J/ψ + X

decay events, denoted NJ/ψ−Gauss. The sum of NARGUS and NJ/ψ−Gauss is the total

background used in the next chapters.

The different components of the background appear in different data samples

separately or together. Based on the data samples available, redundant measurements

on background components can be performed. Thus some data samples may be used

to determine the background number for the result, while some other samples can be

used for cross-checking.

There are six data samples for cross-checking:

• Continuum MC events, which include both uds and cc̄. After scaling to the

on-peak data luminosity, this sample gives an estimation of Ncont;

• Off-peak data, which also measures Ncont after scaling to the on-peak data

luminosity. When off-peak data was used, the MES was calculated based on
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beam parameters fixed to the on-peak data:

Px = -0.11943 GeV/c;

Py = 0.0;

Pz = 5.8534 GeV/c;

Ecms = 12.0919 GeV;

Ebeam = (10.58 GeV)/2.

• Generic BB MC events without a J/ψ, which provides an estimation of Nbb

after scaling to the on-peak data luminosity;

• Inclusive J/ψ MC events, which measure the combinatoric componentNJ/ψ−ARGUS

and the peaking background NJ/ψ−Gauss after scaling to the on-peak data lumi-

nosity;

• J/ψ mass sideband of the on-peak data, which is used to estimate a combinatoric

component equal to Nbb+Ncont after the right scaling. Instead of the J/ψ mass

region used for signal selection described in the previous chapter, the following

regions make up the J/ψ mass sideband for events passing the same cuts except

J/ψ mass:

– ee: 3.156GeV/c2 < mJ/ψ < 3.300GeV/c2;

– µµ: 2.980GeV/c2 < mJ/ψ < 3.024GeV/c2 and 3.156GeV/c2 < mJ/ψ <

3.300GeV/c2.
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In order to translate the number of the combinatoric background events in the

J/ψ mass sideband region into the combinatoric components Ncont +Nbb in the

J/ψ mass signal region, scaling factors were determined by an inclusive J/ψ

study [66]. The scaling factor can be different for different PID combinations of

the two leptons from J/ψ. For each combination, the inclusive mass distribution

of all J/ψ’s with the right lepton PID in the Jpsitoll skim of the on-peak data

was fitted with a Gaussian and a third order Chebychev polynomial (Figure 5.1).

The Chebychev function was analytically integrated over both the J/ψ signal

region (line-hatched area in Figure 5.1) and the J/ψ sideband region (box–

hatched area in Figure 5.1). The ratio of the two integrals is the scaling factor.

Table 5.1 summaries the scaling factors used in this analysis.

Table 5.1: J/ψ sideband scaling factors.

mode ee µµ

VeryTight, VeryTight 1.35 0.46

VeryTight, Tight 1.35 0.46

VeryTight, Loose 1.35 0.46

VeryTight, VeryLoose 1.38 0.46

Tight, Tight 1.35 0.46

Tight, Loose 1.38 0.46

Loose, VeryLoose 1.42 0.46

• ∆E sideband of the on-peak data, which gives a measurement of the combina-

toric component that can be converted to Nbb +Ncont +NJ/ψ−ARGUS in the ∆E
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Figure 5.1: An example of inclusive J/ψ mass distribution with lepton PID combi-
nation (VeryTight muon, VeryTight muon).

signal region after applying the right scaling. It also has a peaking component

N∆E−Gauss. The ∆E sideband regions are defined as:

– for B+ → J/ψφK+, B0 → J/ψφK0
S, and B0 → J/ψφ

∗ 0.057GeV < |∆E| < 0.3GeV;

∗ 5.2GeV/c2 < mES < 5.3GeV/c2;

– for B → J/ψη, η → γγ and B → J/ψη′

∗ 0.1GeV < |∆E| < 0.3GeV;

∗ 5.2GeV/c2 < mES < 5.3GeV/c2;
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– for B → J/ψη, η → π+π−π0

∗ 0.072GeV < |∆E| < 0.3GeV;

∗ 5.2GeV/c2 < mES < 5.3GeV/c2.

A factor f1 is necessary to convert the combinatoric background in the ∆E

sideband region for the on-peak data to the combinatoric component in ∆E

signal region. f1 is just the relative area of the two regions (Table 5.2). The

peaking component in ∆E sideband region, N∆E−Gauss, should be comparable

with the peaking background in ∆E signal region with additional scaling.

Table 5.2: f1 value for all modes.

B+ → J/ψφK+ 0.2347

B0 → J/ψφK0
S 0.2347

B0 → J/ψφ 0.2347

B → J/ψη, η → γγ 0.3333

B → J/ψη, η → π+π−π0 0.2458

B → J/ψη′ 0.3333

The ∆E signal region of the on-peak data is the sample used to show the final

results. The events passing all cuts in this region include all combinatoric background,

the peaking background, and the signal events.
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5.3. Overall Strategy

All modes studied in this analysis are rare decays, where the background may be

a significant fraction of the signal. In order to minimize the bias, the blind analysis

technique described below was used.

5.3.1. Blind Analysis

The blind analysis requires the signal box in the MES − ∆E plane from the on-

peak data be covered. Thus the MES distribution in ∆E signal region of the on-peak

data was not looked at before the detailed background study and efficiency study had

been done. Before the signal box was unblinded, all possible background studies were

done only with the six cross-checking samples.

5.3.2. Measurement Method

When the result is determined, theMES distribution in ∆E signal region for events

passing all cuts is examined and fit with an ARGUS function plus a Gaussian (The

outer shape in Figure 5.2). The integral of the ARGUS in the MES signal region (The

box-hatched area in Figure 5.2) gives the combinatoric background. The number of

events in the Gaussian corresponds to the signal plus the peaking background, so

somehow one needs to determine the amount of peaking background (A full hatched

area under the line shape of a Gaussian in Figure 5.2). This can be estimated with the
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inclusive J/ψ MC sample with signal events removed. During the fitting the ARGUS

shape parameter is fixed to a value obtained from the fake sample described later.
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Figure 5.2: An illustration of MES distribution. Each component is just normalized
to an arbitrary number.

While the measurement on one of the six samples mentioned in Section 5.2, J/ψ

MC sample, gives the peaking background, the measurements from all six samples

also give correlated estimations of the combinatoric background components, Ncont,

Nbb and NJ/ψ−ARGUS. A fit to the six overconstrained measurements on these three

components is described in Section 5.6. The result on the total combinatoric back-

ground from the fit was used as a cross-check to the combinatoric background used
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in result determination described above. In all the fits to the cross-checking samples,

if one sample has combinatoric background only, it was fitted with an ARGUS func-

tion. If one sample has both combinatoric background and peaking background, it

was fitted with an ARGUS function plus a Gaussian. Fake samples were also used in

all six samples to get ARGUS shape parameters.

5.4. The Fake Samples

In most cases both for result determination and background measurements, the

MES distributions after all cuts have very few events, so determining the ARGUS

shape and normalization from those sparse distributions would have large statistical

uncertainties. A method to determine better ARGUS shape parameters was used

(But the normalization of the ARGUS function in the final fit for results was still

taken from the final MES distribution.).

This method employs fake samples, where the J/ψ is replaced by a fake J/ψ. The

fake J/ψ is selected with identical selection criteria in each mode except for logically

reversing the lepton identification. In modes with a φ, the φ can also be replaced by

a fake φ, which is selected with identical selection criteria in each mode except for

logically reversing the kaon identification. The point is to provide large statistics and

thus to improve the knowledge of the ARGUS shape parameters.

For B → J/ψη and B → J/ψη′, the fake J/ψ sample was used for all six cross-
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checking data samples. For B0 → J/ψφ the fake J/ψφ sample was used for continuum

MC, off-peak data, generic BB MC and J/ψ sideband samples. But the fake J/ψ

sample without a fake φ was used for inclusive J/ψ MC and ∆E sideband samples

because if all tight PID cuts for J/ψ and φ are reversed in these two samples, more

peaking background due to other B → J/ψ + X decays will feed in and distort

the distribution shape. For B+ → J/ψφK+ and B0 → J/ψφK0
S the fake J/ψφ

sample was used for all six cross-checking data samples. The shape parameters for

B+ → J/ψφK+ are listed in Table 5.3 as an example. They are comparable to each

other within the statistical uncertainties. This shows that the fake sample works

reasonably well.

Table 5.3: ARGUS shape parameters for B+ → J/ψφK+.

source ARGUS shape Parameter from the fake samples

continuum(uds) -30.41±3.33

continuum(cc̄) -23.86±3.22

off-peak -24.29±4.44

generic BB -21.44±3.47

Inclusive J/ψ -20.39±4.01

J/ψ sideband(ee) -23.96±1.58

J/ψ sideband(µµ) -23.39±1.23

∆E sideband -21.59±0.73
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5.5. The Background Distributions of Six Samples

The background distributions for all channels are shown in the following figures.

For every plot, the upper part is the distribution of the fake sample and the bottom

part is the background distribution after all cuts.

The fake samples are used to fix better the ARGUS shape parameter, but not to

determine the ARGUS normalization. For example, Figure 5.6 shows the ARGUS

shape determination from the off-peak data in the channels with a φ. The top plots of

the three pairs of plots are the fake samples showing the fit that determines the shape

parameter. The lower plots in the pairs show the events passing all cuts. In these

channels only B0 → J/ψφK0
S indicates that some events will pass all the cuts. The

lower plot for B0 → J/ψφK0
S shows one event, and the corresponding ARGUS curve is

normalized to total area one, but its shape was determined using the higher statistics

of the upper plot. After accounting for the ratio of off-peak to on-peak luminosity,

the integral of the ARGUS shape from this lower plot over the MES signal region

would project a combinatoric background estimation of about one event.

After applying the right scaling factors, the ARGUS components in the six back-

ground measurements for each mode are summarized in Table 5.4 and Table 5.5.
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Figure 5.3: Continuum MC background: left, uds; right, cc. From top to bottom:
B → J/ψη, η → γγ, B → J/ψη, η → π+π−π0, B → J/ψη′. For every plot: upper,
the distribution of the fake sample; bottom, the background distribution after all
cuts.
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Figure 5.4: Continuum MC background: left, uds; right, cc. From top to bottom:
B+ → J/ψφK+, B0 → J/ψφK0

S, B
0 → J/ψφ. For every plot: upper, the distribution

of the fake sample; bottom, the background distribution after all cuts.
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Figure 5.5: Off-peak data background. From top to bottom: B → J/ψη, η → γγ,
B → J/ψη, η → π+π−π0, B → J/ψη′. For every plot: upper, the distribution of the
fake sample; bottom, the background distribution after all cuts.
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Figure 5.6: Off-peak data background. From top to bottom: B+ → J/ψφK+, B0 →
J/ψφK0

S, B
0 → J/ψφ. For every plot: upper, the distribution of the fake sample;

bottom, the background distribution after all cuts.
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Figure 5.7: Generic BB MC background. From top to bottom: B → J/ψη, η → γγ,
B → J/ψη, η → π+π−π0, B → J/ψη′. For every plot: upper, the distribution of the
fake sample; bottom, the background distribution after all cuts.
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Figure 5.8: Generic BB MC background. From top to bottom: B+ → J/ψφK+,
B0 → J/ψφK0

S, B
0 → J/ψφ. For every plot: upper, the distribution of the fake

sample; bottom, the background distribution after all cuts.
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Figure 5.9: Inclusive J/ψ MC background. From top to bottom: B → J/ψη, η → γγ,
B → J/ψη, η → π+π−π0, B → J/ψη′. For every plot: upper, the distribution of the
fake sample; bottom, the background distribution after all cuts.
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Figure 5.10: Inclusive J/ψ MC background. From top to bottom: B+ → J/ψφK+,
B0 → J/ψφK0

S, B
0 → J/ψφ. For every plot: upper, the distribution of the fake

sample; bottom, the background distribution after all cuts.
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Figure 5.11: Background in J/ψ sidebands: left, ee channel; right, µµ channel. From
top to bottom: B → J/ψη, η → γγ, B → J/ψη, η → π+π−π0, B → J/ψη′. For every
plot: upper, the distribution of the fake sample; bottom, the background distribution
after all cuts.
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Figure 5.12: Background in J/ψ sidebands: left, ee channel; right, µµ channel. From
top to bottom: B+ → J/ψφK+, B0 → J/ψφK0

S, B
0 → J/ψφ. For every plot: upper,

the distribution of the fake sample; bottom, the background distribution after all
cuts.
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Figure 5.13: Background in ∆E sideband. From top to bottom: B → J/ψη, η → γγ,
B → J/ψη, η → π+π−π0, B → J/ψη′. For every plot: upper, the distribution of the
fake sample; bottom, the background distribution after all cuts.
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Figure 5.14: Background in ∆E sideband. From top to bottom: B+ → J/ψφK+,
B0 → J/ψφK0

S, B
0 → J/ψφ. For every plot: upper, the distribution of the fake

sample; bottom, the background distribution after all cuts.
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Table 5.4: The six correlated measurements for cross-checking combinatoric back-
ground after scaling to the 50.9fb−1 on-peak data luminosity for B → J/ψη, η → γγ,
B → J/ψη, η → π+π−π0 and B → J/ψη′.

source B → J/ψη, η → γγ B → J/ψη, η → π+π−π0 B → J/ψη′

continuum MC 0.0 0.0 0.0

off-peak data 0.0 0.0 0.0

generic BBMC 0.0 0.0 0.0

Inclusive J/ψ MC 0.7±0.2 0.4±0.2 0.2±0.1

J/ψ sideband of on-peak data 0.3±0.2 0.2±0.2 0.0

∆E sideband of on-peak data 2.0±0.2 0.6±0.2 0.6±0.2

Table 5.5: The six correlated measurements for cross-checking combinatoric back-
ground after scaling to the 50.9fb−1 on-peak data luminosity for B0 → J/ψφ,
B+ → J/ψφK+ and B0 → J/ψφK0

S.

source B0 → J/ψφ B+ → J/ψφK+ B0 → J/ψφK0
S

continuum MC 0.8±0.7 0.7±0.7 0.5±0.5

off-peak data 0 0 1.0±1.0

generic BB MC 0.4±0.4 1.1±0.6 0.4±0.4

Inclusive J/ψ MC 0.5±0.2 6.5±0.3 3.6±0.3

J/ψ sideband of on-peak data 0.1±0.1 1.3±0.4 0.4±0.2

∆E sideband of on-peak data 0.4±0.1 5.0±0.3 2.9±0.2
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5.6. A Global Fit to the Six Samples

Three uncorrelated ARGUS components can be extracted from a global χ2 fit to

the six correlated background measurements. If we denote the six measurements as

y1 (Inclusive J/ψ MC), y2 (Continuum MC), y3 (Off-peak data), y4 (Generic BB̄), y5

(J/ψ Sideband) and y6 (∆E sideband), and denote the three unknowns as x1 (Inclu-

sive J/ψ, NJ/ψ−ARGUS), x2 (Continuum, Ncont) and x3 (Generic,Nbb), the following

matrices can be constructed:

�Y =



y1

y2

y3

y4

y5

y6



, Û =



1 0 0

0 1 0

0 1 0

0 0 1

0 1 1

1 1 1



, �X =



x1

x2

x3


. (5.2)

Here �Y is the measurement matrix and �X is the unknown matrix. The relationship

between them is:

−→
Y = Û

−→
X. (5.3)

The covariance matrix for the measured quantities Ĉy is known. Each element was
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Table 5.6: The fit results on combinatoric components in the cross-checking samples
for B → J/ψη, η → γγ, B → J/ψη, η → π+π−π0 and B+ → J/ψφK+.

B → J/ψη, η → γγ B → J/ψη, η → π+π−π0 B → J/ψη′

Ncont 0.0 0.0 0.0

Nbb 0.0 0.0 0.0

NJ/ψ−ARGUS 1.0 ± 0.2 0.2±0.1 1.8±0.4

total 1.7±0.2 0.6±0.2 0.6±0.2

obtained from the error on the normalization of the fit. So the χ2 is

χ2(
−→
X ) = (

−→
Y − Û

−→
X )T Ĉy

−1
(
−→
Y − Û

−→
X ), (5.4)

and the three estimated backgrounds are given by

−→
X = Ĉx

−1
ÛT Ĉy

−1−→
Y , (5.5)

Ĉx = ÛT · Ĉy−1 · Û . (5.6)

The covariance matrix of the backgrounds is Û−1 itself and the error on the total

background is

σbckg =
∑
i,j

Û−1
ij . (5.7)

The fitting results on three components for all modes are shown in Tables 5.6 and

Tables 5.7 .
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Table 5.7: The fit results on combinatoric components in the cross-checking samples
for B0 → J/ψφ, B+ → J/ψφK+ and B0 → J/ψφK0

S.

B0 → J/ψφ B+ → J/ψφK+ B0 → J/ψφK0
S

Ncont 0 0.3±0.5 0.2±0.3

Nbb 0.1±0.3 0.8±0.5 0.0

NJ/ψ−ARGUS 0.4±0.1 5.7±0.3 3.0±0.2

total 0.4±0.1 5.8±0.3 3.2±0.2

5.7. Background Results and Cross-Checking

The combinatoric background used to determine the results, NARGUS , are listed

in Table 5.8. The MES distributions used to obtain these numbers are discussed in

the next chapter.

Table 5.8: The combinatoric background used to determine the results, NARGUS.

B → J/ψη, η → γγ 1.7±0.4

B → J/ψη, η → π+π−π0 0.7±0.3

B → J/ψη′ 0.5±0.3

B0 → J/ψφ 0.3±0.2

B+ → J/ψφK+ 7.8±0.6

B0 → J/ψφK0
S 3.3±0.4

A quick comparison between Table 5.8 and Row total in Table 5.6 and in Table 5.7

shows that the global fit results are consistent with the combinatoric background used

to determine the results.
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The peaking background from inclusive J/ψ after scaling to the 50.9fb−1 on-peak

data luminosity are listed in Table 5.9. For example, the contribution from the very

small peaking background can be seen together with the combinatoric background in

the plots in Figure 5.9.

Table 5.9: The peaking background results from inclusive J/ψ sample after scaling
to the 50.9fb−1 on-peak data luminosity, NJ/ψ−Gauss.

B → J/ψη, η → γγ 0.0

B → J/ψη, η → π+π−π0 0.8±0.8

B → J/ψη′ 0.0

B0 → J/ψφ 0.0

B+ → J/ψφK+ 0.0

B0 → J/ψφK0
S 0.0

The sum of NARGUS and NJ/ψ−Gauss is the total background used in the next

chapters.
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Chapter 6

Efficiencies, Yields and Systematic Uncertainties

6.1. Efficiencies

For each mode, the raw efficiency was calculated as the ratio between the number

of MC signal events falling into the signal box after all cuts and the total number of

MC events generated. Several corrections were applied to the raw efficiency because

of discrepancies between the real data and MC in a few areas such as PID efficiency,

tracking efficiency, and the absolute momentum scale.

6.1.1. PID Corrections

The corrections are necessary because of selector efficiency differences between the

MC and the real data. The efficiency look-up tables were produced by binning the

track information in momentum, θ, φ using efficiencies of the PID selectors applied

to the high purity control samples from the real data. When the MC events were

141



6. Efficiencies, Yields and Systematic Uncertainties

used, the default particle lists , which usually have higher efficiency, were not used.

Alternatively, the new candidate lists with more realistic efficiency from the look-up

tables were produced. Thus the same level of inefficiency was imposed on the MC as

was found in the real data. This is the so-called the PID killing technique [67].

At the early stage of the analysis with SP3 MC, an additional correction from

lepton PID was applied because the lepton PID is used in hadronic B decays for

this analysis, but the control samples for look-up tables were created using Bhabha

events, dimuon events, and other low multiplicity events. The correlation between

the momenta and the angles of the two leptons from J/ψ decays could introduce a

systematic effect. The inclusive J/ψ analysis [68] gives the corrections to the effi-

ciencies for different lepton PID combinations (Table 6.1). The average value for ee

modes and µµ modes was used because the two modes were not separated in this

analysis. This correction is unnecessary when the SP4 signal MC was used because

of better agreement between the real data and the simulation.

The kaon momentum is very low in these decays. Particularly, most of kaons

from φ decay in B → J/ψφK have momentum less than 1 GeV/c (Figure 6.1). The

bachelor kaon momentum in B+ → J/ψφK+ is higher but still less than 1.5GeV/c

(Figure 6.2). In this region the kaon selectors have large discrepancies between MC

and the real data(Fig.6.3, [69]) so the correction factor can be quite large.
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Table 6.1: Relative efficiency with lepton PID corrections.

mode ee µµ

VeryTight, VeryTight 0.946 0.960

VeryTight, Tight 0.959 0.960

VeryTight, Loose 0.960 0.964

VeryTight, VeryLoose 0.971 0.989

Tight, Tight 0.960 0.964

Tight, Loose 0.971 0.989

Loose, VeryLoose 0.974 1.019

6.1.2. Track Smearing

Track smearing was used for SP3 MC because there is a momentum resolution dif-

ference between the simulation and the real data in Run1 period. The high statistics

sample of B → J/ψK+ was used to study this feature [64]. The sample shows the dif-

ference between MC and the real data is different for J/ψ → e+e− and J/ψ → µ+µ−.

J/ψ → µ+µ− is better because the Bremsstrahlung is less in µ+µ− than in e+e−. And

the difference varies with the DCH high voltage from 1900V to 1960V for J/ψ → µ+µ−

but not for J/ψ → e+e−. The correction procedure is to apply a smearing factor to

degrade the resolution in the pt of the MC tracks to match the resolution in the real

data. For µµ mode, the smearing factors applied to the pt resolution are 1.32 ± 0.13

and 1.14 ± 0.13 for DCH voltage at 1900V and 1960V separately, but for ee mode

a unique factor is used, which is 1.48 ± 0.18. The factors are the numbers which
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Figure 6.1: Kaon momentum from φ decay in B → J/ψφK MC events.

gave the best agreement on ∆E distribution between MC and the real data in the

B → J/ψK+ sample [64]. Again, this is not necessary for SP4 MC because of the

good agreement between the simulation and the real data [70].

6.1.3. Tracking Efficiency Correction

For GoodTracksLoose tracks, the look-up tables for tracking efficiency were made

following a similar method as was used to make the PID look-up tables. By applying

track killing [71], which assigns the efficiency from the tables to the single tracks,

realistic tracking efficiency for a selected MC event can be obtained. Similarly, the

K0
S efficiency tables were also used to get realistic K0

S efficiency [72], which was made
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Figure 6.2: The momentum of bachelor kaon in B+ → J/ψφK+ MC events.

by binning the K0
S decay length as a function of selection efficiency for the control

sample.

6.1.4. Single Photon Efficiency Correction

In order to match the single photon efficiency in MC to that determined in the real

data, 2.5% of photons were randomly killed in the simulation [73] for modes which

have π0s. But for the modes with η, this is not necessary [74] because the correction

is decreasing when the photon energy is increasing, and the energies of the photons

from η decays are very high.

145



6. Efficiencies, Yields and Systematic Uncertainties

0 0.5 1 1.5 2 2.5 3

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1.05

0 0.5 1 1.5 2 2.5 3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.5 1 1.5 2 2.5 3

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Figure 6.3: The discrepancy of kaon selectors between MC and the real data [69]:
Loose mode (top left); VeryTight mode (top right); NotAPion mode (bottom). Dash-
cross: MC, solid-cross: Data. The dip region is the momentum range where dE/dx
information in SVT and DCH can not provide effective π/K separation any more,
and the Cherenkov threshold region for the DIRC.
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6.1.5. The Overall Efficiency

The efficiencies after corrections are summarized as in Table 6.2 and Table 6.3 .

Table 6.2: Efficiencies of the three channels with corrections.

B → J/ψη, η → γγ B → J/ψη, η → π+π−π0 B → J/ψη′
Efficiency correction

Abs. Eff.(%) Rel. Eff.(%) Abs. Eff.(%) Rel. Eff.(%) Abs. Eff. (%) Rel. Eff.(%)

Raw MC 16.3 - 9.9 - 2.7 -

PID Killing 15.5 95.0 9.1 92.0 2.5 93.6

Photon Killing 16.3 - 9.4 95.0 2.7 -

Track Killing 16.3 100.0 9.9 100.0 2.7 100.0

Total 15.5 95.0 8.7 87.4 2.5 93.6

Table 6.3: Efficiencies of the three channels with corrections.

B+ → J/ψφK+ B0 → J/ψφK0
S B0 → J/ψφ

Efficiency correction
Abs. Eff.(%) Rel. Eff.(%) Abs. Eff.(%) Rel. Eff.(%) Abs. Eff. (%) Rel. Eff.(%)

Raw MC 13.9 - 10.3 - 14.5 -

PID Killing 10.8 78.0 8.7 84.1 12.1 83.6

Track Killing 13.6 97.6 10.2 98.8 14.5 99.7

K0
S Efficiency - - 10.3 100.7 - -

Total 10.6 76.1 8.6 83.7 12.1 83.3

6.2. Event Yield

The yield is calculated as:

ns = n0 −NARGUS −NJ/ψ−Gauss, (6.1)
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where n0 is the total number of events in 3σ signal box, NARGUS is the combinatoric

background, which is the ARGUS function area integrated across 3σ signal region

in MES and has been shown in the previous chapter, and NJ/ψ−Gauss is the peaking

background, which has been determined in the previous chapter. The statistical error

on the yield is given by

σns =
√
n0 + σ2

NARGUS
+ σ2

NJ/ψ−Gauss . (6.2)

The B → J/ψη, η → γγ signal in 50.9 fb−1 on-peak data is shown in Figure 6.4.

There are eight events that populate the signal box. The MES distribution in the ∆E

signal region is fit with a Gaussian plus an ARGUS with its shape parameter fixed

from the fake J/ψ sample. The background is estimated to be 1.7 events.

The B → J/ψη, η → π+π−π0 results are shown in Figure 6.5 and four events fall

into the signal box. The ARGUS shape parameter is again fixed from the fake sample

before the MES distribution is fit. The background is about 1.5 events.

The B → J/ψη′ results are shown in Figure 6.6 and no event in the signal box is

found. An ARGUS fit with fixed shape parameter from the fake sample is performed

and the background is estimated to be 0.5 events.

By running over on-peak data, one B0 → J/ψφ event in the signal box is found

(Fig 6.7). The combinatoric background from a fit with the fixed ARGUS shape

parameter from the fake sample is 0.3 events.
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Figure 6.4: On-peak data result on B → J/ψη, η → γγ .

The B+ → J/ψφK+ signal in on-peak data is shown in Figure 6.8. There are 23

events in the signal box. The MES distribution in the ∆E signal region is fit with a

Gaussian plus an ARGUS with the fixed shape parameter from the fake sample. The

background is about 7.8 events. The yield and its error are ns ± σns = 15.2 ± 4.8.

In Figure 6.9, 13 B0 → J/ψφK0
S events fall into the signal box. The ARGUS

shape parameter is fixed from the fake sample before the MES distribution is fit. The

background is estimated to be 3.3 events. The yield and its error are ns ± σns =

9.7 ± 3.6.
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Figure 6.5: On-peak data result on B → J/ψη, η → π+π−π0 .

6.3. Systematic Errors

The following sources of systematic uncertainty are considered.

6.3.1. Systematic Error from NBB

Based on the BB counting study [51], a 1.6% systematic error is quoted on the

total number of BB produced in 50.9 fb−1 on-peak data.
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Figure 6.6: On-peak data result on B → J/ψη′ .

6.3.2. Systematic Error from Secondary Branching Fractions

The secondary branching fractions involved in this analysis from PDG [19] are :

B(J/ψ → e+e−) = (5.93 ± 0.10)% (6.3)

and

B(J/ψ → µ+µ−) = (5.88 ± 0.10)%, (6.4)
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Figure 6.7: On-peak data result on B0 → J/ψφ .

which give a 1.7% total systematic error,

B(φ→ K+K−) = (49.2 ± 0.7)%, (6.5)

which gives 1.4% systematic error,

B(K0
S
→ π+π−) = (68.61 ± 0.28)%, (6.6)
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Figure 6.8: On-peak data result on B+ → J/ψφK+ .

which gives 0.4% systematic error, two η channels,

B(η → γγ) = (39.33 ± 0.25)% (6.7)

B(η → π+π−π0) = (23.0 ± 0.4)%, (6.8)

which give 0.6% and 1.7% systematic errors respectively, and

B(η′ → π+π−η) = (44.3 ± 1.5)%, (6.9)
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Figure 6.9: On-peak data result on B0 → J/ψφK0
S .

which gives a 3.4% systematic error. Add these in quadrature for the channels re-

spectively, the total systematic error from secondary branching fractions are shown

in Table 6.4.

6.3.3. Systematic Errors from Efficiency

The raw efficiency for each channel was calculated with the events that satisfy

the final selection criteria in the generated MC signal events. The systematic errors

associated with the calculations, which are treated as binomial errors, are shown in
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Table 6.4: Systematic error from secondary branching fractions.

B → J/ψη, η → γγ 1.8%

B → J/ψη, η → π+π−π0 2.4%

B → J/ψη′ 3.8%

B0 → J/ψφ 2.2%

B+ → J/ψφK+ 2.2%

B0 → J/ψφK0
S 2.2%

Table 6.5.

Table 6.5: Systematic error from MC statistics.

B → J/ψη, η → γγ 1.6%

B → J/ψη, η → π+π−π0 2.2%

B → J/ψη′ 4.6%

B0 → J/ψφ 1.6%

B+ → J/ψφK+ 1.6%

B0 → J/ψφK0
S 2.1%

When the signal MC events were generated, three-body phase space was assumed

for the three body modes (B+ → J/ψφK+, B0 → J/ψφK0
S) and two-body phase

space for the vector-vector mode B0 → J/ψφ. But there could be some complicated

decay dynamics that give different decay amplitudes and angular distributions. Thus

there is some uncertainty in the raw efficiencies found in this way.

In order to study the systematic error due to other possible decay models, two

extreme samples were generated, one with 100% transversely polarized J/ψ and φ,
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another with 100% longitudinally polarized J/ψ and φ. The corresponding helicity,

angular distribution, efficiency and fractional change from the efficiency calculation

using phase space are summarized in Table 6.6.

Table 6.6: Efficiency changes due to decay models.

Polarization d function of lepton d function of kaon Efficiency ∆ε/ε

λJ/ψ = 0 B+ → J/ψφK+, 13.86% 0.4%

(d10,±1)2 = sin2θ/2 (d10,0)2 = cos2θ B0 → J/ψφK0
S , 10.14% 1.6%

λφ = 0 B0 → J/ψφ, 14.12% 2.6%

B+ → J/ψφK+, 13.91% 0.1%

λJ/ψ = ±1 (d1±1,±1)2 = (1 + cosθ)2/4 B0 → J/ψφK0
S , 10.84% 5.2%

(d1±1,0)2 = sin2θ/2 B0 → J/ψφ, 14.42% 0.6%

B+ → J/ψφK+, 14.14% 1.6%

λφ = ±1 (d1∓1,±1)2 = (1 − cosθ)2/4 B0 → J/ψφK0
S , 10.07% 2.2%

B0 → J/ψφ, 14.81% 2.1%

For leptons from J/ψ decays, the angular distribution is d
JJ/ψ
λJ/ψ ,λl+−λl− . Similarly

for kaons, d
Jφ
λφ,λK+−λK− . Vector meson J/ψ and φ have total angular momentum

JJ/ψ = 1, Jφ = 1. For 100% transverse polarization they have helicity 0 while for

100% longitudinal polarization they have helicity ±1. The helicity relations of decay

daughters are λl+ − λl− = ±1 and λK+ − λK− = 0. ∆ε in Table 6.6 was calculated

with respect to the raw efficiencies in Table 6.3.

The true angular distribution should lie between these two extreme cases. Thus

a uniform distribution can be assumed and the corresponding error calculation can

be followed [75]. For each mode, the absolute systematic error was assigned as the

difference between the efficiency from the transverse case and the average of the

efficiencies from the two longitudinal cases divided by
√

12. The fractional systematic
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errors with respect to the raw efficiencies in Table 6.3 are 1.0% for B0 → J/ψφ, 0.4%

for B+ → J/ψφK+ and 0.9% for B0 → J/ψφK0
S.

All corrections in Section 6.1 contribute systematic errors to the efficiency. The

systematic error from the lepton PID consists of three components [68], the statistical

error from the fit to the inclusive J/ψ sample, the uncertainty from the correction

described in Section 6.1.1, and the uncertainty due to the method to use the PID

tables. Various uncertainties for different PID combinations were based on Run1

data and SP3 MC. The numbers were still quoted for SP4 MC results without cor-

rections [76]. The errors on ee channel and µµ channel for the selected modes were

averaged because the total efficiencies for two channels were not calculated separately.

The PID group evaluated the systematics in the kaon killing tables. The D∗ decay

control sample from the real data and D∗ MC sample were fitted to extract the kaon

PID efficiency and to evaluate the systematic error. The possible systematic sources

include fitting/counting method for background subtraction, the difference between

D∗ MC truth and the fitting results in background subtraction, data statistics in

background subtraction, D∗ MC statistics, the possible difference between the signal

MC in this analysis and the D∗ control sample, and D∗ control sample statistics [77].

For the first five sources, the track-based error on each kaon was given by the PID

group then multiplied by the kaon multiplicity of the event to give the total contribu-

tion. For the last source, the event-based systematic error was obtained by rerunning
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the signal MC with the tables adjusted within the statistical error on the control

sample (Table 6.7 and Table 6.8 ).

For all modes containing charged pions, the kaon veto was applied so the system-

atic error from kaon PID was included as well.

Table 6.7: Systematic error from kaon PID.

source B → J/ψη, η → γγ(%) B → J/ψη, η → π+π−π0(%) B → J/ψη′(%)

fitting/counting - 1.6 1.6

MC truth difference - 2.2 2.2

MC statistics - 0.4 0.4

BG data statistics - 1.12 1.12

Signal/Control difference - 3.0 3.0

Control sample statistics - 0.1 0.1

Total - 4.2 4.2

Table 6.8: Systematic error from kaon PID.

source B+ → J/ψφK+(%) B0 → J/ψφK0
S(%) B0 → J/ψφ(%)

fitting/counting 2.4 1.6 1.6

MC truth difference 3.3 2.2 2.2

MC statistics 0.6 0.4 0.4

BG data statistics 1.68 1.12 1.12

Signal/Control difference 5.0 3.5 3.5

Control sample statistics 1.8 3.0 2.8

Total 6.9 5.5 5.4

The error from tracking efficiency has been studied by the tracking group [78].

Following their prescription, a 0.8% fractional systematic error was assigned to ev-

ery GoodTracksLoose track and a 1.3% fractional systematic error was assigned to
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every GoodTracksVeryLoose track or ChargedTracks track. For all modes except

B0 → J/ψφK0
S, all tracks for B candidates are GoodTracksLoose tracks, but for

B0 → J/ψφK0
S, the two tracks combined for K0

S
are ChargedTracks tracks, and their

contribution was considered into the error from K0
S

efficiency.

The K0
S efficiency tables need be used to evaluate this systematic error [79]. It

includes three components: systematic error on efficiency for tracks at low radius,

which can be evaluated with two ChargedTracks tracks; the statistics of the control

sample, which is negligible; and the uncertainty in the momentum spectrum. The

uncertainty requires use of the alternate tables produced only with K0
S having pt > 1

GeV/c. A total 5% was obtained.

There is also a systematic error due to using the track smearing. The efficiency

with track smearing can be obtained by applying the smearing factor as described

in Section 6.1.2. Varying the smearing parameters within ±σ yields a different ef-

ficiency. The change on the efficiency is treated as the systematic error due to the

track smearing for SP3 MC. This is not necessary for SP4 MC because of the good

agreement with the real data.

The photon killing factor metioned above is (2.5 ± 1.25)%. So the systematic

error coming from photon detection probability can be determined by the efficiency

changes when rerunning photon killing with factor 3.75% and factor 1.25% [73].

The systematic error from photon energy scale shift and worse resolution in the
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real data were considered by varying all mass cuts on neutrals (η, η′, π0) and ∆E

to recalculate the results, described in the next section. In order to avoid double

counting, energy smearing and shifting were not applied [73].

All errors related to the efficiency corrections are summarized in Table 6.9 and

Table 6.10.

Table 6.9: Systematic errors from efficiency corrections.

source B → J/ψη, η → γγ(%) B → J/ψη, η → π+π−π0(%) B → J/ψη′(%)

Lepton PID 2.4 2.4 2.4

Kaon PID - 4.2 4.2

Tracking Efficiency 1.6 3.2 3.2

photon Efficiency - 5.1 -

Total 2.9 7.7 5.7

Table 6.10: Systematic errors from efficiency corrections.

source B+ → J/ψφK+(%) B0 → J/ψφK0
S(%) B0 → J/ψφ(%)

Lepton PID 2.0 2.0 2.4

Kaon PID 6.9 5.5 5.4

Tracking 4.0 3.2 3.2

K0
S

Efficiency - 5.0 -

Total 8.2 8.3 6.7

6.3.4. Systematic Error Estimates from Cut Variations

To obtain a rough measurement of the sensitivity of the results to the placement of

the selection cuts, all cuts (except PID) were varied by ±σ if possible, or a reasonable
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amount (Table 6.11 and Table 6.12). The branching fractions were recalculated for

both changes. Then the average of the magnitudes of the two differences from nominal

was taken as an estimate of the systematic error. When the branching fractions

were recalculated, the number of events in signal box was recounted, the ARGUS

component was reevaluated by refitting, and the peaking background from inclusive

J/ψ was reestimated using the new set of cuts. Estimates in Table 6.11 and Table 6.12

are fractional change in result from the nominal values.

Table 6.11: Systematic error estimates from cut variations.

source B → J/ψη, η → γγ(%) B → J/ψη, η → π+π−π0(%) B → J/ψη′(%)

MJ/ψ ± 1σ (11MeV) 1.4 1.5 2.1

Mη ± 1σ (6MeV) 9.8 2.8 7.4

Mη′ ± 1σ (7MeV) - - 2.9

Mπ0 ± 1σ (5MeV) - 9.0 -

π0 veto ± 1σ (5MeV) 0.5 - 0.6

|cosθl| ±0.05 3.4 3.3 2.9

|cosθγ |±0.05 6.0 - -

|cosθT | ±0.05 6.2 6.4 5.8

∆E ± 1σ 4.8 7.0 5.2

Total 14.3 13.9 11.7

6.3.5. Disentangling the Systematic Error on Cut Variation

Traditionally as described above, each cut was changed by ±σ or a reasonable

amount, and the subsequent change on the branching fraction could be assigned as

systematic error. But statistical fluctuations also play a part and can be significant
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Table 6.12: Systematic error estimates from cut variations.

source B+ → J/ψφK+(%) B0 → J/ψφK0
S(%) B0 → J/ψφ(%)

MJ/ψ ± 1σ (11MeV) 9.3 7.1 5.5

Mφ ± 1σ (5MeV) 2.7 6.9 3.7

MKS ± 1σ (3MeV) - 10.3 -

|cosθT | ±0.05 - - 7.4

∆E ± 1σ 6.2 3.9 6.2

Total 11.5 14.8 11.7

for low statistical analyses. BAD168 [80] introduced a method to examine these two

contributions based on the statistics theory described in G. Cowan’s book [81].

G. Cowan’s procedure works as follows. Assume N changes on a cut in a sen-

sible range, which lead to a set of branching fractions �B = (B1,B2, ...,BN) and the

associated statistical errors �σ = (σ1, σ2, ..., σN ). The measurements are arranged with

ascending yields, n1 < n2 < ... < nN . The definitions of these quantities have been

described in previous sections. The χ2 to test the measurement goodness is

χ2(λ) =
N∑

i,j=1

(Bi − λ)(V −1)ij(Bj − λ), (6.10)

where V is the covariance matrix with elements

Vij =


σ2
i , i = j

ρijσiσj , i �= j

(6.11)
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The correlation coefficients are calculated as ρij = ρji =
√
ni/nj with i < j. The χ2

is minimized when λ equals the weighted combination of N measurements, B̄, which

is obtained by

B̄ =
N∑
i=1

wiBi, wi =

N∑
j=1

(V −1)ij

N∑
k,l=1

(V −1)kl

. (6.12)

The essence of the method is this. If the quantity

r =

√
χ2
min

N − 1
(6.13)

is larger than 1, then the statistical error σi is considered too small to account for

the total change in B due to the variation of this cut. In this case the true error

should be inflated by a factor of r times the statistical error. So a compensated part,

the systematic error, which one could reasonably say need be added in quadrature,

is given by

σsyst = σstat
√
r2 − 1 =

√
U [B̄](r2 − 1), (6.14)

where U [B̄] is the covariance of B̄, which can be calculated with

U [B̄] =
N∑
i,j

wiVijwj. (6.15)

However, if r ≤ 1, the statistical error can cover the total error, and any extra

systematic error associated with the given cut is considered unnecessary.
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Each cut in Table 6.11, 6.12 was changed five times. The results are summarized

in Table 6.13 and Table 6.14. It is clear that all r values are less than 1 and no

systematic error is needed for cut variations.

Table 6.13: χ2
min/(N − 1) test for B → J/ψη, η → γγ, B → J/ψη, η → π+π−π0 and

B → J/ψη′.

Cut range B → J/ψη, η → γγ B → J/ψη, η → π+π−π0 B → J/ψη′

2.939GeV/c2 < MJ/ψ < 3.151GeV/c2 0.73 0.91 0+

0.931GeV/c2 < Mη′ < 0.985GeV/c2 - - 0+

0.523GeV/c2 < Mη < 0.571GeV/c2 0+ 0.65 0+

π0 veto, (15 ∼ 25)MeV/c2 0+ - 0+

0.115GeV/c2 < Mπ0 < 0.155GeV/c2 - 0.72 -

0.75 < |cosθl| < 0.85 0.41 0+ 0+

0.75 < |cosθγ | < 0.85 0.94 - -

0.75 < |cosθT | < 0.85 0.13 0+ 0+

0.048GeV < |∆E| < 0.096GeV - 0.50 -

0.066GeV < |∆E| < 0.133GeV 0.80 - 0.17

Table 6.14: χ2
min/(N − 1) for B0 → J/ψφ, B+ → J/ψφK+ and B0 → J/ψφK0

S.

Cut range B0 → J/ψφ B+ → J/ψφK+ B0 → J/ψφK0
S

2.939GeV/c2 < MJ/ψ < 3.151GeV/c2 0.16 0.44 0.33

0.999GeV/c2 < Mφ < 1.039GeV/c2 0.18 0.43 0.64

0.486GeV/c2 < MK0
S
< 0.510GeV/c2 - - 0.65

0.75 < |cosθT | < 0.85 0.53 - -

0.038GeV < |∆E| < 0.076GeV 0.09 0.98 0.47
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6.3.6. Systematic Error from Background Parameterization

The shape of ARGUS function changes the total background. For each mode, the

MES distribution in ∆E signal region of on-peak data was refitted with the ARGUS

shape parameter determined from ∆E sideband. The difference between the new

NARGUS and the original one leads to negligible systematic error for B → J/ψη and

B → J/ψη′, but 1.4% for B0 → J/ψφ, 2.6% for B+ → J/ψφK+ and 1.1% for

B0 → J/ψφK0
S.

The estimation of the peaking background also contributes a systematic error. The

J/ψ MC was used to estimate the peaking background for the results. A method to

test this peaking background estimation comes from the ∆E sideband in both the real

data and the J/ψ MC. The ∆E sideband in these two samples gives different numbers

of peaking events, and we use those differences to calculate a systematic error. Quoted

as a fractional error the systematics from this source are 6.9% systematic error for

B → J/ψη, η → γγ, 8.0% for B → J/ψη, η → π+π−π0, 7.1% for B → J/ψη′, 11.9%

for B0 → J/ψφ, 5.3% for B+ → J/ψφK+ and 1.6% for B0 → J/ψφK0
S.

6.3.7. The Total Systematic Error

All systematic errors described above were added in quadrature. The total system-

atic errors are listed in Table 6.15. There the abbreviated column labels are: ∆NBB ,

which is the systematic error from the total BB̄ events; SBF, which is the systematic
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Table 6.15: Systematic error summary.

Mode ∆NBB SBF MCS PidTrkG BkgdP ModelD Total (σT/B)

J/ψφ 1.6% 2.2% 1.6% 6.7% 12.0% 1.0% 14.1%

J/ψφK+ 1.6% 2.2% 1.6% 8.2% 5.9% 0.4% 10.5%

J/ψφK0
S 1.6% 2.2% 2.1% 8.3% 1.9% 0.9% 9.4%

J/ψη (γγ) 1.6% 1.8% 1.6% 2.9% 6.9% - 8.0%

J/ψη (3π) 1.6% 2.4% 2.2% 7.7% 8.0% - 11.7%

J/ψη′ 1.6% 3.8% 4.6% 5.7% 7.1% - 11.1%

error from the secondary branching fractions; MCS, which is the systematic error from

MC statistics; PidTrkG, which is the systematic error from PID, tracking efficiency

and photon killing; BkgdP, which is systematic error from background parameteriza-

tion; ModelD, which is the systematic error from the decay models rather than phase

space; and Total, which is the total fractional systematic error.

For most of modes, the biggest systematic error comes from the background, which

is dominated by uncertainty of the peaking background. For mode B+ → J/ψφK+

the biggest systematic error comes from PID because there are three tracks with low

momentum that use kaon PID.
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Chapter 7

Results and Conclusions

7.1. Upper Limits

The branching fraction and its statistical error are determined as follows:

B =
ns

NBB × ε× f
= Ans, (7.1)

σstat =
σns

NBB × ε× f
, (7.2)

where acceptance A is the combined factor for the overall efficiency ε, NBB and the

product of all secondary branching fractions f . The number of signal events ns, is

calculated by

ns = n0 − nb, (7.3)

where n0 is the total number of events observed in the signal box, and nb is the total

number of background events, which is the sum of NARGUS and NJ/ψ−Gauss.
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7. Results and Conclusions

When the measurement value is close to the physics boundary, generally a single-

sided confidence interval, i.e., an upper limit is set. For a Poisson process with n0

observed and nb background, the Poisson upper limit N on the signal expected ns,

for which the probability is 1− ε that one could get more than n0 events in a random

experiment, can be obtained by

ε =

n0∑
n=0

P (n;nb +N)

n0∑
n=0

P (n;nb)
. (7.4)

Here P (n;nb + N), P (n;nb) are Poisson distribution functions. The calculation as-

sumes nb is precisely determined. But in the case of this analysis there are uncer-

tainties in nb and A. Assuming that a normal distribution for the uncertainty is

reasonable (both for the background and the acceptance), the method to incorporate

this uncertainty into the upper limit is to convolute the Poisson distribution with

two normal distributions for the uncertainties, one for background and the other for

acceptance [75].

Suppose we have the value of nb with an overall (statistical plus systematic) Gaus-

sian error σb, and the value of A with an overall error σA. For the Poisson upper limit

N on ns at the confidence level (C.L.) 1-ε, one can calculate

ε =

n0∑
n=0

1√
2πσN

∫∞
0

∫∞
0 e−(ñb+ñs) (ñb+ñs)

n

n!
e
− (nb−ñb)2

2σ2
b e

− (N−ñs)2
2σ2
N dñbdñs

n0∑
n=0

∫∞
0 e−ñb ñ

n
b

n!
e
− (nb−ñb)2

2σ2
b dñb
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=

n0∑
n=0

1√
2πσA

∫∞
0

∫∞
0 e−(ñb+

Ã
A
N) (ñb+

Ã
A
N)n

n!
e
− (nb−ñb)2

2σ2
b e

− (A−Ã)2

2σ2
A dñbdÃ

n0∑
n=0

∫∞
0 e−ñb ñ

n
b

n!
e
− (nb−ñb)2

2σ2
b dñb

(7.5)

This is an extension of Equation (7.15) in the BABAR Statistics Working Group

(SWG) report [75]. The parameters in the equation are nb and A and their respective

errors. Here we take σN = NσA/A. For a 90% C.L. upper limit, we set ε = 0.1 and

determine N , the expected number of events for this upper limit.

In order to use the calculation tool based on the equation above from the BABAR

SWG [82], the total systematic error on the branching fraction is considered as the

systematic error on the acceptance, i.e., σA/A = σT/B (This is not completely true

because although the total systematic error on the branching fraction is dominated

by the contribution from the acceptance, the background contributes at some levels.

A careful rearrangement does not change the results significantly.). The results are

summarized in Table 7.1.

Table 7.1: Expected events, N at 90% C.L..

n0 nb ± σb σA/A(%) N

B → J/ψη, η → γγ 8.0 1.7 ± 0.4 8.0 11.5

B → J/ψη, η → π+π−π0 4.0 1.5 ± 0.9 11.7 6.76

B → J/ψη′ 0.0 0.5 ± 0.3 11.1 1.81

B0 → J/ψφ 1.0 0.3 ± 0.2 14.1 3.60

The resulting upper limits on the branching fractions are shown in Table 7.2. The
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information for the calculation of A have been shown in previous chapter.

Table 7.2: Branching fraction upper limits at 90% C.L..

B → J/ψη, η → γγ < 2.9 × 10−5

B → J/ψη, η → π+π−π0 < 5.1 × 10−5

B → J/ψη′ < 6.3 × 10−5

B0 → J/ψφ < 9.2 × 10−6

7.2. Combined Upper Limit

When the different measurements of a branching fraction B or an upper limit on

a branching fraction B are combined, the numbers of the observed, the numbers of

the background and the acceptances must be known.

Consider m independent measurements of a branching fraction B. The information

on the numbers of the observed, the numbers of the background and the acceptances

are given as {n01, nb1, A1}, {n02, nb2, A2}, ... , {n0i, nbi, Ai}, ... , {n0m, nbm, Am}. The

likelihood function is the product of probability density functions,

L(B) =
m∏
i=1

P (n0i;nbi +
B
Ai

). (7.6)

The value of B is determined by the maximum likelihood estimator [83],

∂lnL

∂B =
m∑
i=1

n0i/Ai
B/Ai + nbi

− 1/Ai = 0. (7.7)
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If there is uncertainty on the background and the acceptance, then Gaussian smearing

is applied [84].

The two η channels were combined to set the upper limit on the branching fraction

of B → J/ψη. The result calculated with the calculation tool from the BABAR SWG

is < 2.7 × 10−5 at 90% C.L.

7.3. Branching Fractions

The modes B+ → J/ψφK+ and B0 → J/ψφK0
S have significant signals: B+ →

J/ψφK+ is 3.1 statistical standard deviations from zero, while B0 → J/ψφK0
S is 2.7

statistical standard deviations from zero. The calculated branching fraction is based

on Equation 7.1. ε, ns and NBB are described in previous chapters and the secondary

branching fractions for the J/ψ, φ, and K0
S are obtained from PDG [19]. The results

are summarized in Table 7.3 including the total summed background events in the

signal region. The first error is the statistical error, and the second error is the

systematic error σT taken from Table 6.15. The derived result for B0 → J/ψφK0 is

also shown in Table 7.3.

K0
S is half of the production of K0 so B(B0 → J/ψφK0) = 2B(B0 → J/ψφK0

S).

171



7. Results and Conclusions

Table 7.3: Branching fractions for B+ → J/ψφK+, B0 → J/ψφK0
S and the derived

result for B0 → J/ψφK0.

Mode Efficiency n0 ns ± σ(ns) nb ± σb Branching Fraction

J/ψφK+ 10.6% 23 15.2 ± 4.8 7.8 ± 0.6 ( 4.4 ± 1.4(stat) ± 0.5(syst))×10−5

J/ψφK0
S 8.6% 13 9.7 ± 3.6 3.3 ± 0.4 ( 5.1 ± 1.9(stat) ± 0.5(syst))×10−5

J/ψφK0 (10.2 ± 3.8(stat) ± 1.0(syst))×10−5

7.4. Combined Branching Fraction

The two results onB → J/ψφK are combined in this section. The matrix elements

involved in the decay amplitudes are the same for two modes and the partial decay

widths follow:

Γ(B+ → J/ψφK+) = Γ(B0 → J/ψφK0). (7.8)

So the two partial widths can be combined ideally. But the lifetime of B0, τB0 , and

the lifetime of B+, τB+ , are different so that the total decay widths of B0 and B+,

ΓB0 and ΓB+ are different [19],

τB+

τB0

=

h̄
ΓB+

h̄
ΓB0

= 1.073 ± 0.027. (7.9)

Thus when the branching fractions

B(B+ → J/ψφK+) =
Γ(B+ → J/ψφK+)

ΓB+

, (7.10)
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B(B0 → J/ψφK0) =
Γ(B0 → J/ψφK0)

ΓB0

, (7.11)

are combined, the difference of the total decay widths must be incorporated. As such,

the charged mode is used to normalize and we combine

B1 = B(B+ → J/ψφK+), (7.12)

B2 =
τB+

τB0

· B(B0 → J/ψφK0). (7.13)

The formula to combine two measurement based on the maximum likelihood

method is:

B =

B1

σ2
1

+ B2

σ2
2

1
σ2
1

+ 1
σ2
2

. (7.14)

σ1 and σ2 are given by

σ1 =
√
σ2
st1 + σ2

usy1, (7.15)

σ2 =
√
σ2
st2 + σ2

usy2, (7.16)

where σst1, σst2 are the statistical errors for two measurements and σusy1, σusy2 are

the uncorrelated part of the systematic errors. σusy2 includes the uncertainty from

the lifetime ratio in Equation 7.9. The overall statistical error and systematic error
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on the combined branching fraction are:

σstat =

√√√√ 1
1
σ2
st1

+ 1
σ2
st2

, (7.17)

σsyst =

√√√√ 1
1

σ2
usy1

+ 1
σ2
usy2

+ σ2
csy, (7.18)

where σcsy is the correlated systematic error for two measurements, which includes the

systematic error on NBB, part of the systematic error on PID, part of the systematic

error on tracking efficiency. These correlated components were added in quadrature

to get the total fractional correlated systematic error, which equals 6.2%. It is trivial

to apply the fractional amount to the branching fraction of B+ → J/ψφK+ to obtain

σcsy, which is 0.27.

The combined result is:

B(B+ → J/ψφK+) = (5.1 ± 1.3(stat.) ± 0.5(syst.)) × 10−5. (7.19)

The equal production of B+B− and B0B
0

pairs at the Υ (4S) resonance is assumed.

7.5. The Invariant Mass and the Helicity

The Dalitz plot for B+ → J/ψφK+ final state is shown in Figure 7.1. The

kinematic limit is shown on the figure and includes two curves. The upper one is
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Figure 7.1: The Dalitz plot for 23 B+ → J/ψφK+ events.

(m2(J/ψφ))max and the lower one is (m2(J/ψφ))min:

(m2(J/ψφ))max = (E∗
φ + E∗

J/ψ)2 − (
√
E∗2
φ −m2

φ −
√
E∗2
J/ψ −m2

J/ψ)2, (7.20)

(m2(J/ψφ))min = (E∗
φ + E∗

J/ψ)2 − (
√
E∗2
φ −m2

φ +
√
E∗2
J/ψ −m2

J/ψ)2, (7.21)

where

E∗
φ =

m2
φK+ −m2

K+ +m2
φ

2mφK+

, (7.22)

E∗
J/ψ =

m2
B+ −m2

φK+ −m2
J/ψ

2mφK+

. (7.23)

The one-dimensional invariant mass of J/ψφ distribution and the helicity distri-
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bution of the 23 B+ → J/ψφK+ events in the signal region are shown in Figure 7.2

and Figure 7.3. The helicity angle for J/ψ → l+l− is defined as the angle between the

momentum of the negative charged lepton in the J/ψ rest frame and the momentum

of J/ψ in the parent B rest frame. The analogous definition is applied to φ→ K+K−

system.

Because of the low statistics, no definitive hint for ψg appears in these plots.

0

0.25

0.5

0.75

1

4 4.2 4.4 4.6 4.8

(GeV)

Figure 7.2: Invariant mass of J/ψφ for 23 B+ → J/ψφK+ events.

7.6. Conclusions

Upper limits have been determined for the modes B0 → J/ψη, and B0 →

J/ψη′. The results are consistent with the theoretical prediction based on the color-
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Figure 7.3: Helicity distribution for 23 B+ → J/ψφK+ events.

suppressed mechanism and the factorization in Section 1.3.1. The upper limit on the

branching fraction of B0 → J/ψη is pushed down two orders of magnitude. The upper

limit on the branching fraction of B0 → J/ψη′ is the first measurement. Further-

more, the information in Table 7.1 for the two B → J/ψη modes would correspond

to a combined branching fraction of (1.6 ± 0.6(stat.) ± 0.1(syst.)) × 10−5, which is

comparable to the B → J/ψπ0 branching fraction [85]. The results have very low

statistics, still far away from the feasibility to perform the sin2β measurement with

inclusive states.

An upper limit has been determined for the mode B → J/ψφ, which is consis-

tent with the naive estimation in Section 1.4. This is the first measurement of this

177



7. Results and Conclusions

process where final state interaction is at the leading order. More improvements on

theoretical models can be pursued with this measurement. The result without signif-

icant observation gives strong support to the factorization mechanism that predicts

rescattering should be very small. This helps to remove the 2-fold ambiguity in the

cos2β measurement with B → J/ψK∗ events.

We observed evidence for B → J/ψφK in two modes and determine the branch-

ing fractions B(B → J/ψφK+)=(4.4 ± 1.4(stat) ± 0.5(syst)) × 10−5 and B(B →

J/ψφK0
S)=(5.1±1.9(stat)±0.5(syst))×10−5. The branching fraction forB → J/ψφK

is consistent with CLEO results [46] but statistically improved. So far no conclusion

can be drawn if there is a resonance structure in the final state J/ψφK. More data

are needed to test the existence of the ψg state.

All five measurements are statistically limited now. More data at BABAR are

expected to improve the results.
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