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Abstract

This thesis presents a comparison of the strong coupling of the gluons to light (ql =

u + d + s), c, and b quarks, determined from multijet rates in 
avor-tagged samples of

approximately 150,000 hadronic Z0 decays recorded with the SLC Large Detector at the

SLAC Linear Collider between 1993 and 1995.

Flavor separation among primary ql�ql, c�c and b�b �nal states was made on the basis of the

reconstructed mass of long-lived heavy-hadron decay vertices, yielding tags with high purity

and low bias against � 3-jet �nal states.

We �nd:

�udss =�alls = 0:987� 0:010(stat:)+0:012

�0:010(syst:)
+0:009

�0:008(theory)

�cs=�
all
s = 1:023� 0:034(stat:)+0:032

�0:036(syst:)
+0:018

�0:014(theory)

�bs=�
all
s = 0:993� 0:016(stat:)+0:020

�0:023(syst:)
+0:019

�0:027(theory)

and alternatively
�cs=�

uds

s = 1:036� 0:043(stat:)+0:041

�0:045(syst:)
+0:020

�0:018(theory)

�bs=�
uds

s = 1:004� 0:018(stat:)+0:026

�0:031(syst:)
+0:018

�0:029(theory)

which implies that no 
avor dependence within our sensitivity.
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Chapter 1

Introduction

The \Standard Model"; of elementary particles and �elds, successfully predicts a large

number of high energy physics phenomena. Some measurements in the electroweak sec-

tor (SU(2)�U(1)) have reached a precision of better than 1 % [1]. However, measurements

of strong interactions (SU(3)c) have not yet achieved the same level of precision.

In order for Quantum Chromodynamics (QCD) to be a gauge-invariant renormalizable

�eld theory it is required that the strong coupling �s be independent of quark 
avor. This

basic ansatz can be tested directly in e+e� annihilation by measuring the strong coupling

in events of the type e+e� ! q�q(g) for speci�c quark 
avors q.

Whereas an absolute determination of �s using such a technique is limited, primarily

by large theoretical uncertainties, to the 5%-level of precision [2], a much more precise

test of 
avor-independence can be made from the ratio of the couplings for di�erent quark


avors, in which most experimental errors and theoretical uncertainties are expected to

cancel. Furthermore, it has recently been suggested [3] that the emission of gluon radiation in

b�b events is expected to be modi�ed relative to that in ql�ql. Finally, in addition to providing a

powerful test of QCD, such measurements allow constraints to be placed on physics beyond

the Standard Model. For example, a 
avor-dependent anomalous quark chromomagnetic

moment would modify [4] the emission rate of gluons for the di�erent quark 
avors, and

would manifest itself in the form of an apparently 
avor-dependent strong coupling.

The �rst such comparisons, of �s for b or c with �s for all 
avors, were made at PETRA

at a center-of-mass energy of 35GeV and were limited in precision to �0:41 (c) and �0:57

1
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(b) [5] due to small data samples and limited heavy quark tagging capability. These studies

made the simplifying assumptions that �s is independent of 
avor for all the non-b and

non-c quarks, respectively. Measurements made using Z0 decays recorded at LEP, under

the �rst assumption, veri�ed 
avor-independence to a precision of �0:012 on �bs=�
all
s [6],

and were insensitive to any di�erence among �s values for the other 
avors. The ALEPH

Collaboration also measured �bcs =�
uds

s to a precision of �0:023, but in this case there is no

sensitivity to a di�erent �s for c and b quarks. In addition, the OPAL Collaboration has

measured �fs=�
all
s for all �ve 
avors f with no assumption on the relative value of �s for

di�erent 
avors [7] and has veri�ed 
avor-independence to a precision of �0:026 (b), �0:09

(c), �0:15 (s), �0:20 (d) and �0:21 (u). In that analysis the precision of the test was limited

by the kinematic signatures used to tag c and light quarks, which su�er from low e�ciency

and strong biases against events containing hard gluon radiation.

Here we present an improved test of the 
avor-independence of strong interactions using

a sample of approximately 150,000 hadronic Z0 decay events produced by the SLAC Lin-

ear Collider (SLC) and recorded in the SLC Large Detector (SLD) [8] in data-taking runs

between 1993 and 1995. The precise tracking capability of the Central Drift Chamber and

the 120-million-pixel CCD-based Vertex Detector, combined with the stable, micron-sized

beam interaction point (IP), allowed us to reconstruct topologically secondary vertices from

heavy-hadron decays with high e�ciency. High-purity samples of Z0 ! b�b(g) and Z0 ! c�c(g)

events were then tagged on the basis of the reconstructed mass and momentum of the sec-

ondary vertex. Event containing no secondary vertex and no tracks signi�cantly displaced

from the IP were tagged as a high-purity Z0 ! ql�ql(g) (ql = u + d + s) event sample. The

method makes no assumptions about the relative values of �bs, �
c
s, and �

uds

s . An important

advantage of the method is that it has low bias against� 3-jet events. In addition to using an

improved 
avor-tagging technique, this analysis utilizes a data-sample size three times larger

than that used in our previous measurement [9], based on the sample of roughly 50,000 Z0

decay events collected in 1993, reached precisions of �0:04 (uds), �0:17 (c), and �0:06 (b)

on the basis of lifetime and decay multiplicity di�erences among hadrons containing light, c,

and b quarks. These features allow us to test the 
avor independence of strong interactions

to a precision higher by roughly a factor of three.

The organization of this thesis is as follows; chapter 2 reviews the perturbative QCD
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predictions and studies of the strong interaction in e+e� annihilation. Chapter 3 is devoted

to a brief review of the SLC and the SLD. The hadronic event selection and 
avor tagging

are described in chapter 4. The measurement of R3 ratios and translation to the �s ratios,

using a next-to-leading-order calculation and taking into account heavy quark mass e�ects,

are presented in chapter 5. Chapter 6 summarizes the results and concludes this thesis. Chapter 2

The Strong Interaction in e+e�

Annihilation

2.1 Quarks and Interactions

The quark parton model (QPM) was developed by Gell-Mann and Zweig [10] to explain

the rich spectroscopy of mesons (q�q) and baryons (qqq or �q�q�q) in terms of bound states

of quarks (q). If the quarks are assigned spin 1/2, possess the quantum number 
avor

(f = u; d; s; c; b; t), which represents eigenstates of the weak interaction, electromagnetic

charge (+2=3 for u; c; t, �1=3 for d; s; b ) and are triplets in terms of the color quantum

number (c = r; g; b) then the quantum numbers of all known hadrons can be created 1. The

color quantum number was introduced by Han and Nambu [11] to explain the existence

of particles such as �++ and 
� which is symmetric quark state of (u " u " u ") and

(s " s " s "), respectively, are forbidden by the Pauli exclusion principle.

The �rst direct evidence for quarks came from the observation at the SLAC-MIT ex-

periment using deep inelastic electron-nucleon scattering [12], which revealed the existence

of the point-like particle interaction from the properties of the Bjorken scaling structure

functions [13].

In e+e� annihilation, the existence of quarks was demonstrated by the observation of

1There are a few hadron resonances that are di�cult to interpret in terms of the Quark Parton Model

(QPM) and may be candidates for so-called glueball states, particles which are bound states of gluons only.

4
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jets, the stream of �nal state particles coming from the production of a back-to-back quark

and antiquark, in the Mark I experiment at SPEAR in 1975 [14]. Furthermore, the angular

distribution of the jets con�rmed the spin-1/2 of quarks and antiquarks [15]. Events con-

taining three jets of hadrons were �rst observed at PETRA [16] in 1979 at center-of-mass

energies around 20GeV. Such events were interpreted in terms of the fundamental process

e+e� ! q�qg, providing direct evidence for the existence of the gluon (g) and its coupling to

quarks.

Table 2.1: Fundamental spin-1
2

fermions. These masses are from [17].

generation 
avor symbol charge mass (GeV/c2)

quarks

�rst up u 2/3 0:002 � 0:008

down d -1/3 0:005 � 0:015

second charm c 2/3 1:0 � 1:6

strange s -1/3 0:1 � 0:3

third top t 2/3 180� 12

bottom b -1/3 4:1 � 4:5

leptons

�rst e-neutrino �e 0 < 1:5� 10�8

electron e -1 0.0051

second �-neutrino �� 0 < 1:7� 10�4

muon � -1 0.106

third � -neutrino �� 0 < 0:024

tau � -1 1:7770� 0:0003

Table 2.2: Fundamental gauge bosons.

Force gauge boson symbol charge spin mass (GeV/c2)

Strong gluon g 0 1 0

Electromagnetic photon 
 0 1 0

Weak W-boson W

� �1 1 80:36� 0:12 [17]

Z-boson Z
0 0 1 91:187� 0:007 [17]

Gravitational graviton G 0 2 0

There are several di�erent sorts of quarks (u; d; c; s; t; b), these are assigned the flavor

quantum numbers, which accounts for the variety of hadrons. The quark 
avors are listed in
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Table 2.1, as well as the leptons, which do not interact via the strong force. The interactions

between these fermions are described by gauge theories; the transmitting particles are gauge

bosons. Table 2.2 summarizes the fundamental forces and some properties of their gauge

bosons. Flavors are only changed by charged weak interactions.

So far, a number of experiments support the SU(2)L � U(1) electroweak theory, the

Standard Model of electroweak interaction, developed by Glashow, Weinberg, and Salam [18],

which uni�es the electromagnetic and weak interactions. In this theory the left-handed

quarks and leptons are arranged into isospin doublets, while the right-handed quarks and

leptons are arranged in isospin singlet states. The Standard Electroweak Model is an e�ective

theory and has three parameters 2 which have to be determined from experiments. A set of

useful parameterization is:

� The �ne structure constant � = 1=137:036 [20], determined from the quantum Hall

e�ect, is the electromagnetic coupling strength at 0GeV energy scale. Due to the

vacuum polarization the coupling is modi�ed, 1=�(MZ) = 127:9 � 0:1 [21] at the

energy scale of Mz.

� The Fermi coupling constant GF = 1:16639 � 10�5, determined from the lifetime of

the muon [22].

� The Weinberg angle sin2 �effw = 0:2315� 0:0004 [20], which is the electroweak mixing

angle, directly measured by SLD [23] or from a combination of measurements for the

Z0 mass and other Z0-pole observables, the W mass, and neutral-current processes.

2.2 Quantum Chromodynamics (QCD)

Quantum Chromodynamics (QCD) is the SU(3) gauge �eld theory which describes the

strong interactions between quarks and gluons (color gauge boson). The Lagrangian de-

scribing the interactions of quarks and gluons is

LQCD =

nfX
j

�
�qj(i


�@� �mj)qj � gjs( �qj

�Taqj)B
a
� �

1
4

Ga
��G

��
a

�

(2.1)

2not counting the masses of the fermions, Higgs boson, and CKM parameters [19]
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where �js = gjs
2
=4� is the strong coupling constant, j = u; d; c; s; t; b is the quark 
avor, and

the qj are the 4-component Dirac spinors associated with each quark �eld, the mj are the

quark masses, the Ba
� are the Yang-Mills [24] gluon �elds. The kinetic energy term is given

by

Ga
�� = @�B

a
� � @�B

a
� � gjsfabcB

b
�B

c
�: (2.2)

The fabc and Ta(a = 1; ::8) are the structure constants and the generators of the SU(3)

algebra, which obey the commutation relations:

[Ta; Tb] = ifabcTc (2.3)

The requirement of invariance under local gauge transformation leads to a unique La-

grangian which severely restricts the possible interaction terms between quarks and gluons.

This local gauge invariance is also necessary to ensure that the theory is renormalizable [25],

by which the divergences in calculations are absorbed into �nite numbers of physical val-

ues [26]. The last term in Eqn. 2.2 required by local gauge invariance implies that gluon

themselves carry the color charge, and hence the existence of self-couplings (Fig. 2.1(b-c)).

This is due to a non-Abelian nature of the SU(3) gauge group.

Following Ref. [27], the essential features of QCD may be summarized as:

(i) quarks with spin 1/2 exist as color triplets.

(ii) gluons with spin 1 as color octets.

(iii) the coupling q�qg exists (Fig. 2.1(a)).

(iv) the coupling ggg and gggg exists (Fig. 2.1(b-c)).

(v) the coupling constants in (iii) and (iv) are equal.

(vi) the coupling decreases as 1=lnQ2 with increasing energy scale Q.

Some properties of the strong coupling, (v) and (vi), are discussed in the following sec-

tions.
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q

q

g
g

g

g

g

g

g

g

(a) (b) (c)

Figure 2.1: (a) quark-gluon, (b) triple-gluon, (c) four-gluon coupling.

2.2.1 Strong Coupling and Perturbative QCD

A characteristic feature of non-Abelian gauge theories is that the coupling strength �s de-

creases with the four-momentum-transfer-squared Q2:

�s(Q
2) � 4�

�0log(Q2=�2)

(2.4)

where �0 = 11 � 2nf=3, nf is the number of active quark. Figure 2.2 summarizes the

evidence of running �s [28]. This means that for QCD, perturbation theory should work

well at high Q2 (short distance) where the quarks and gluons are quasi-free (asymptotic

freedom), but breaks down at small Q2 (large distance) where �s(Q
2) becomes large and

presumably con�nes quarks within hadrons.

The de�nition of the energy scale � depends on the renormalization scheme, and is

a matter of convention. The most commonly used prescription is the modi�ed minimal

subtraction (MS) scheme [29], in which only the ultraviolet pole terms, and the constant

terms arising from dimensional regularization3 [30] are absorbed into the coupling constant.

Eqn. 2.4 can be written at O(�2
s):

�s(Q
2) =

12�

(33� 2nf)ln(Q2=�2
MS
) + 6(153� 19nf)=(33� 2nf )ln(ln(Q2=�2
MS
))

(2.5)

in the MS scheme.

As an example, a derivation of �s value from a �t of O(�2
s) perturbative QCD to the

observables in e+e� annihilation is shown in Fig. 2.3(a) [31]. The determined �s values are

3The ultraviolet divergences in Feynman diagrams comes from the integration of internal momenta in

4-dimensional space, which can be made �nite by lowering the dimensions of the space-time to N , and then

take the limit of the results as N ! 4.
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not internally consistent with one another within experimental errors. The reason for the

scattering most likely comes from a truncation of the QCD perturbation series at �nite order,

which causes a residual dependence on the (scheme-dependent) renormalization scale �.

This parameter is unphysical and should not enter at all into an exact in�nite-order calcu-

lation, and its value is arbitrary. The SLD estimate of the renormalization scale uncertainty

for each observable is shown in Fig. 2.3(b). It is apparent that the scale uncertainty is much

larger than the experimental error.

The measured �s values are conventionally extrapolated to Q =MZ . Fig. 2.4 summarizes

the current measurements of �s along with the averaged value of �alls = 0:118� 0:005 [32].

1 2 5 10 20 50 100 200
0.0

0.1

0.2

0.3

0.4

0.5

Q (GeV)

αs

Figure 2.2: The values of �s(Q) at the values of Q where they are measured. The lines show

the central values and the �1� limits of the world average. The �gure clearly shows the

decrease in �s(Q) with increasing Q [28].
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2
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(a) (b)

Figure 2.3: Determination of absolute value of �s [31] using � ; 1-Thrust [33], �; Heavy jet

mass [34], Bt; Bw; Jet broadening (total, wide) [35], O; Oblateness [36], C; C-parameter [37],

D2; Di�erential two jet rates for E, E0, P, P0, Durham, Geneva algorithms, EEC; Energy-

energy correlations [38], AEEC; Asymmetry of EEC, JCEF ; Jet cone energy fraction [31].

Figure 2.4: Summary of world �s(M
2
Z) measurements [32]. The results are ordered vertically

in terms of the hard scale Q of the experiment.
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2.2.2 Unitarity and Flavor Independence of QCD

The existence of the gluon self-coupling vertices (ggg and gggg) as well as the quark-gluon-

quark vertex (q�qg), which is an another characteristic of non-Abelian gauge theory, and the

requirement of unitarity of QCD demand the 
avor independence of strong interactions.

The bare q�qg vertex in Fig. 2.5(a) is remormalized with the various higher order correc-

tions (Fig. 2.5(b)-(d)):

�igr
�Ta =

�igo
�Ta

Z2
p
Z3

�
1 + (Z�1

1

� 1)� 2(Z�1

2

� 1) + (Z3 � 1)
�

(2.6)

=

Z2
p
Z3

Z1

(�ig0
�Ta) (2.7)

where Ta(a = 1; ::8) are the generators of SU(3), Zi is the renormalization factor, g0 is the

bare coupling, and the gr = Z2
p
Z3g0=Z1 is the renormalized coupling.

As well as the coupling of q�qg :
gr(q�qg) =

Zm
2

p
Z

g
3

Zm
1

g0: (2.8)

the coupling of ggg is renormalized :
gr(ggg) =

Z
g

2
p
Z

g
3

Z
g

1

g0 (2.9)

where Zm
1 and Z

g
1 are the renormalization factor for q�qg vertex and ggg vertex, Zm
2 is that

for the self-energy of the quark matter �eld qf , and Z
g

2

= Z
g

3

is that for the self-energy of

the gluon gauge �eld g. These are schematically shown in Fig. 2.6. In order to conserve

probability the S-matrix must be unitary, which requires the Ward-Takahashi identity 4. A

generalized Ward-Takahashi identity applied for QCD5 implies that [40]:

Z
g

1

Z
g

3

=

Zm
1

Zm
2

(2.11)

4For instance, the Ward identity for a scattering of q�q ! q�q with the intermediate states being two gauge

boson states is [39]:

k
�
1M

ab
�� = �iSab
k2� (2.10)

where Mab
�� and S

ab are the q�q ! A
a
�A

b
� and q�q ! c

ay
c
b amplitudes, where Aa
� and c

a are the gauge and

ghost �elds, respectively, and k1 and k2 are the four momenta of intermediate state gauge boson.

5In QED, the Ward-Takahashi identity implies that the renormalization factor for the vertex correc-

tion (Z1) and for the matter �eld self-energy (Z2) are equal.
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Eqn. 2.11 and the presence of the three gluon vertex demands that the renormalized cou-

pling between gluons ( gr(ggg) ) must be the same as that between gluons and quarks ( gr(q�qg) ):

gr(q�qg) �
Zm
2

p
Z

g
3

Zm
1

g0 = gr(ggg) �
Z

g
3

p
Z

g
3

Z
g

1

g0 (2.12)

Thus, the renormalized strong \charge" or the magnitude of the strong coupling must

be universal and same for all quark 
avors (f1, f2...); gr(qf1�qf1g) = gr(ggg) = gr(qf2�qf2g). If

there were any 
avor dependence of strong interaction, it would break the unitarity of QCD

or might imply the existence of possible new physics.
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(a)

(b) +

+

++(d)

(c)

ig To a
 − γ µ

− − −−2 12
1( )( )Z ig To aγ µ

( )( )Z ig To a3
1 1− − − γ µ

( )( )Z ig To a1
1 1− − − γ µ

Figure 2.5: Feynman diagrams of (a) the bare q�qg vertex; (b) the vertex corrections; (c)

the quark self-energy corrections; (d) the corrections to the gluon propagator, and the cor-

responding vertex factors. The solid lines correspond to quarks, the helical curves represent

gluons, and the dashed loop is the ghost contribution necessary for removing non-physical

gluon polarization from the calculation at the chosen gauge [41].
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Figure 2.6: Schematic view of the renormalized couplings of q�qg (a), and ggg (b).

2.3 Hadron Production in e+e� Collisions

Characteristic of studies of the strong interaction in e+e� annihilation may be summarized

as follows [42]. In e+e� annihilation, hadronic activity is, by construction, limited to the

�nal state, making the study of hadronic events cleaner and simpler relative to lepton-hadron

and hadron-hadron collisions, from both the experimental and theoretical points of view. On

the experimental side, there are no remnants of the beam particles to add confusion to the

interpretation of hadronic structures, and the hadronic center-of-mass frame coincides with

the laboratory frame. On the theoretical side, the absence of hadrons in the incoming beams

removes dependence on the limited knowledge of the parton density functions of hadrons,

as well as rendering QCD calculations at a given order of perturbation theory easier to

perform because there are generally fewer strong-interaction Feynman diagrams to consider.

Electron-positron annihilation thus provides an ideal environment for precise test of QCD.

The process e+e� ! hadrons is schematically shown in Fig. 2.7 [42], and can be classi�ed

in four phases:

(i) Production of a q�q pair. This phase is described by the electroweak theory.

(ii) The primary quarks may radiate gluons, which may radiate q�q or gluons, in conse-

quence, leading to a parton shower.
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(iii) The colored objects produced in phase (ii) fragment into colorless hadrons.

(iv) The unstable hadrons produced in phase (iii) decay into the experimentally observed

hadrons.

EW p-QCD Hadron-

isation

Detector

e+

e–


Z0

γ
g

q

q

D*

K0

∆

φ

π

π

π

n

K

K

K

(i) (ii) (iii) (iv)

Figure 2.7: The phases in the process of hadronic production in e+e� annihilation [42].

The parton evolution in Phase (ii) is described by perturbative QCD. By contrast in

large distance or low Q2 interactions, the coupling strength increases so that quarks and glu-

ons remain bound together or confined in color singlet states (Phase (iii)). Unfortunately,

because the coupling strength is relatively large in `soft' low Q2 processes, the transition of

partons into hadrons, known as hadronization or fragmentation, cannot be calculated in per-

turbative QCD. Non-perturbative calculations are very di�cult; so-called `lattice' QCD [43]

calculations succeed in predicting some static hadronic properties such as masses and decay

constants, but as yet there is little progress in the calculation of dynamical processes. At

present, hadronization can only be described by phenomenological models, to be discussed

later in this chapter.

The con�nement of quarks and gluons within hadrons makes it di�cult for us to compare

experimental results with theoretical calculations. Although we can observe only hadronized
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particles, we believe that we can peek at and go upstream to the primary quarks and gluons

by investigating the �nal hadron distributions. According to perturbative QCD, a collection

of �nal state hadrons called a jet would remember the property of the primary parton under

the assumption of local parton-hadron duality [44].

In the following sections the above four phases will be described more in detail.

2.3.1 e+e� annihilation into hadrons

In the process of e+e� ! f �f (phase (i) in Fig. 2.7), where f denotes the �nal state fermion,

a virtual gauge boson 
=Z0 is exchanged. In the lowest-order approximation, the total cross

section is given by [45]

�(e+e� ! f �f) = Nc
4�

3
�2

s
�
q2eQ

2
f + 2qeQfvevfRe(�) + (v2e + a2e)(v

2
f + a2f )j�j2

�
(2.13)

where � is the electromagnetic �ne structure constant, Qf is the electric charge of fermion f ,

vf and af denote the vector and axial vector couplings of the Z
0 to fermion f . Nc corresponds

to the degrees of freedom of the color quantum number of fermion: 1 for leptons, 3 for quarks.

The function � describes the Breit-Wigner form of the Z0 resonance:

� =

�2

4 sin2 �w

s

(s�M2
Z) + �2
Zs

2=M2
Z

(2.14)

where MZ = 91:187GeV/c2 the Z0 mass, �Z = 2:49GeV the Z0 width [20].

The total cross section for e+e� ! hadrons as a function of the center-of-mass energy

(
p
s) is shown in Fig. 2.8. At

p
s � Mz, the e�ect of the electromagnetic term and 
 � Z

interference term (�rst term and second term in Eqn. 2.13) can be neglected and the Z0

exchange term (third term in Eqn. 2.13) dominates by a factor of � 800. The cross section

into hadronic �nal states is very large (� 30nb). Some properties of the Z0 are shown in

Table 2.4.
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Figure 2.8: Total cross section for e+e� annihilation into hadrons and muon pairs as function

of the center-of-mass energy. Also given is the two-photon cross section. Experimental data

are compared with predictions from the Standard Model [46].

fermion af vf

�e; ��; �� +1
2

+1
2

e�; ��; �� �1
2

�1
2

+ 2 sin2 �w

u; c; t +1
2

+1
2

� 4
3

sin2 �w

d; s; b �1
2

�1
2

+ 2
3

sin2 �w

Table 2.3: The vector and axial vector couplings for fermions to the Z0 gauge boson. af =

T 3
f ; vf = T 3
f � 2 sin2 �wQf , where Qf is the charge of the fermion, and T 3
f is the third

component of the weak isospin for the fermion.
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MZ 91:187� 0:007GeV/c2

�Z 2:490� 0:007GeV

branching ratio (%)

e+e� 3:366� 0:008

�+�� 3:367� 0:013

�+�� 3:360� 0:015

��� 20:01� 0:16

q�q� 69:90� 0:15

Table 2.4: Some properties of the Z0.

2.3.2 Parton Production

In phase (ii) of Fig. 2.7, the primary quarks can radiate gluons and the subsequent gluons may

radiate gluons or split into quarks. The parton structure can be calculated by perturbative

QCD by using two approaches: matrix element (ME), the explicit calculation of Feynman

diagrams for hard gluon emissions at the center of mass energy (Q =
p
s); and the parton

shower (PS) method, employing explicit modeling of parton shower evolution based on the

Altarelli Parisi equations [47].

matrix element

The cross section of the hadronic �nal state is derived by squaring the sum of the amplitudes,

and may be expanded in terms of powers of �s = g2=4�. Fig. 2.9a shows the zeroth order

process (O(�0
s)) in which a q�q pair is produced. Diagrams shown in Fig. 2.9b and 2.9c

contribute to the q�q production in the power series of O(�s) and O(�2
s), respectively.

The di�erential cross section of e+e� ! q�qg (Fig 2.10a) in O(�s) is given by

d2�

dx1dx2

= �0
2

3
�s

2�

x2
1

+ x2
2

(1� x1)(1� x2)

(2.15)

where �0 is the lowest order Born cross section,

�0 =

4��2

3s
Nc

X
f

Q2
f (2.16)
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and xi = 2Ei=
p
s (particle energy normalized by center of mass energy), for i = 1 : q; i = 2 :

�q; i = 3 : g. Here, Nc = 3 is the number of colors, � is the electromagnetic coupling, and Qf

is the charge of quark 
avor f .

This di�erential cross section diverges in the case that x1 ! 1 or x2 ! 1. The case x1 = 1

and x2 = 1 corresponds to the gluon emission with zero energy. This type of divergence is

called an infrared divergence. The case x1 = 1 but x2 6= 1 corresponds to the situation when

one of the quarks emits a gluon parallel to it. This is known as a collinear singularity.

Calculations including O(�2
s) contribution are very involved; the amplitudes correspond-

ing to all the diagrams in Fig. 2.9-2.10 must be summed and squared, including the gluon

self-coupling diagrams (Fig 2.11b). O(�2
s) calculations have been performed for observables

such as 3-jet rate:

R3 =

�3�jet

�tot

(2.17)

where �tot and �3�jet is the total hadronic- and 3-jet event cross section, respectively.

�s can be measured from the number of 3-jet events, because the cross section for hard

gluon radiation depends on it (Eq. 2.15). The collinear and infra-red divergences are handled

by dimensional regularization and by isolating the singular regions of phase space using a

parton resolution criteria such as scaled invariant mass yij = m2
ij=s. For each pair of partons

i, j, one requires that all yij > ycut for the event to be counted as a 3-jet event, otherwise it

is counted as a 2-jet event. Note, however, that jet cross sections now depend on ycut The

perturbative QCD prediction for the di�erential cross section in ycut up to O(�2
s) [48, 49] is:

1
�tot

d�(ycut)

dycut

= A(ycut)
��s

2�
�
+ [B(ycut) + A(ycut)2�b0lnf ]

��s
2�

�2
(2.18)

where b0 = (33� 2nf )=12�; and nf = 5 at
p
s = MZ is the number of active quark 
avors;

f = �=s is the renormalization scale factor.

Calculations beyond O(�2
s) are very few

6. A few observables can be calculated by resum-

mation technique7 [52] to access the leading terms beyond O(�2
s) recently developed just for

massless parton.

6For instance in e
+
e
� annihilation, O(�3s) calculations: the ratio of hadronic to � pair production;

R = �(e+e� ! hadrons)=�(e+e� ! �
+
�
�) for massless quarks [50], and the ratio of hadronic(Bh) to

leptonic(Bl) � -lepton decay branching ratios;R� = Bh=Bl [51] are available.

7A resummation technique utilizes the leading and next-to-leading logarithmic terms which can be calcu-
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Parton Shower

When it comes to multi-parton structures, the calculation for the cross section in the ME

approach becomes unrealistic due to the tremendous numbers of Feynman diagrams con-

tributing. One alternative is the parton shower approach based on the framework of the

leading logarithm approximation (LLA) [47, 53], where the leading term in the perturbative

QCD expansion is retained.

In the shower formulation, the kinematics of each a ! bc branch is given in terms of

two variables, Q2 and z. Q2 has dimensions of squared mass, and is related to the mass

or transverse momentum scale of the branching. Variable z gives the sharing of energy and

momentum between the two daughters. b takes a fraction z and c takes a fraction 1� z.

The probability for a parton to branches is given by the Altarelli Parisi evolution equa-

tion [47] :

dPa =

X
b;c

�s
2�

Pa!bc(z)dzdt (2.19)

Pq!qg(z) = CF
1 + z2

1� z

(2.20)

Pg!gg(z) = NC
(1� z(1� z))2

z(1� z)

(2.21)

Pg!q�q(z) = TR(z
2 + (1� z)2) (2.22)

where CF = 4=3, NC = 3, TR = nf=2, and t = ln(Q2=�2
PS) is the evolution scale parameter.

After a number of steps, these partons have virtualities Q2 < �PS � 1GeV and the shower

is terminated.

The parton shower models based on these frameworks describe the coherent e�ects of

soft gluons inside a jet and particle 
ow in between jets as well as hard gluon radiation in

an approximate manner.

lated to all orders in �s. In order to make reliable predictions it is necessary to combine them with the O(�2s)

calculations taking into account overlapping terms. This procedure is expected a priori to yield formulae

which are less dependent on the renormalization scale.
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2.3.3 Hadronization

As described in sect. 2.2.1, the dependence of the momentum transfer, Q2 on the strong

coupling is �s � 1=log(Q2=�2). We can see that as the parton shower evolves, Q2 decreases

and the coupling becomes quite large. This implies that no free quarks are found in nature.

They must be con�ned within color-singlet hadrons. The hadronization process, phase (ii)

of Fig. 2.7, is intrinsically non-perturbative. Dynamics of the con�nement of quarks into

hadrons is not yet well-understood.

In the absence of a deterministic calculation, however, several phenomenological models

have been developed and implemented in Monte Carlo event generators.

String Fragmentation

A QCD-inspired model of fragmentation is the string model [54]. The basic idea is that

the con�nement potential of QCD corresponds to a color 
ux tube (i.e. string) which

is stretched between the partons in an overall singlet state. In this picture, a quark or

anti quark corresponds to an end of the string, while gluons correspond to kinks on the

string (Fig. 2.12).

q

g

q
string

03-97

8290A17

t

x

Figure 2.12: Schematic views of q�qg string (left) and hadronization (right) [42] in string

model.
The Lund string model [55] invokes the idea of quantum tunneling, which lead to string

breakups. The equations of motion for the end-points of this relativistic string are

dp
dt

= �� (2.23)
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where p is the momentum of the end-point quarks and the + (-) sign refers to the left (right)

end of the string. The probability for string breaking is

exp(��m
2
?
�

) = exp(��m
2

�

)exp(��p
2
?
�

) (2.24)

where m is the mass of the created quarks; this is like a tunneling probability through a

potential barrier. JETSET7.4 [56], an implementation of Parton Shower calculation plus

string fragmentation, reproduces data quite successfully and is used as a reference Monte

Carlo generator by SLD.

Cluster Fragmentation

An alternative model is the cluster fragmentation model implemented in the HERWIGMonte

Carlo generator [57]. This hadronization model is inspired by the precon�nement [58] char-

acteristic of perturbative QCD. Precon�nement is the property of QCD whereby a par-

ton almost always �nds itself nearby in momentum space to a parton carrying opposite

color charge, whenever the partons have evolved from high to low virtuality. It is assumed

that such colorless objects called clusters therefore possess the properties of a hadron res-

onance. At the end of the parton shower evolution, gluons which posses two color indices

are forcibly split into q�q pairs, and pairs of adjacent partons are associated into colorless

clusters. Hadrons are produced through two-body, isotropic decays of the clusters. The

hadron species are selected in proportion to phase-space (hadron mass) and spin factors.

Independent Fragmentation

The independent fragmentation model was inspired by the Field-Feynmanmodel [59]. An ini-

tial quark q with energyW becomes paired into a hadron (q�q1) carrying energy fractionWz1.

Remnant quark q1 becomes paired into a hadron (q1�q2) carrying energy fractionWz2(1�z1),

and so on. This model has been gradually phased out, since it does not describe the string

e�ect, which is an experimentally well established phenomenon [60]; in q�qg events fewer

hadrons are produced in the region between the two quarks than between a quark and the

gluon.
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CHAPTER 2. THE STRONG INTERACTION IN E+E� ANNIHILATION 27

Fragmentation Functions

The fragmentation function f(z) expresses the probability distribution of z = Eh=Eq, the

fraction of a primordial quark energy (Eq) carried by a fragmented hadron (Eh). If one

requires the iterative procedure of the fragmentation to yield the same result irrespectively

of whether one starts from the q end or the �q of the string in Fig. 2.12(a), only one function

is allowed: the \Lund symmetric fragmentation function" [55] ,

f(z) / (1� z)a

z

exp
��bm2

?

z

�
: (2.25)

where m2
? = p2?+m

2 is the hadron transverse mass-squared w.r.t. the initial quark direction.

Parameters a and b used in the SLD Monte Carlo are listed in Table. 3.1

If the fragmented parton is a heavy quark Q, it needs to lose only a small fraction of its

energy [61]. The resulting heavy-
avored hadron HQ will carry a large fraction of the original

energy: z = EH=EQ � 1. The Bowler function [62] is a function within the framework of

the string model. Eqn. 2.25 is modi�ed:

f(z) / za1

z1+rQbm
2
Q

(
1� z

z

)a2exp
��bm2

?

z

�
: (2.26)

rQ is the parameter so as to extrapolate smoothly between this form and the Lund symmetric

one.
The Peterson function [63] is the best known one for heavy quark fragmentation that

well agrees with data [64, 65, 66]. The energy denominator in the amplitude for this process

is

�E = EQ � EH � Eq

' m2
Q

2p
� m2

H
2p
� m2

q

2(1� z)p
� 1� 1
z
� m2

q=m
2
Q

1� z

(2.27)

where p is the initial Q momentum, and mQ ' mH is assumed. All other factors are approx-

imated by constants, apart from a longitudinal phase space factor d3pH=EH ' �dp2Tdz=z.

This gives the Peterson fragmentation function [63]

f(z) / 1

z
�
1� 1
z
� �Q
1�z

�2 (2.28)

where �Q is a parameter expected to be proportional to m�2
Q , listed in Table. 3.1.
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2.4 Current Experimental Status

In this section we brie
y discuss current experimental tests of 
avor independence of strong

interactions, as well as the possibility of anomalous moments which might modify the q�qg

vertex in the heavy quark sector.

2.4.1 Measurements of �s ratios

TASSO

The TASSO Collaboration [5] at PETRA e+e� collider carried out the �rst test of the 
avor

independence of �s at center of mass energy of
p
s = 35GeV using approximately 31,000

hadronic events. Events containing charm quarks were identi�ed by exclusive reconstruction

of D� ! �D0 meson decays and the Energy-energy correlation (EEC) [38] was used for the

measurements of the strong coupling. They obtained �cs=�
all
s = 0:91�0:38(stat)�0:15(syst).

This technique of selecting charm decays requires the charm meson to be carrying a large

fraction of the energy available to it, which limits the acceptance for events with very hard

gluons. Also, charm events containing the appropriate D� ! �D0 cascades only make up

a small fraction ( 7%) of the total and the exclusive decay modes used to reconstruct the

D0 have small branching fractions. These factors lead to an undesirably small e�ciency for

tagging charm events and hence to a large statistical error. Events containing b quarks were

enriched by weighting the decay vertices separated from the beam interaction region using

the long B hadron lifetime. 516 events were selected as a b-rich sample with a purity of 68%.

They obtained �bs=�
all
s = 1:17� 0:50(stat)� 0:28(syst) from the EEC.

Tests at the Z0 Resonance

The era of experimentation at the Z0 pole with e+e� colliders has allowed test of the 
avor

independence of QCD with greater precision. A common method is to use identi�ed leptons

with large momentum and transverse momentum relative to the nearest jet axis as a tag

of b or c quarks. Depending on the cuts placed on the lepton momenta, this method could

also bias the event sample away from those events containing hard gluon radiation. Another

method is lifetime tagging using long lifetime of heavy hadrons (see Sect. 5.6.2.). Jet clus-
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tering algorithms are commonly used to de�ne the number of jets in an event, and will be

discussed in Sect. 5.2.1.

L3
The L3 collaboration [67] found �bs=�
udsc

s = 1:00�0:05(stat)�0:06(syst) from the measured 3-

jet rate. From 110,000 hadronic events approximately 2900 b events were selected identifying

the muons or electrons coming from the semileptonic decay of the b quark. The b purity was

evaluated to be 87%. The jet rates in the selected samples of hadronic and inclusive lepton

samples were determined using the JADE algorithm [68] at ycut = 0:05.

DELPHI

The DELPHI collaboration measured �bs=�
udsc

s using 356,000 hadronic events collected in

1990 and 1991 and that subset containing leptons with large momenta and transverse mo-

menta. The purities of b-sample are 76% and 68% for muon and electron samples, respec-

tively. They measured �bs = 0:118� 0:004(stat) � 0:003(syst)� 0:008(scale) by �tting the

momentum and transverse momentum spectra of the lepton candidates in both two- and

three-jet event samples simultaneously using the spectra predicted from the Monte Carlo

simulation for b, c, and background events [69]. A comparison with �s for all 
avors yielded

the relative strength �bs=�
udsc

s = 1:00�0:04(stat)�0:03(syst) from jet rates using the JADE

algorithm with the E0 scheme at ycut = 0:06. the P-scheme, the Durham and the Geneva

algorithms [70] were also used as cross checks.

Recently they updated their measurement using 2.8 million hadronic Z decays collected

during 1992-1994 [71]. b and uds event 
avor was identi�ed using impact parameter tag.

The purity and e�ciency for b tag sample were 85% and 55%, respectively. Those for uds

tag sample were approximately 80% and 80%, respectively. Using the Durham algorithm

at ycut = 0:02 they found: �bs=�
uds

s = 1:007 � 0:005(stat) � 0:007(frag:) � 0:005(theo:)

where frag. and theo. denote the uncertainty from fragmentation model and theoretical

uncertainty from renormalization and b mass ambiguity, respectively. They also derived the

b quark mass at the MZ scale de�ned in the MS renormalization scheme:

mb(Mz) = 2:67� 0:25(stat:)� 0:34(frag:)� 0:27(theo:)GeV =c2 (2.29)
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assuming the 
avor independence of strong interaction.

ALEPH

The ALEPH collaboration [72] measured the ratios �bs=�
udsc

s = 1:002�0:009(stat:)�0:005(syst:)�

0:021(theo:) and �udss =�cbs = 0:971 � 0:009(stat) � 0:011(syst) � 0:018(theo:) using about

950,000 hadronic events collected during 1991 and 1992. The analysis was based on event-

shape variables (Thrust [33], C-parameter [37]), JADE [68] and Durham [70] jet clusterings.

Two b-quark samples were enriched by lepton tagging and lifetime tagging, and a light-quark

sample was enriched by lifetime anti-tagging; the 
avor purities were 88 � 2%, 86 � 3%,

81� 3%, respectively.

OPAL

The OPAL collaboration performed the �rst truly comprehensive study of the 
avor inde-

pendence of the strong interaction. They used high pt leptons to form a b tag, exclusively

reconstructed D mesons for the charm tag, fast K0
s for a strange tag (Xk = 2Ek=

p
s >

0:4; the scaled energy fraction to the primary quark), and fast pions, protons, and kaons

(0:7 < X�;K;p < 1:07) as a tag of light (uds) 
avors. The di�erential 2-jet rate was measured

using JADE with E0 algorithm, and a grand unfolding was done to obtain the ratios of

couplings [7]:

�bs=�
all
s = 1:021� 0:013(stat:)� 0:023(syst:)

�cs=�
all
s = 0:912� 0:067(stat:)� 0:061(syst:)

�ss=�
all
s = 1:141� 0:043(stat:)� 0:142(syst:)

�ds=�
all
s = 0:933� 0:087(stat:)� 0:175(syst:)

�us=�
all
s = 0:951� 0:103(stat:)� 0:182(syst:) (2.30)

The large systematic errors on the light quark coupling ratios are due to the uncertainties in

basing a tag on the identity of the fastest particle in an event, as this is uncharted territory

for many of the Monte Carlo models of hadron production. The large statistical errors

on these quantities are a consequence of the ine�ciency of the light 
avor tags. A 1995

paper [73] by OPAL has extended the repertoire of techniques used in the measurement
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of �s for the 
avor tagged samples. They used a detached vertex b tag. Their result is

�bs=�
all
s = 0:994� 0:015� 0:011.

SLD

The SLD collaboration carried out an �s ratio measurement using 50,000 hadronic event

collected during the 1993 run [9]. In an attempt to obtain the best possible statistical

precision for all 
avors, we have chosen to pursue an \inclusive" analysis to test the 
avor

independence of the strong interaction. The 
avor tag was accomplished by an impact

parameter tag (see Sect. 5.6.2). The published result is:

�udss
�alls

= 0:987� 0:027(stat)� 0:022(syst)� 0:022(theory) (2.31)

�cs
�alls

= 1:012� 0:104(stat)� 0:102(syst)� 0:096(theory) (2.32)

�bs
�alls

= 1:026� 0:041(stat)� 0:041(syst)� 0:030(theory) (2.33)

The dominant experimental systematic errors arise from the uncertainties in the modeling

of heavy hadron decays. The theoretical uncertainties are dominated by the variation in the

results obtained with the six di�erent jet algorithms (E, E0, P, P0, Durham and Geneva, see

Sect. 5.2.1) used in the analysis, which are presumably caused by uncalculated higher-order

terms in the predictions for jet production rates.

Summary

The measurements of �s(flavors)=�s(all) at Z
0 are summarized in Fig. 2.14. In all but

the OPAL analysis involving �ve 
avors, assumptions need to be made about the relative

strength of the strong coupling for the other quark 
avors, as no sample of events is 100%

pure, and the backgrounds must be subtracted. The most common approach is to assume

that �us = �ds = �ss = �cs and then proceed with the background subtraction. We only make

the weak assumption that �us = �ds = �ss.

2.4.2 Anomalous Chromomagnetic Moment

Finally, in addition to providing a powerful test of QCD, such measurements allow constraints

to be placed on physics beyond the Standard Model. For example, a 
avor-dependent anoma-
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lous quark chromomagnetic moment would modify the emission rate of gluons for di�erent

quark 
avors, and would manifest itself in the form of an apparently 
avor-dependent strong

coupling.

In general one might expect new high-mass scale dynamics to couple with the massive

third generation fermions. The possibility and in
uence of an anomalous chromomagnetic

moment on the spectrum of gluon radiation associated with heavy quark production has

recently been proposed [4]. In terms of an anomalous chromomagnetic moment �, the QCD

Lagrangian is modi�ed:

L = gs�qjTa
�


� + i
�

2mj
���k

�
�

qjG
a
� (2.34)

where k is the outgoing gluon momentum from the qj �qjg vertex. Anomalous non-zero �

yields, in e�ect, a modi�ed gluon radiation rate (at the leading order of �s and �):

�qj �qjg

�qj �qj
' �s
�

�2s

18m2
j

v2j + 1:25a2j

v2j + a2j

(2.35)

where aj and vj are the axial and vector coupling, respectively, of the quark 
avor j in the

weak interaction. If � were non-zero for a given quark 
avor, the measured value of �s for

that 
avor would be distorted.

The gluon energy distribution at NLC (t�tg) will yield greatly increased sensitivity to

nonzero �, however, an experimental constraint was obtained from the gluon energy spectrum

in b�bg events [74]:

�0:106 < � < 0:044 (2.36)

with 95% con�dence level limit for b�bg vertex.
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Figure 2.14: Values of �flavorss =�alls previously measured values. The symbols c = b and

u = d = s = c indicate assumptions of the 
avor independence between these 
avors.

References for these values are provided in the text.

Chapter 3

Experimental Apparatus

3.1 The SLAC Linear Collider (SLC)

The SLAC Linear Collider (SLC) [75] accelerates both electrons and positrons up to 50 GeV.

The SLC consists of mainly �ve systems: a polarized electron gun, damping rings, a linear

accelerator (LINAC), arcs and a �nal focus system. The layout of the SLC is shown in

Fig. 3.1.

Longitudinally polarized electrons are produced two times per 120 Hz accelerator repe-

tition cycle by irradiating a GaAs semiconductor cathode with a circularly polarized laser.

These electrons form two \bunches". Each bunch contains approximately 5� 1010 particles.

These bunches are accumulated in the North Damping Ring after being accelerated up

to an energy of 1.19 GeV. The damping ring reduces the phase-space of particles in a bunch.

After a large number of turns, they are extracted from the ring and accelerated in the LINAC.

Approximately after the �rst bunch is accelerated down two-thirds of the LINAC, the

second electron bunch is delivered onto a target to produce positrons, which are sent back

to the South Damping Ring through the Return Line to wait for the next accelerator cycle.

The electron and positron bunches, accelerated up to 46.7 GeV energies in the LINAC,

are divided into two opposing arcs by a bending magnet.

Three superconducting quadrupole magnets in the �nal focus system provide 2:6�m (hor-

izontal) � 0.8 �m (vertical) 
at beams and a stable Interaction Point (IP) where electrons

and positrons collide [75].

34
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Figure 3.1: The layout of the SLAC Linear Collider [75].
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Figure 3.2: The history of the integrated luminosity for the 1991 through 1995 runs of the

SLD experiment [76].

A number of upgrades were performed on the SLC between the 1993 and 1994-1995 runs.

Introduction of an \over-compression" technique 1 [77] allows a shorter bunch length and

a reduced energy spread. A �nal focus optics upgrade was designed to reduce chromatic

e�ects. A history of the integrated luminosity for the 1991 through 1995 runs of the SLD

experiment is shown in Fig. 3.2.

3.2 SLC Large Detector (SLD)

The SLC Large Detector (SLD) [8] has recorded the e+e� annihilation events at the Z0

resonance. The SLD is a cylindrically symmetric detector. Fig. 3.3 shows the cutaway and

quadrant sections of the detector.

Charged tracks are measured in the Central Drift Chamber (CDC) [78] and in the Vertex

Detector (VXD2) [79]. The Cherenkov Ring Imaging Detector (CRID) [80] makes identi�ca-

1The rf cavity in the dumping ring-to-LINAC (RTL) transport line compresses the longitudinal bunch

distribution in a rectangular shape using the bunch energy-length correlation.



CHAPTER 3. EXPERIMENTAL APPARATUS 37

Figure 3.3: The cutaway and quadrant sections of the SLD [76].
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tion of the charged particles. Particle energies are measured in the Liquid Argon Calorime-

ter (LAC) [81]. The solenoidal coil provides a 0.6 T magnetic �eld for the measurement of

charged particle momentum.

The SLD takes right-handed coordinate system. The z coordinate is along the beam axis

and points in the direction of the positron beam, with z = 0 de�ned as the center of the

CDC. The x-y plane is perpendicular to the beam axis, with positive y pointing vertically

upwards, and positive x pointing westwards. Cylindrical coordinates (r�z) are also used

with same z axis of the xyz coordinate system, where r is the radial distance from the beam

pipe and � is measured in the x-y plane counter-clockwise from the x axis.

The subcomponents of the SLD are described brie
y in the following sections.

3.2.1 Vertex Detector (VXD2)
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Figure 3.4: The SLD Vertex Detector, bird's-eye view (left) and xy view (right).

The VXD2 [79] uses Charged Coupled Devices (CCDs). for detecting the deposition of

ionization from traversing charged particles. Three dimensional precise track reconstruction

is achieved by this pixel-based detector. The VXD2 consists of 480 CCDs of 8:5mm�12:7mm

die mounted on 9.2cm long aluminum-ceramic boards (henceforth called ladders). Each

ladder has 8 CCDs and composed of four cylindrical layers. The two inner layers are made
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up from 13 ladders and the two outer layers consist of 17 ladders. The CCDs are con�gured

to cover the gaps between CCDs (Fig. 3.4). At least two hits are possible for tracks within

j cos �j < 0:75, where � is the polar angle respect to the beam axis. The vertex detector

and the cryostat is clamped to each end of the CDC by means of a pair of aluminum

support cones. The overall thermal dissipation in the detector is 12W (0:1�W per pixel).

The temperature of the detector has been maintained at �80 � 2oC by the liquid nitrogen

boil-o� gas 
ow through cryostat cylinder made of expanded poly-urethane surrounding the

VXD2 to suppress dark current and the loss of charge transfer e�ciency.

Each CCD die contains 385 � 578 pixels which is a unit of Metal Oxide Semiconduc-

tor (MOS) structure of n-buried channel fabricated on p-type epitaxial layer having a p+

substrate. Each pixel is 22�m square and has a depletion depth of 5�m. Charge collection

occurs over the thin epitaxial layer (� 15�m) which results in signal charge are very un-

likely to be distorted due to � electrons. A min-I particle traversing a CCD deposits about

80e=�m � 20�m = 1600e of which about half will di�use into the depletion region . The

pixel threshold is set around 100e (thermal noise corresponds to 30e)

On receipt of a trigger all CCDs are read out in a raster-scan mode from the output node

at the corner of CCD. A deposited charge is held statically in the potential well just below

the surface of the MOS structure, typically 10�m in depth. These charges are transferred

onto the CCD output node (one per CCD die) by the extra potential well provided by 10V

drive pulses. I-shifts which shifts all the charges in the CCD imaging (or I-) area down by

one raw, with the bottom raw being moved into the Readout (or R-) register. There follow

385 R-shifts which clock the charges in the R-register in turn onto the output node. The

shaped pulse are digitized by a 10bit 
ash ADC synchronized to the 540 ns R-shift period.

Each pixel needs 4bytes of storage for its address and contents. Since it is not feasible

to store all of 120 million pixel data, a pipeline processor named ClusterProcessor [82] was

introduced to reduce the data size to a manageable level (20K bytes per event) selecting

3� 3 hit clusters 2.

2A ClusterProcessor consists of 4 Application-Speci�c-Integrated-Circuits (ASIC) per CCD die. An

ASIC consists of approximately 5000 gate logics. It worked synchronously equal to the CCD readout rate of

2MHz. The 3� 3 kernel size was taken into account charge di�usion in the undepleted part of the epitaxial

layer. The backgrounds seen in the detector are predominantly from X-ray conversions and long tracks

which, being nearly parallel to the beam direction.
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The intrinsic position resolution of CCD is 5:5�m [83] obtained from the residual of the

middle hit in a triplet of VXD hits from the same track on three separate layers. The average

number of noise hits per CCD is 5.

3.2.2 Central Drift Chamber (CDC)

The charged particle tracking is mainly carried out by the Central Drift Chamber(CDC) [78].

The CDC, which covers the barrel region, is 2 m long with an inner radius of 20cm and an

outer radius of 1.0m.

The structure of the drift cell is of the 'jet-chamber' type. The wire con�guration is shown

in Fig. 3.6. Each cell has an row of 8 sense wires of 25�m diameter gold-plated tungsten.

The �eld shaping and guard wires are 150�m diameter gold-plated aluminum. The CDC

contains 640 cells organized into 10 superlayers. As the charged particle traverses the cell, a

trail of ions is produced along the track trajectory in the drift gas. The deposited electrons

will drift toward the sense wires (7:9�m=ns) under the electric �eld (0.9kV/cm) provided by

the �eld shaping wires. From the measured time between a beam crossing and the arrival

of the signal on the sense wire, one can determine the distance of a hit from the sense wire

via a time-to-distance relation. The gas mixture in the CDC is 75 % CO2, 21% Ar, 4%

isobutane, and 0.3 % H2O. CO2 is chosen as the primary gas because of its low di�usion

constant for drift electrons. Argon is added to increase the gas avalanche gain, Isobutane

quenches photons from the avalanche that might cause fake second-hand ionization by the

photoelectric e�ect, and water reduces the aging e�ect in the radiation environment of SLC

by supressing dark current due to its electron a�nity [84]. The CDC is maintained at a

constant temperature of 20oC by a series of cooling tubes attached to each end-plate. No

attempt is made to stabilize it against 
uctuations in atmospheric pressure, however, the drift

velocity is calibrated within 0.1% accuracy taking into account the pressure, temperature

and water vapor concentration.

The gas-ampli�ed charge is readout from both ends of the sense wires. At each beam

crossing, the waveform of the charge deposited on each sense wire is sampled onto a switched

capacitor array called an Analog Memory Unit (AMU) [85]. For triggered events the stored

waveform from each end is digitized by 12-bit ADC and transported serially over optical

�bers into a FAST-BUS Waveform Sampling Module. The waveform information allows
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us the close hit separation. An e�ciency of 50% (� 100%) is achieved by a separation of

1mm (1.5mm), which corresponds to approximately 3% of hits on tracks in hadronic Z0

decays are too close to be resolved.

This double-ended readout, combined with the 330-
 resistance of the sense wires, per-

mits a charge division measurement of the axial coordinate along with sense wire accurate

to about 5cm. Furthermore, the superlayers alternate between Axial (A) and stereo layers

which have a �41 mrad stereo angle (U and V) with respect to the beam axis to allow a

three dimensional measurement of the track trajectory.
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Figure 3.5: Drift distance resolution as a function of the drift distance in a cell [78]. The

line indicates the contribution from the di�usion of drift electrons.

The intrinsic drift distance resolution averaged over the drift distance3 is 82�m primarily

dominated by the di�usion coe�cients of the gas, the ratio of sampling speed to electron drift

velocity in the gas, and electrical noise. The global resolution is measured to be 92�m. the

di�erence between these (40�m) re
ects the global mis-alignment and the non-uniformity of

the drift velocity near the sense and �eld wires (Fig. 3.5).

The overall tracking performance will be discussed in Sect. 3.4.

3derived from Gaussian �t to the residual distribution in a given cell.
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3.2.3 Cherenkov Ring Imaging Detector (CRID)
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Figure 3.7: Schematic view of the Cherenkov Ring Imaging Detector(CRID)

The Cherenkov Ring Imaging Detector (CRID) [80] is designed to identify charged parti-

cles; �=K=p separation is possible up to about 30GeV/c, and e=� separation up to 6GeV/c.

When the velocity of a charged particle exceeds the light velocity in a medium, Cherenkov

light is emitted in a cone with an opening angle � with respect to the direction of a charged

particle, where cos � = 1=�n, n is the refractive index of the medium and � is the veloc-

ity of the particle in the light velocity unit. The combination of velocity measurement by

this Cherenkov angle and momentum measurement by the tracking detectors makes possible

particle identi�cation.

The CRID employs liquid (C6F14) and gas (76% C5F12 + 24% N2) radiators. Due to the

di�erent refractive indices, the former covers the low momentum (0:3 < p < 5GeV=c) and

the latter covers the high momentum region above 2.5GeV/c [86].
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3.2.4 Liquid Argon Calorimeter(LAC)

The Liquid Argon Calorimeter(LAC) [81] is composed of a cylindrical barrel calorimeter and

two endcap calorimeters. The barrel LAC is 6m long and extends in radius from 1.8 to

2:9m. The two endcaps �t just inside the barrel cylinder and are mounted on retractable

end doors of the detector. The LAC provides both electromagnetic and hadronic calorimetry

over the full azimuthal angle and polar angle j cos �j < 0:98 region (the barrel LAC covers

j cos �j < 0:84, while the endcaps cover 0:82 < j cos �j < 0:99).

The barrel section of the LAC is composed of 288 modules, and spanned in the azimuth

direction(�) by 48 modules of width 30cm. In the radial direction, two separate type of

modules - electromagnetic (EM) and hadronic (HAD) - are stacked up. These modules are

shown in �gure 3.8.

LAC modules are constructed as parallel plate liquid argon ionization chambers. The

lead plates are grounded, while the tiles are held at high voltage and serve as the charge

collecting electrodes. Transverse segmentation of the LAC is provided by the segmented lead
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tiles. Tiles from successive layers are laid out in a projective pattern, and stacks of these

are ganged longitudinally into towers. The azimuthal range of the barrel is divided into 192

EM towers, the polar angle range of the barrel is divided into 34 EM towers. The transverse

segmentation in the HAD sections is twice as coarse as in the EM sections. The EM sections

which have a thickness of 21 radiation lengths contain approximately 99% of the energy of a

45 GeV electron shower. The total EM + HAD thickness of 2.8 absorption lengths contains

80-90% of the energy of a hadron shower.

The endcap sections of the LAC are composed of 16 wedge shaped modules segmented

in the azimuthal direction. The tower structure of endcap modules is similar to those of

the barrel region. The energy resolution is estimated to be �(E)=E = 12%=
p
E in the EM

sections and �(E)=E = 60%=
p
E for hadrons, respectively.

3.2.5 The solenoidal coil

The SLD magnet consists of a 5.9m diameter, 6.4m long and 29cm thick normal conductive

aluminum coil. It provides a magnetic �eld of 0.6 Tesla inside the coil. The �eld has been

mapped within 0.05% accuracy over the tracking volume of the CDC to ensure the accurate

measurement of momentum [8].

3.2.6 Warm Iron Calorimeter (WIC)

The Warm Iron Calorimeter (WIC) [87] plays four roles: measurement of hadronic energy

which has leaked out of the LAC, tracking for muons, magnetic 
ux return for solenoidal

coil, and the structural support.

The WIC is constructed in the form of an octagonal barrel with planar endcaps. Each

barrel octant and endcap of the iron calorimeter consists of 14 iron plates of 5 cm thick,

interleaved with sampling chambers incorporating external readout electrodes with plastic

streamer tubes. Fig. 3.9 schematically shows the chamber arrangement in a typical barrel

octant.
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Figure 3.9: Warm Iron Calorimeter

3.2.7 Luminosity Monitor (LUM)

The Luminosity Monitor (LUM) [88] is a silicon-tungsten calorimeter designed to provide

an absolute luminosity measurement by the rate of small angle Bhabha scattering. The

LUM surrounds the beam pipe on both sides of the interaction point, and consists of two

separate modules. The Medium Angle Silicon Calorimeter (MASiC) has 10 sampling layers

of 1:74X0 and the Luminosity-Monitor/Small-Angle Trigger (LMSTAT) has 23 sampling

layers of 0:86X0 mounted directly onto the �nal focus triplet, which cover 28-68m rad and

68-190m rad, respectively (Fig. 3.10).

Figure 3.10: A side view of the Luminosity Monitor (LUM).
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3.3 The SLD Monte Carlo Simulation

A modern high energy physics detector such as SLD is a complex of sub-detector systems.

It generally requires detailed computer simulation to understand its behavior thoroughly.

Detector modelings implemented in the simulation provide information about acceptances,

resolutions and e�ciencies. It is also used to help choosing appropriate event selection and


avor tagging cuts. The SLD Monte Carlo simulation consists of two sequential steps; the

event generation, and the detector simulation.

3.3.1 Physics Simulation

SLD uses the JETSET 7.4 event generator [56] to simulate the process of e+e� ! hadrons at

the Z0 resonance. JETSET7.4 generates the parton shower according to the DGLAP equa-

tions [47] and string fragmentation for the hadronization, as described in Sect. 2.3. There

is a variety of parameters to control the production of �nal state particles. These param-

eters were optimized to reproduce present SLD/LEP measurements. The major optimized

parameters [89] are shown in Table. 3.1 along with the default sets.

Parameter Default Optimized

�ps 0.29GeV 0.26GeV

Q0 1.0GeV 1.0GeV

�q 0.36GeV/c 0.39GeV/c

a 0.3 0.18

b 0.58GeV�2 0.35GeV�2

�c -0.05 -0.06

�b -0.005 -0.006

s quark prob. 0.30 0.28

Table 3.1: JETSET7.4 parameters: default and optimized values

Unstable particles in the �nal states are decayed by JETSET. For B hadron decays, SLD

incorporates an alternative program package implementing the CLEO model [90] based on

the CLEO and ARGUS measurements [91]. The B hadron lifetimes in the Monte Carlo
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simulation are set to 1.55 ps for B mesons and 1.10 ps for B baryons. The CLEO model

was further tuned in the SLD environment [92].

3.3.2 Detector Simulation

The SLD detector simulation is performed using the package GEANT version 3.21 [93]. The

modeling of detector materials for mechanical support, detection media, electronic cables,

etc. provides the simulation of the e�ects such as energy loss, multiple scattering, gamma

conversions and particle decays. Long-lived particles, like K0
s and �0 may interact with the

detector material before they decay. Their decays are treated separately in the GEANT

simulation.

In addition, the e�ect of the beam-related backgrounds measured in random trigger

events recorded during beam crossings is simulated by overlaying the event onto generated

MC events. Other e�ects such as readout imperfections and electronics noise were also taken

into account.

Finally, these fully simulated Monte Carlo events were reconstructed using the same

processes and written in the same format as the real data events.
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3.4 Tracking System Performance

As will be seen in the next sections, a thorough understanding of the details of the tracking

system is crucial to the analysis presented here. This section gives an overview of the excellent

performance of the SLD tracking system and our understanding of its working. Below, we

discuss the global performance of these detectors. As charged tracks are reconstructed using

both the VXD and CDC, this global performance directly impacts the physics analyses that

rely on the precision of the tracking system.

Knowledge of the interaction point is also essential to distinguish clearly the primary

vertex from other vertices for the 
avor tagging.

3.4.1 Charged Track Reconstruction

Charged track reconstruction begins with looking for segments of tracks in the individual

drift cells of the CDC. The time and charge information from both ends of each wire are

combined to yield the distance of each hit from its sense wire and its location along the

wire. Hits from di�erent wires within a cell are grouped into vector hits (VHs). A VH-�nder

searches for straight or slightly-curved strings of hits on the eight sense wires in each cell.

At least 3 hits are required to form a vector hit. Each set of hits produces two possible VHs,

one on either side of the sense wire plane. These vectors serve as the input to the pattern

recognition phase, which attempts to �nd actual tracks in the CDC.

These VHs are linked to form arcs in the four axial layers, then vectors from the stereo

layers are added if they �t on these arcs. The information from the charge division measure-

ment is used to project the stereo vector hits onto arcs. In the �rst instance, only tracks with

ten VHs (tracks hit all superlayers) are investigated. Among these, the one with the best

�2 is called a candidate track and its VHs are removed from further consideration. After

identifying all tracks with ten VHs, the algorithm continues recursively until all tracks of at

least three VHs are found.

Finally, all track candidates are processed by an iterative track �tter, taking into account

the variation of the magnetic �eld, energy loss, and material in the chamber.

The output of the track �tter is a track de�ned by two sets of track parameters, one set

evaluated at its innermost radius, one at its outermost. Extrapolation inward to the VXD
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or outward to the CRID, LAC, or WIC begins with these sets of track parameters.

To match the tracks reconstructed in the CDC to corresponding hits in the VXD, the

tracks are extrapolated inward to the outermost layer of the VXD. Within an appropriate

search region of the extrapolated track error, a Billoir �t4 [94] is performed for each possible

combination to select those VXD hits which provide the best match to the track. The

e�ciency for linking \good CDC tracks" to hits in the VXD is approximately 96% above a

momentum of 4 GeV/c, and falls to 93% at the lowest momentum, as multiple scattering

becomes more important [78].
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Figure 3.11: Distribution of charge over momentum for tracks from Z0 ! �+�� decays. The

data are �t with one Gaussian for each peak [78].

The momentum resolution is parameterized by the formula:

�(pt)
pt

= 0:010� 0:0050pt (CDC only) (3.1)

�(pt)
pt

= 0:0095� 0:0026pt (CDC+VXD combined) (3.2)

where pt is the track momentum perpendicular to the beam axis in GeV/c [78, 83]. The

�rst term is due to multiple scattering and the second one is the e�ect of measurement

4A Billoir �t makes use of the full (n � n) covariance matrix of the n measurement points including

multiple scattering e�ects in correlation terms.
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error (lever arm). The momentum resolution at high momentum was measured using the

mono-energetic tracks in Z0 ! �+�� decays (Fig 3.11). At low momentum, cosmic rays

passing through the CDC are used by considering the upper and lower halves of each track

as two separate tracks.

3.4.2 Impact Parameter Resolution

The impact parameter of a track is its distance of closest approach to the IP. Its quality

is determined by how well one can measure the position of the IP and how well one can

extrapolate the tracks.

The error on the impact parameter can be expressed by the equation for the VXD and

CDC tracking system [96]:
�

r�
� = 11� 70

p (GeV=c)� sin
3
2 �

�m (3.3)

�rz� = 38� 70

p (GeV=c)� sin
3
2 �

�m (3.4)

and is shown in Fig. 3.12

The former term is the intrinsic resolution of the tracking system and the latter is the

multiple scattering term, where � is the track polar angle and p is the momentum of the

charged particle. The intrinsic impact parameter resolution was measured from the miss

distance of �+�� pairs at the IP (Fig. 3.13). These events provide pairs of isolated collinear

tracks that have high momentum and minimum multiple scattering. The multiple scattering

term was measured from hadronic Z0 decays split into bins of momentum and cos �. The

width of a core Gaussian �t was taken.

Fits to CDC data alone yield �r�� = 155�m and �rz� = 1:9mm at high momentum [78].

3.4.3 Determination of the Interaction Point (IP)

It is important to clearly distinguish secondary decay vertices from the IP. The extremely

small luminous region of the SLC is a signi�cant advantage compared with the LEP envi-

ronment.
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r-φ

Figure 3.12: The impact parameter resolutions as a function of track momentum, for the xy

and rz planes. The points are those from the data and the solid lines are the resolutions

obtained from the MC [95].

Figure 3.13: �-pair miss distance in r� and rz projections
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Transverse Position

The SLC luminous region is extremely small (� 2:6�m in x and � 0:8�m in y) [75]. Beam

steering in the SLD �nal focus driven by feedback loops makes the beam position stable

within(. 6�m) over the period of many Z0 events [83, 97].

The spread in the interaction region is considerably better than, for instance, 120 �

150�m� 5�m in the typical LEP environment [98], where one may attempt to �nd the pri-

mary vertex (PV) from �tting all of the tracks event-by-event. The error has an ellipse shape

due to the inevitable presence of collimated jets of particles. This is shown schematically in

Fig. 3.14(a). Typically, the size of the errors are 100�m along the ellipse major axis, and

15�m along the ellipse minor axis. At the LEP environment, one might su�er from the large

hemisphere correlation for the determination of the IP along the jet axis.

Thanks to the extremely small and stable luminous region, we can substitute it by the

averaged position of the SLC IP rather than attempt to �nd the PV event-by-event. The

error ellipse on the mean IP will be roughly circular. The possible bias in the PV position

due to mis-reconstructed tracks and long-lived heavy hadrons will be greatly reduced.

To �nd values for the average IP, <IP>, during the entire run, the SLD data sample is

divided into sets of roughly 30 sequential hadronic decays. The <IP> for each set is derived

by �tting all tracks which have VXD hits and which come within 3� of the trial <IP> to a

common vertex. This process is iterated until it converges. Typically, 330 tracks are used in

a �t. Information from the SLC correctors is used to help determine exactly when a major

shift occurs. When a major shift is found within a set, the boundaries of the set are changed

to coincide with where the IP shift occurs.

The Uncertainty in the <IP>, (�IP ), is the combination of the statistical error from the

�t (� 3�m), the extent of the SLC luminous region (� 1�m), and the motion of the IP

within a set (� 6�m). This totals � 7�m when added in quadrature.

The distribution of track impact parameters with respect to the <IP> in Z0 ! �+��

events (Fig.3.14(b)) can provide an independent check on the precision of the beam position

measurement, because those events are not used in the determination of the <IP>. The � of

the distribution of 12:7�m implies �IP = 6:7�m after the extrapolation error is subtracted

in quadrature, which con�rms that our estimates of the uncertainties on <IP> [83].
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Longitudinal Position

The averaged IP along beam line cannot provide an adequate estimate of the event PV

position due to the rather large beam interaction region z spread of �z � 700�m. The best

estimate of the PV z position for each event comes from a technique using only the median

z of the tracks in the event itself. Each track with associated VXD hits is extrapolated to

the point of closest approach to the <IP> in the x-y plane, and the z coordinate of the

track at this point is denoted as zdoca. The event IP z location is de�ned as the median of

the zdoca values from the selected tracks within 3� of the x-y <IP> position. The choice

of the median z method instead of the more common approach involving vertex �nding is

more robust against the distortion due to the inclusion of tracks not originating from PV.

The typical resolution for locating the PV z as derived from MC are (32; 36; 52)�m for (uds,

c, b) events [83].

Chapter 4

Event Selection and Flavor Tagging

The hadronic Z0 decay (Z0 ! q�q(g)) manifests itself as jets of hadrons. The signature of

hadronic events is that a large number of charged particles (� 20) are detected in tracking

devices, and a large fraction of the center-of-mass energy is deposited in the tracking devices

and calorimeters.

First, the trigger conditions necessary to record data are discussed. The criteria for select-

ing hadronic event sample are then described. Next, the 
avor-tagging technique based on

the recently developed topological vertexing [100], and lifetime tagging are explained. Lastly,

the criteria used to classify selected hadronic event sample into 
avor tagged subsamples are

discussed.

This analysis predominantly used charged tracks measured in the CDC and VXD. Calorime-

ter information was also used mainly in the event �ltering. A set of cuts was applied to the

data to select well-measured tracks and events well-contained within the detector acceptance

in the barrel region. The tracking capability of the CDC and the precise CCD Vertex Detec-

tor, combined with the stable, micron-sized beam interaction point (IP), allows us to select

Z0 ! bb(g) and Z0 ! ql �ql(g) (ql = u; d; s) events using their quark decay topological signa-

tures with high e�ciency and purity, and with low bias against 3-jet events, an important

advantage of this analysis.

The analysis presented in this thesis is based on the 150,000 hadronic Z0 decays collected

between 1993 and 1995 with the VXD2 detector.

56
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4.1 Hadronic Event Selection

Data accumulation begins with sets of online triggers. The triggered events were read out

from each sub-detector system and recorded onto magnetic tapes in the raw-data format.

An o�-line �lter was then applied to pre-process the accumulated data in order to separate

signal from the background before the full reconstruction was performed. Finally, for the

purpose of this analysis, a set of selection criteria was applied to the fully reconstructed data

sample in order to select events well-contained within the detector acceptance of the barrel

region.
There are two kinds of backgrounds to be considered; the physics related background and

beam-related background. The physics related background mainly consists of Z0 ! �+��

decay and photon-photon collision radiated from beam bunches. The decay modes of �

lepton are dominated by so called 1-prong decay containing one charged track (85.90%)

such as �� ! l���l�� (l = e; �) or �� ! ��(�0s)�� , and the 3-prong decay containing

three charged tracks (14.01%) [20]. Therefore Z0 ! �+�� decay typically yields 2, 4, or 6

number of charged tracks per event. As for two photon collision, the cross section is very

small compared to e+e� ! Z0 ! hadrons (Fig. 2.8), and hadrons from this process mainly

escape inside the beam pipe, and hence this background is almost negligible in the barrel

region. The beam-related backgrounds are such as SLC-induced muons and/or synchrotron

radiation.

4.1.1 Event Trigger

The SLD trigger is deigned to record Z0 events with a high e�ciency, while rejecting most

of the beam-related background [101].

1. The Energy Trigger

This trigger is designed to record events with a large amount of energy in the LAC, and

requires at least 8 GeV total deposited energy for the EM and/or HAD calorimeter

towers in the LAC. The thresholds, above which the energy deposit in calorimeter

towers are recorded, are de�ned to be 60 ADC counts for the EM towers (corresponding

to 246MeV) and 120 ADC counts for the HAD towers (corresponding to 1.298 GeV).
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2. The Tracking Trigger

CDC cells are marked as hit if 6 of 8 sense wires have pulses above threshold. A hit cell

pattern corresponding to a pt > 250MeV/c charged track coming from the interaction

point is required. At least two charged tracks are required to pass through 9 of 10

CDC layers and be separated from each other by at least 120o. All subsystems are

read out.

3. The Hadron Trigger:

This trigger requires at least one charged track passing through 9 super layers and at

least 2 GeV energy deposit in the LAC. All subsystems are read out.

4. The Wide Angle Bhabha Trigger:

This trigger is designed to ensure all wide-angle Bhabha events (and Z0 ! e+e�) are

recorded. It requires a minimum total energy of 15GeV deposited in the LAC EM

section. All subsystems are read out.

5. The Muon-pair Trigger:

This trigger requires at least one charged track in the event to satisfy the 9 CDC layer

and two back-to-back barrel WIC tracks. All subsystems are read out.

6. The Bhabha Trigger:

This trigger requires a total energy in LUM EM2 section to be above 12.5 GeV in

both north and south detectors, where the sum is made over those towers above the

threshold (125MeV). Only LUM systems are read out by this trigger.

7. The Random Trigger:

This trigger recorded data every 20 seconds, regardless of the detector status, to provide

information for background studies.

At SLD, the e�ciency for triggering on hadronic Z0 decays approaches 100%. The trigger

rate is typically between 0.1 and 1Hz. The triggered events were written onto tape.
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Trigger Veto

It is important to inhibit to read out the detector on a condition of unexpected beam-

associated background due to the variable noise environment of SLC such as SLC-induced

muons and/or synchrotron radiation.

SLC-induced muons are created by photo-production from primary beam particles hitting

an aperture upstream of the IP. As the �nal focus tunnel needs to be large enough to access

the beam-line, there is not su�cient material present to absorb all of these muons. Hence,

the muons can travel from their production point along the beam-line and can penetrate the

detector.

The SLC produces copious synchrotron radiation from the focusing elements along the

beam-line. A masking scheme around the IP shields sensitive portions of the SLD from the

intense synchrotron radiation produced by the �nal dipoles and quadrapole triplet. Particles

in the tail of the beam, however, can create synchrotron radiation which strikes the masks

directly and can re-scatter into the detector, causing unwanted noise. Such events could be

a signi�cant source of dead-time when they are frequent, as it takes longer to read out SLD

when its occupancy is high1.

Each trigger has vetoes to reject clearly unusable events. The track trigger, for instance,

will be vetoed if the CDC has more than 275 hit cells out of the 640 cells2. During 1993,

the track trigger veto was improperly con�gured for roughly 10% of the 1993-1995 total

data sample. During this hardware failure the trigger system accidentaly counted not only

the normal hit cells but also the non-existent cells which correspond to the shorted mother-

board of readout electronics as always being hit. This caused a wrong o�set of � 80cells

for the number of hit CDC cells [102]. This bogus veto inhibited CDC from reading out

high-multiplicity events. This is unfortunate for the analysis of 3-jet events, which have a

higher average multiplicity than 2-jet events, and are more likely to be a�ected by this veto.

The cell over
ow veto is simulated in the Monte Carlo, however, it is more prudent to omit

this period since the event selection e�ciency (which will be descibed in Sect. 4.1.3) for 3-jet

events is estimated to be about 10% smaller than that of the normal run period, and thus

the bias against 3-jet event is signi�cant in this 
awed sample.

1VXD2 takes 160ms to be read out which correspond to 19 beam crossing equivalent time.

2The average cell occupancy of the CDC is about 160 out of a total of 640 cells.
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4.1.2 Hadronic Event Filter

Raw data recorded on tapes were processed to select Z0 candidates and reject a large fraction

of the background. In order to be quick and e�cient, the initial event �ltering was done

using calorimeter information alone by requiring that an event deposit a certain amount of

energy in the LAC and have good forward-backward momentum balance. This �lter called

`EIT pass-1' [101] requires the following conditions.

1. NEMHI > 10

NEMHI is the number of LAC EM towers with signals above 60ADC counts.

2. EHI >15GeV

EHI is the sum of the energy deposited in all EM (HAD) towers with signals greater

than a high threshold of at least 60 (120)ADC counts which is equivalent to 246MeV (1.298

GeV).

3. ELO <140GeV

ELO is the sum of the energy deposited in all EM (HAD) towers with signals greater

than a low threshold of 8 (12)ADC counts which is equivalent to 33MeV (130MeV).

4. 2� EHI > 3� (ELO � 70)

5. Both hemispheres divided at z = 0 of the detector must have NEMHI>0

Cuts 2{5 remove beam related background such as beam-wall events. The hadronic events

are well-contained within the contour (2{4) on the EHI � ELO correlation [101].

The events which passed this �lter were fully reconstructed to make a data summary

tape (DST) containing information such as track helix parameters. The e�ciency for

hadronic events that pass this �lter was estimated to be above 96% independent of quark


avor [103].

4.1.3 Event Selection

We apply a set of cuts designed to select events contained within the �ducial region of the

SLD detector. Since we use charged tracks as a basis of the analysis, this restricts us to
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the barrel region of the SLD, as the CDC starts to loose tracking e�ciency for jcos�j � 0:8,

where � is the polar angle with respect to the beam axis. We also wish the energy 
ow of

the event to be well contained within this �ducial region so as to guarantee that we are not

missing large portions of the event that have ended up in the detector endcap.

We �rst de�ne a \well measured track" as any track satisfying:

� pt > 150 MeV/c

� jcos�j < 0:8

� jrj < 5cm

� jzj < 10cm

where pt is the transverse momentum relative to the beam axis, � is the polar angle with

respect to the beam axis, r is a distance of closest approach transverse to the beam axis and

z is a distance of closest approach along the beam axis. The cut on pt rejects most of tracks

produced from beam-related background and from photon conversion, and loop-back tracks

that have very low transverse momentum. Furthermore, the precise modeling of low pt track

is di�cult due to multiple scattering. The cut on � is chosen to ensure that the tracks are

well contained in the active region of the CDC. The cuts on r and z ensure that the tracks

originate from the region of the interaction point.

The selected events for this analysis were required to satisfy:

� j cos �thrustj < 0:71

� � 7 well measured tracks

� Evis > 20GeV

� � 3 
avor tagging tracks

where �thrust is the polar angle with respect to the beam axis of the thrust axis
�!
t [33], which

is de�ned to maximize the longitudinal momentum 
ow:

T =

�ij�!pi � �!t j

�i
�!pi

(4.1)
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The thrust axis was calculated using calorimeter clusters. The requirement of � 7 well

measured tracks eliminates physics related backgounds, especially Z0 ! �+�� decays. Evis

is the total energy calculated from the selected charged tracks assuming all tracks to be

pions. The requirement for the 
avor tagging tracks linked to the vertex detector, which

will be de�ned in Sect. 4.2.1, ensures that the selected events can be used for 
avor tagging.

Figure 4.1 show the data sample before relevant cuts, with the Monte Carlo hadronic events

overlaid. After applying these cuts, 77857 events remain.

Table 4.1 shows the e�ciency for the di�erent event 
avors to pass hadronic event se-

lection cuts. The e�ciencies for 3-jet and heavy quark events are slightly higher than those

of 2jet and light 
avors due to their higher multiplicities. Any small 
avor bias in event

selection will be explicitly corrected in the analysis, discussed in later section 5.3.

Table 4.1: The e�ciencies for hadronic events of di�erent primary quark 
avors to pass the

event selection cuts.

uds charm bottom

2-jet 59.1% 60.0 60.3

�3-jet 61.7 62.2 62.4

The non-hadronic event background contamination in the selected sample was estimated

to be less than 0:20% from the MC, dominated by �+�� pairs [83].
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thrust

(a) cos�thrust distribution (b) number of tracks distribution

Evis

(c) Visible Energy distribution

Figure 4.1: Distributions of the event selection variables for data (points) and MC hadronic

events (histograms). All of the other cuts have been applied except for the one being plotted.

The dashed lines indicate the values of the cut on each variable.
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4.2 Flavor Tagging

Separation of the accepted event sample into tagged 
avor sub-samples was based on the

invariant mass of topologically-reconstructed long-lived heavy-hadron decay vertices, as well

as on charged-track impact parameters in the plane normal to the beamline.

4.2.1 Flavor Tagging Quality Track Selection

In each event a jet structure was de�ned as a basis for 
avor-tagging by applying the JADE

jet-�nding algorithm [68] to the `well-measured tracks' described in the previous section;

a value of the normalized jet-jet invariant-mass parameter ycut = 0:02 was used. Charged

tracks used for the subsequent event 
avor-tagging were further required to have additional

information from the VXD to select `
avor tagging quality track's, which have more accurate

track trajectories. 'Flavor tagging track's are required to satisfy :

� at least one VXD hit

Tracks that fail to link to a VXD hit will have poor extrapolation resolution at the IP.

� at least 40 CDC hits

Tracks with few hits are likely segments of a kinked track, a track that curved back

towards the beam-line before traversing the full radius of the CDC, a track from the

decay of a very long lived neutral particle, or a track that has hits spoiled by another

track at the track �nding stage.

� the �rst CDC hit radius must be less than 39 cm

As the extrapolation distance increases, the uncertainty on the track parameters in-

creases and becomes more likely to link to fake VXD hits.

� quality of the CDC+VXD combined �t �2
CDC+V XD < 5:0

To reduce the possibility of having an incorrect vertex detector hit linked to the CDC

track.

� jP j >0.5GeV

Low momentum tracks can su�er from large multiple scattering.
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� docaIPxy < 0:3cm and docaIPrz < 1:5cm

where docaIPxy and docaIPrz are the distance of closest approach to the IP in the xy and

rz plane, respectively. To remove tracks from interactions with detector material, a

constraint was placed on the apparent origin of the track. This cut e�ectively eliminates

strange particle decays.

� an error on docaIPxy < 250�m

This also eliminates poorly measured tracks.

� V 0 rejection

Track candidates from long lived neutral particle decays (K0 and �) and 
 conversions

were rejected. Details are shown in Appendix A.

Fig. 4.2 shows the distributions of these variables for data and MC, with all cuts applied

except the one being examined.

The impact parameter [104, 105] of each track, �, was given a positive (negative) sign

according to whether the point-of-closest approach to its jet axis was on the same side (op-

posite side) of the IP as the jet in the xy plane (see Fig. 4.3). The impact parameter of the

track Y is related to the lifetime, � , of its parent particle X:

� = �
c� sin sin � / c� (4.2)

where c is the light velocity, � is the polar angle of particle X respect to the beam axis,  is

the angle between the directions of particle X and Y . � is the velocity of the particle X and


 = (1��2)�1=2 is Lorentz factor in the laboratory frame. Fig. 4.4 shows the distribution of

the impact parameter normalized by its error, ��. This asymmetric distribution arises from

the tracks from heavy hadrons which tend to populate the region of large positive values of

� due to long lifetime of the heavy hadrons and large acquired transverse momentum with

respect to the 
ight direction of heavy hadrons.

The negative �=�� region is the result of tracking resolution, interactions in the detector

material, and IP position resolution. Therefore, this region is used to test the MC resolution

modeling by comparing MC and data; our data are well described by MC.
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Figure 4.2: Distributions of the variables upon which cuts are applied to select 
avor tagging

quality tracks. All of the other cuts have been applied except for the one being plotted. The

dashed lines indicate the values of the cut on each variable.
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Figure 4.3: (a): Impact parameter � for a track, Y , from a decay vertex [106]. (b): signing

scheme of the impact parameter. Tracks which cross the jet axis downstream (upstream)

of the IP are given positive (negative) impact parameters.
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Figure 4.4: The normalized impact parameter distribution.
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4.2.2 Topological Vertex Mass

In each jet we then searched for a secondary vertex (SV), namely a vertex spatially separated

from the measured IP. In the search those tracks were considered that were assigned to the

jet by the jet-�nder. Individual track probability functions in 3-dimensional coordinate space

were examined and a candidate SV was de�ned by a region of high track overlap density.

The method is described in detail in [100]; the philosophy adopted here is to search for

the probability of vertices V (r) in 3D coordinate space from track trajectories rather than

by forming vertices from track combinations. At location r, a Gaussian probability tube for

a track trajectory, f(r), is constructed from the helix parameter

f(r) = exp
(

�1
2

"�
x� (x0 + y2�)

�T

�2

+
�
z � (z0 + tan (�)y)

�L

�2
#)

(4.3)

where the xy coordinates have been transformed into x0y0 for each track (shown in Fig. 4.5),

the y0 coordinate is parallel to the track momentum vector at the point of closest approach

to the IP (r0). The �rst term inside the exponential includes a parabolic approximation

to the circular track trajectory in the xy plane. The parameter � is determined from the

particle charge and momentum, and the SLD magnetic �eld. The second term describes the

propagation of the trajectory in the z direction, and � is the dip angle of the track with

respect to the beam axis. Parameters �T and �L are the measurement errors for the track

at point r0

The relative probability of a vertex at r is de�ned as:

V (r) =
X

i

fi(r)�
P

i f
2
i (r)P

i fi(r)
: (4.4)

An example of the xy projection of
PN

i=0
fi(r) and V (r) is shown in Fig. 4.6(a) and (b),

respectively. The hemisphere of tracks chosen for this plot is taken from an SLD Monte

Carlo Z0 ! b�b event in which the jet momentum is directed from left to right in Fig. 4.6.

The two peaks in V (r) can be seen in plot (b). The �rst peak at position (0,0) is due to the

primary vertex (IP), while the secondary peak is displaced to the right of the IP by about

1.5 mm. The position of the most signi�cant V (r) value is taken as the secondary vertex.

A SV was required to contain two or more tracks, and to be separated from the IP by at

least 1 mm. We found 14,096 events containing a SV in only one jet, 5817 events containing
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Figure 4.5: Construction of the Gaussian tube fi(r) for each track i [100].

Figure 4.6: (a) Track and (b) vertex functions projected onto the xy plane for a Monte Carlo

event [100].
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a SV in two jets, and 54 events containing a SV in more than two jets. The selected SVs

comprise, on average, 3.0 tracks. These requirements preferentially select SVs that originate

from the decay of particles with relatively long lifetime. In our simulated event sample a SV

was found in 50% of all true b-quark hemispheres, in 15% of true c-quark, and in < 1% of

true light-quark hemispheres [100], where hemispheres were de�ned by the plane normal to

the thrust axis that contains the IP.

Due to the cascade structure of B-hadron decays, not all tracks in the decay chain will

necessarily originate from a common decay point, and in such cases the SV may not be

fully reconstructed in b�b events. Therefore, we improved our estimate of the SV by allowing

the possibility of attaching additional tracks. First, we de�ned the vertex axis to be the

straight line joining the IP and the SV centroids, and D to be the distance along this axis

between the IP and the SV. For each track in the jet not included in the SV the point of

closest approach (POCA), and corresponding distance of closest approach, T , to the vertex

axis were determined. The length, L, of the projection of the vector joining the IP and the

POCA, along the vertex axis was then calculated. Tracks with T < 1:0mm, L > 0:8mm,

and L=D > 0:22 were then attached to the SV. On average 0.5 tracks per SV were attached

in this fashion.

The invariant mass, Mch, of each SV was then calculated by assigning each track the

charged pion mass. In order to account partially for the e�ect of neutral particles missing

from the SV we applied a kinematic correction to the calculated Mch. We added the mo-

mentum vectors of all tracks forming the SV to obtain the vertex momentum, ~Pvtx, and

evaluated the magnitude of the component of the vertex momentum transverse to the vertex

axis, P v
t (Fig. 4.7). In order to reduce the e�ect of the IP and SV measurement errors, the

vertex axis was varied within an envelope de�ned by all possible cotangents to the error

ellipsoids of both the IP and the SV, and the minimum P v
t was chosen. We then de�ned the

P v
t -corrected vertex mass,

Mvtx =

q
M2
ch + P v
t

2 + jP v
t j: (4.5)

The distributions of Mvtx and Pvtx are shown in Fig. 4.8; the data are reproduced by

the simulation, in which the primary event-
avor breakdown is indicated. The region Mvtx

> 2GeV/c2 is populated predominantly by Z0 ! b�b events, whereas the region Mvtx < 2

GeV/c2 is populated roughly equally by b�b and non-b�b events.
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Figure 4.7: Schematic description of missing transverse momentum, P v
t , and vertex impact

parameter, �vtx.

4.2.3 Requirements for Flavor Tags

In order to optimize the separation among 
avors we examined the two-dimensional distri-

bution of Pvtx vs. Mvtx. The distribution for events containing a SV is shown in Fig. 4.9

for the data and simulated samples; the data (Fig. 4.9a) are reproduced by the simulation

(Fig. 4.9b). The distributions for the simulated subsamples corresponding to true primary

b�b, c�c, and qlql (ql = u+d+s) events are shown in Figs. 4.9c, 4.9d and 4.9e respectively. These

�gures show that vertices from charm decay typically have a higher momentum for the same

mass than those from b quark decays. The momentum information of SV uses the fact that

b fragmentation is harder than that of c quarks. At the same vertex mass, the relation :

M2
vtx = E2
b � P 2
b = E2
c � P 2
c (4.6)

holds between energy, Eq, and momentum, Pq, of type q SV. The signature of harder frag-

mentation of b hadron implies that Eb is larger than Ec and Pb is smaller than Pc.

In order to separate b�b and c�c events from each other, and from the ql�ql events, we de�ned

regions:

(A) Mvtx > 1:8 and Pvtx + 10 < 15Mvtx.
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Figure 4.8: The distribution of the corrected vertex-mass Mvtx and the vertex momentum

Pvtx in our data sample (points); the simulated distributions are shown as histograms in

which the contributions from events of di�erent primary quark 
avor are indicated.
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(B) Mvtx < 1:8 and Pvtx > 5 and Pvtx+10 � 15Mvtx where Mvtx (Pvtx) is in units of GeV/c
2

(GeV/c).

(C) all remaining events containing a SV

The boundaries of regions (A) and (B) are indicated in Figs. 4.9c and 4.9d, respectively,

and all three regions are labeled in Fig. 4.9f.

The b-tagged sample (subsample 1) was de�ned to comprise those events containing any

vertex in region (A).

For the remaining events containing any vertex in region (B) we examined the distribution

of the impact parameter of the vector ~Pvtx w.r.t. the IP, �vtx (Fig. 4.7); according to the

simulation true primary c�c events dominate the population in the region �vtx < 0:02 cm

(Fig. 4.10). Therefore, we de�ned the c-tagged sample (subsample 2) to comprise those

events in region (B) with �vtx < 0:02 cm. This �vtx cut increases the charm tag purity by

3% and loses 2.5% in e�ciency.

Events containing no selected SV were then examined. For such events the distribution

of Nsig, the number of tracks per event that miss the IP by d > 2�d, is shown in Fig 4.11.

The uds-tagged sample (subsample 3) was de�ned to comprise those events with Nsig = 0.

All events not assigned to subsample 1,2, or 3 were de�ned to comprise the untagged sample

(subsample 4).

Using the simulation we estimated that the e�ciencies �ji for selecting events (after

acceptance cuts) of type i (i = uds; c; b) into subsample j (j = uds; c; b; untagged), and the

fractions �ji of events of type i in subsample j, are :

"ji =

0
BBBBB@

56:4� 0:1 18:6� 0:1 1:65� 0:04

1:51� 0:02 19:1� 0:1 4:25� 0:06

0:35� 0:01 2:48� 0:05 61:5� 0:1

41:7� 0:1 59:8� 0:2 32:6� 0:1
1

CCCCCA (4.7)

�ji =

0
BBBBB@

90:6� 0:1 8:4� 0:1 0:93� 0:03

17:7� 0:2 64:4� 0:3 17:9� 0:2

1:50� 0:04 3:0� 0:1 95:5� 0:1

59:3� 0:1 24:1� 0:1 16:6� 0:1
1

CCCCCA (4.8)
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These diagonal elements are summarized in Table 4.2. The purity and e�ciency for the

b-tag subsample are 95.8% and 61.6%, respectively. As for the c-tag subsample, the purity is

substantially improved compared with the conventional lifetime based 
avor tagging purity

of �30%, although its e�ciency looks relatively small due to the tight tag criteria. As cross

checks, we investigated many di�erent 
avor tagging criteria. which will be described in

Section 5.6.

Table 4.2: Summary of 
avor-tagged subsamples

subsample # of events purity e�ciency

1 uds 30298 90.6 56.4

2 c 4171 64.4 19.1

3 b 10772 95.5 61.5

4 untagged 32655 - -



CHAPTER 4. EVENT SELECTION AND FLAVOR TAGGING 75

Figure 4.9: The two-dimensional distribution of vertex momentum Pvtx vs. vertex mass

Mvtx (see text). (a) Data; (b) all-
avors simulation; (c) b�b event simulation; (d) c�c event

simulation; (e) ql�ql event simulation. In (f) the regions used for b-tagging (A), c-tagging (B)

and no-tagging (C) are indicated (see text).
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uds
c
b
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Figure 4.10: The distribution of vertex impact parameter, �vtx for events in region (B):

data (points); the simulated distribution is shown as a histogram in which the contributions

from events of di�erent primary quark 
avor are indicated
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Figure 4.11: The distribution of the number of tracks per event that miss the IP by at

least 2� in terms of their impact parameter in the plane normal to the beamline, in events

that contain no reconstructed vertex (see text); data (points). The simulated distribution

is shown as a histogram in which the contribution from events of di�erent primary quark


avor are indicated.

Chapter 5

Measurement of the �s(flavor) ratios

5.1 Introduction

Here we present the test of the 
avor-independence of strong interaction in terms of the ratios

�is=�
all
s (i = uds; c; b). From the beginning of this analysis, it has been clear that the most

precise test of the 
avor-independence of strong interactions must come from measuring

a ratio of the strong couplings of one quark 
avor to another sample. As described in

Sect. 2.2.1, determination of the absolute value of �s is limited by the theoretical uncertainties

predominantly due to the renormalization scale, which comes from the �nite order expansions

of perturbative QCD. By taking the ratio, most of the common uncertainties related to the

absolute value of �s such as detector e�ects, hadronization models, and renormalization

scale, are largely canceled.

The ratios �is=�
all
s can be derived from the respective measured ratios Ri
3=R

all
3 , where R3

is the rate of the 3-jet production to the total hadronic events :

R3 =
�3�jet

�had

(5.1)

which is directly proportional to �s at leading order.

The translation from the R3 ratio to the �s ratio is subject to the theoretical calculations.

The 3-jet rate in heavy-quark events is expected to be modi�ed relative to that in light-quark

events by the e�ect of the non-zero quark masses. This e�ect needs to be corrected when

the R3 ratios are translated to �s ratios. In this thesis, we applied O(�2
s) calculations in

order to translate the R3 ratio to �s ratios taking into account heavy quark mass e�ects.

78
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The measurement of �s ratios was accomplished by six di�erent jet clustering algorithms

( E0, E, P, P0, Durham, Geneva ). These results were then compared to evaluate systematic

uncertainties.

5.2 Jet Finding

5.2.1 Jet Clustering Algorithms

A useful method of classifying the structure of hadronic �nal states is in terms of jets. Jets

are reconstructed using iterative clustering algorithms [70] in which a measure yij, such as

scaled invariant mass, is calculated for all pairs of particles i and j, and the pair with the

smallest yij is combined into a single (pseudo-)particle. This procedure is repeated until all

pairs have yij exceeding a value ycut, and the jet multiplicity of the event is de�ned as the

number of particles remaining. The n-jet rate Rn(ycut) is the fraction of events classi�ed as

n-jet.
Several algorithms have been proposed featuring di�erent yij de�nitions and recombi-

nation methods. In this analysis, we have applied the E, E0, P, and P0 variations of the

JADE algorithm [68] as well as the Durham (D) and Geneva (G) schemes [70]. All of these

algorithms are collinear- and infrared-safe, thus the jet rate can be calculated in perturbative

QCD. The six de�nitions of the jet resolution parameter yij and recombination procedure

are given below.

In the E-scheme, for instance, yij is de�ned as the square of the invariant mass of the

pair of particles i and j scaled by the visible energy in the event :

yij =
(pi + pj)

2

E2
vis

(5.2)

with the recombination performed as
pk = pi + pj (5.3)

where pi and pj are four-momenta of the particles and pion masses are assumed in calculating

particle energies. Energy and momentum are explicitly conserved in this scheme.

The E0-, P-, and P0-schemes are variations of the E-scheme. In the E0-scheme yij is
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de�ned by Eq. 5.2, while the recombination procedure is de�ned by

Ek = Ei + Ej (5.4)

~pk =

Ek

j ~pi + ~pj j
(~pi + ~pj) (5.5)

where Ei and Ej are the energies, and ~pi and ~pj are the three-momenta of the particles. The

three-momentum ~pk is rescaled so that particle k has zero invariant mass. This scheme does

not conserve the total momentum sum of an event.

In the P-scheme yij is de�ned by Eq. 5.3 and the recombination procedure is de�ned by

~pk = ~pi + ~pj (5.6)

Ek = j ~pk j : (5.7)

This scheme conserves the total momentum of an event, but does not conserve the total

energy.

The P0-scheme is similar to the P-scheme, but the total energy Evis in Eq. 5.2 is recal-

culated at each iteration according to
Evis =

X
k

Ek: (5.8)

In the D-scheme yij is de�nded by

yij =
2min(E2
i ; E

2
j )(1� cos �ij)

E2
vis

(5.9)

where �ij is the angle between the pair of particles i and j. The recombination is de�ned by

Eq. 5.3. With the D-scheme, a soft particle will only be combined with another soft particle,

instead of being combined with a high-energy particle, if the angle it makes with the other

soft particle is smaller than the angle that makes with the high-energy particle.

The de�nition of yij for the G-scheme is

yij =
8EiEj(1� cos �ij)

9(Ei + Ej)2

(5.10)

and the recombination is de�ned by Eq. 5.3. Note that yij depends only on the energy of

the particles to be combined, and not on the Evis of the event. In this scheme soft particles

are combined as in the D-scheme.



CHAPTER 5. MEASUREMENT OF THE �S(FLAV OR) RATIOS 81

De�nitions of yij and recombination schemes are summarized in Table. 5.1. Each jet

algorithm is applied to the \well-measured tracks" described in Sect. 4.1.3 to de�ne \detector-

level" jets. For the Monte Carlo sample, jet algorithms are applied to the particles at the

end of Parton Shower evolution, to all stable particles, as well as at the detector-level. We

de�ne these as \parton-level" and \hadron-level" jets, respectively.

scheme resolution parameter recombination

pk = pi + pj

E Q = Evis

(pi + pj)
2=Q2

Ek = Ei + Ej

E0 ~pk =

Ek

j~pi+~pj j
(~pi + ~pj)

Q = Evis

~pk = ~pi + ~pj

P Ek =j ~pk j

Q = Evis

~pk = ~pi + ~pj

P0 Ek =j ~pk j

Q =
P

k Ek

D

2min(E2
i ;E

2
j )(1�cos �ij)

E2
vis

pk = pi + pj

G

8EiEj(1�cos �ij)

9(Ei+Ej)
2 pk = pi + pj

Table 5.1: De�nition of the jet resolution parameter yij and of recombination schemes for

the jet clustering algorithm.

As an example, the ycut dependence of the n-jet rate is illustrated in Fig. 5.1 for the

E0 algorithm. The ycut represents the jet resolution scale parameter. Large ycut values

corresponds to poor eyesight, and tend to classify most of the events into 2-jet-like. On the
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other hand, small ycut correspond to good eyesight, and a richer event structure can be seen.

The ycut values for each jet algorithm were chosen to minimize the total uncertainties.

They are listed in Table 5.2, and also will be discussed later with the error estimation in

Sect. 5.5.4.




all flavor

uds tagged

c tagged b tagged

E0 algo.

2jet

3jet
4jet

data
MC

Figure 5.1: The detector-level n-jet rate vs. ycut. The points are Data and lines are MC.

5.3 R
flavor

3 =Rall
3 derivation

5.3.1 Detector level jet rate

Each of the six jet-�nding algorithms was applied to each event subsample j, 1 � j � 4, as

well as to the global sample of all accepted events (`all'). In each case events were divided

into two categories: (i) two jets, and (ii) three or more jets. The number of 2- and �3-jet
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events (n2
j and n3
j, respectively) for each tagged 
avor and each algorithm are summarized

in Table. 5.2 at the chosen ycut points. The fraction of the event sample in category (ii) was

de�ned as the detector level 3-jet rate Rj
3

= n
j

3
=(nj
2
+nj
3
) for each subsumple j. The measured

3-jet rate Rj
3

are shown as a function of ycut for each subsample and each algorithm in Fig. 5.2.

The ratios Rj
3
=Rall
3

for each subsample are shown in the upper �gures in Fig. 5.5(a)-5.9(a).

The results of the corresponding analysis applied to the simulated event sample are also

shown; the simulation reproduces the data.

Table 5.2: The number of 2- and �3-jet events for each subsample and algorithm.

Jet Algorithm ycut n2
uds n2
c n2
b n2
no�tag n3
uds n3
c n3
b n3
no�tag

E 0.040 16387 2257 5931 15853 13911 1914 4841 16802

E0 0.020 16097 2125 5952 15673 14201 2046 4820 16982

P 0.020 18395 2507 6711 18174 11903 1664 4061 14481

P0 0.015 15272 2068 5671 14774 15026 2103 5101 17881

D 0.010 21372 3011 7718 21164 8926 1160 3054 11491

G 0.080 25441 3520 9087 26102 4857 651 1685 6553

Flavor Tag Bias

We pause brie
y in the description of the analysis to discuss the 
avor-tagging bias. The


avor-tagging bias e�ect is evident in the �gures in Fig. 5.5(a)-5.9(a), where it can be seen

that the measured values of Rj
3=R

all
3 are slightly below unity for subsamples j = 1; 2, and

3, implying that the 
avor tags preferentially select 2-jet rather than 3-jet events. It should

be noted that, as a corollary, the untagged event sample, subsample 4, contains an excess of

3-jet events.

We de�ne the normalized di�erence in e�ciencies for correctly tagging a 2-jet event and

a 3-jet event of type i (i = uds, c and b) in subsample j (j = 1; 2 and 3) as the tag bias:

Bji =
�

ji
2jet � �

ji
3jet

�
ji

2jet

For example, B1;b, B2;c, and B3;uds are 5.7%, 14.5%, and 4.1%, respectively in E0 scheme at

ycut = 0:02. These biases are considerably smaller than those found in [9], which resulted
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from the kinematic signatures employed for 
avor-tagging. Fig 5.10 shows that B1;uds, B2;c

and B3;b are 
at against ycut.

The cause of the 
avor-tag bias in our technique arises as follows: Quarks in q�qg events

have smaller available momentum than those in q�q events. As a result, fragmented hadrons

in q�qg event are less energetic than those in q�q event. The detector has momentum depen-

dences on the resolution to reconstruct tracks discussed in Sect.3.4. For lower momentum

tracks, extrapolation uncertainty to IP becomes large, signi�cance from IP is diminished,

and trajectories of tracks will be less precise around IP for those hadrons. Consequently, in

the heavy quark (Q) events, the secondary vertices (SV) in Q �Qg events will be less likely to

be well-reconstructed than those in Q �Q events, and the contamination from heavy 
avor in

the Nsig = 0 bin for uds tagging increases in 3-jet events.

5.3.2 Parton level R3 Unfolding

For each jet algorithm and ycut value the parton-level 3-jet rate R
i
3

for each of the i quark

types (i = uds; c; b) was extracted from a simultaneous maximum likelihood �t to n
j

2 and n
j

3,

the number of 2-jet and 3-jet events, respectively, in the 
avor-tagged subsample (1 � j � 3)

using the relations:

n
j

2 =

3X
i=1

�
"

ji
(2!2)
(1� Ri
3
) + "

ji
(3!2)
Ri
3

�
fiN

n
j

3 =

3X
i=1

�
"

ji
(3!3)
Ri
3 + "

ji
(2!3)
(1� Ri
3)

�
fiN : (5.11)

Here N is the total number of selected events corrected for the event selection e�ciency, and

fi is the Standard Model fractional hadronic width for Z0 decays to quark type i, i.e.,

fi =

BR(Z0 ! qi �qi)

BR(Z0 ! hadrons)
: (5.12)

The ycut-dependent 3 � 3 matrices "ji
(2!2)

and "ji
(3!3)

are the e�ciencies for an event of

type i, with 2- or 3-jets at the parton level, to pass all cuts and enter the 
avor tagged

subsamples j as a 2- or 3-jet event, respectively. These matrices were calculated from the

Monte Carlo simulation, and the systematic errors on the values of the matrix elements are

discussed in Section 5.4. Mathematical details of the unfolding procedure are described in

Appendix B.



CHAPTER 5. MEASUREMENT OF THE �S(FLAV OR) RATIOS 85

This formalism explicitly accounts for modi�cations of the parton-level 3-jet rate due to

hadronization, detector e�ects, and 
avor-tagging bias. The unfolded parton-level Ri
3

are

shown in Fig. 5.3 along with the MC prediction.

5.3.3 Ri
3=R

all
3 and Propagation of Errors

As described in the previous section, we have measured the set of rates fRi
3
g (i = uds; c; b)

for production of 3 or more hadronic jets in light-, charm- and bottom-quark events. In

order to reduce both experimental and theoretical systematic e�ects the ratios Ri
3
=Rall
3

were

then calculated, where Rall
3

=
P
fiR
i
3

and fi is the Standard Model branching fraction for

Z0 ! qiqi. For each of the six jet algorithms Ri
3=R

all
3 are shown as a function of ycut in

Fig. 5.5(b)-5.9(b).

Statistical errors on those ratios were calculated in following manner [107]. In general,

the propagation of the error matrix from the `old' variable set ~x to `new' variable set ~y is

given by [108]:

V (~y) = SV (~x)ST (5.13)

where S is the matrix whose elements are the partial derivatives:

Sij =

@yi

@xj
: (5.14)

The error on the propagated variable yi is �i =
p
Vii(~y), and the correlation between yi and

yj is �ij(~y) = Vij(~y)=(�i�j).

In the case of the translation between the variable sets Ri
3

and Ri
3
=Rall
3

,

Sij = �fjR
i
3

Rall
3

2

(i 6= j) (5.15)

Sii =

Rall
3 � fiR

i
3

Rall
3

2

(i = j) (5.16)

For example, for the E0 algorithm and ycut = 0:02, the statistical error matrix for Ri
3

:

V (Ri
3) =

0
BB@

0:0000424 �0:0000567 0:0000024

�0:0000567 0:0005120 �0:0000373

0:0000024 �0:0000373 0:0000777
1

CCA (5.17)

CHAPTER 5. MEASUREMENT OF THE �S(FLAV OR) RATIOS 86

is propagated to the statistical error matrix for Ri
3
=Rall
3

:

V (Ri
3=R

all
3 ) =

0
BB@

0:0000880 �0:0002920 �0:0000170

�0:0002920 0:0013182 �0:0002221

�0:0000170 �0:0002221 0:0002255
1

CCA : (5.18)

The values of Ri
3
=Rall
3

at the chosen ycut points which will be described in Sect.5.4.5 are sum-

marized in Table 5.3. The experimental systematic errors and hadronization uncertainties

on these ratios are discussed in later (Sect. 5.4).

Table 5.3: Results for Rj
3
=Rall
3

, derived from Eq. 5.11; The errors shown are statistical.

Algorithm ycut Ruds

3 =Rall
3 Rc
3
=Rall
3

Rb
3=R

all
3

E 0.040 0:982� 0:014 1:025� 0:050 1:031� 0:022

E0 0.020 0:978� 0:010 1:042� 0:036 1:030� 0:016

P 0.020 0:989� 0:010 0:993� 0:037 1:036� 0:017

P0 0.015 0:979� 0:009 1:036� 0:032 1:032� 0:014

D 0.010 1:001� 0:013 1:039� 0:050 0:965� 0:021

G 0.080 0:994� 0:018 1:034� 0:069 0:989� 0:028
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Figure 5.2: The detector-level Rj
3 vs. ycut for each 
avor-tagged subsample and for each

algorithm. The points are Data and lines are MC.
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Figure 5.3: The unfolded parton-level R3 for each 
avor and di�erent algorithms. The points

are Data and lines are MC. Arrows indicate the chosen ycut values.
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Figure 5.4: (a) The raw measured ratios Rj
3
=Rall
3

vs. ycut for subsample j (see text); data

(points with error bars), and simulation (lines joining values at the same ycut values as the

data). (b) The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. yc for the 3 primary event 
avors.

The arrow indicates the chosen ycut value. : E-algorithm
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Figure 5.5: (a) The raw measured ratios Rj
3
=Rall
3

vs. ycut for subsample j (see text); data

(points with error bars), and simulation (lines joining values at the same ycut values as the

data). (b) The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. yc for the 3 primary event 
avors.

The arrow indicates the chosen ycut value. : E0-algorithm
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Figure 5.6: (a) The raw measured ratios Rj
3
=Rall
3

vs. ycut for subsample j (see text); data

(points with error bars), and simulation (lines joining values at the same ycut values as the

data). (b) The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. yc for the 3 primary event 
avors.

The arrow indicates the chosen ycut value. : P-algorithm
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Figure 5.7: (a) The raw measured ratios Rj
3
=Rall
3

vs. ycut for subsample j (see text); data

(points with error bars), and simulation (lines joining values at the same ycut values as the

data). (b) The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. yc for the 3 primary event 
avors.

The arrow indicates the chosen ycut value. : P0-algorithm
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Figure 5.8: (a) The raw measured ratios Rj
3
=Rall
3

vs. ycut for subsample j (see text); data

(points with error bars), and simulation (lines joining values at the same ycut values as the

data). (b) The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. yc for the 3 primary event 
avors.

The arrow indicates the chosen ycut value. : Durham-algorithm
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Figure 5.9: (a) The raw measured ratios Rj
3
=Rall
3

vs. ycut for subsample j (see text); data

(points with error bars), and simulation (lines joining values at the same ycut values as the

data). (b) The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. yc for the 3 primary event 
avors.

The arrow indicates the chosen ycut value. : Geneva-algorithm
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Figure 5.10: The 
avor tag bias against 3-jet as a function of ycut. Arrows indicate the

chosen ycut values.
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5.4 Systematic Errors on Ri
3=R

all
3

In the following sections, we will discuss the systematic errors that potentially a�ect our

measurement of Ri
3
=Rall
3

. These may be divided into uncertainties in modeling the detector

and uncertainties on experimental measurements serving as input parameters to the under-

lying physics modeling. The measurements rely on a Monte Carlo simulation to evaluate

the e�ciency matrices � used in the procedure for unfolding from detector-level measured

jet rates to those of the parton level. A large number of measured quantities from existing

experiments relating to the production and decay of charm and bottom hadrons are used as

input to our simulation based on the JETSET7.4 [56] event generator. The B hadron de-

cays are modeled according to the CLEO B decay model [90] tuned to reproduce the spectra

measured at �(4s) [91].

For each source of systematics considered, the error was evaluated by varying the ap-

propriate parameter in the Monte Carlo simulation, turning on/o� the corrections to the

detector modeling, recalculating the unfolding matrices �, performing a new �t of Eq. 5.11

to the data, re-deriving values of Ri
3
=Rall
3

, and then taking the respective di�erence in results

relative to our standard procedure as the systematic uncertainty.

5.4.1 Detector Modeling

We considered several properties of the detector modeling in the SLD Monte Carlo that

potentially a�ect our measurement. The �nal results for �s ratio are derived after applying

all of the corrections discussed below.

Tracking E�ciency

Any variation of the number of tracks available for use could have some e�ect. The average

multiplicities for the well-measured tracks are 19.90 in data and 20.34 in MC, those for the


avor-tagging tracks are 11.97 in data and 12.4 in MC. The former di�erence comes from

the CDC tracking e�ciency 96:67 � 0:35 for data [109] and 97:47 � 0:07 for MC [109], the

latter predominantly comes from VXD hit linking e�ciencies. We have applied a momen-

tum dependent correction for the well-measured tracks, and a momentum and polar-angle

dependent correction to the MC by tossing MC tracks randomly in order to provide good
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Figure 5.11: (a) Transverse momentum (w.r.t beam axis) distribution for the well-measured

tracks, (b) Transverse momentum (w.r.t beam axis) distribution for the 
avor tagging quality

tracks, (c) Polar angle (w.r.t beam axis) distribution for the 
avor tagging quality tracks,

for data (points) and Monte Carlo (histogram), respectively. (d-f); Data/MC ratio for (a-c),

respectively.
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agreement between the data and the MC. The distributions of transverse momentum with

respect to the beam axis for the well-measured tracks and the 
avor tagging quality tracks

are shown in Fig. 5.11(a-b), and the distribution of polar angle with respect to the beam axis

for the 
avor tagging quality tracks in Fig. 5.11(c), as well as those ratios in Fig. 5.11(d-f).

The variation in the �nal results due to changing these corrections are relatively small.

2D impact parameter Resolution

As described in Sect. 3.4.2, the modeling of the overall tracking resolution can be charac-

terized by the impact parameter. The normalized 2-Dimensional impact parameter distri-

bution of the 
avor tagging quality tracks in the Monte Carlo describes the data quite well

(Fig. 5.12a, also see Fig. 4.4), however, there is a small valley-shape structure in the core of

the ratio between data and Monte Carlo (Fig. 5.12b). This implies that the modeling of the

multiple scattering e�ect is slightly underestimated.

In order to well-match those of MC with data we hence smeared each 
avor tagging

tracks in the following manner:

�xy

��xy
(smeared) =

�xy
��xy

(MC) + C(Pt; cos �)�G (5.19)

where �xy=��xy is the normalized 2D impact parameter, G is the Gaussian random number

with <G>= 0, and C(Pt; cos �) is the smearing factors taking into account transverse mo-

mentum w.r.t beam axis Pt and polar angle �. The tracks with momentum 2:0 < Pt < 5:0

GeV and large polar angle 0:6 < cos � < 0:8 in the MC were smeared by the factors

C(Pt; cos �) listed in Table 5.4. These factors were estimated from the single Gaussian �t to

the negative region of the �xy=��xy distribution, i.e resolution sensitive side. The smeared

distribution is shown in Fig. 5.12c, as well as those ratio Fig. 5.12d. The di�erence between

the result with smearing and without smearing was taken as a systematic error.
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Table 5.4: Smearing factors C(Pt; cos�) for 2-dimensional normalized impact parameter for

MC.

Ptn cos � 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8

<0.7GeV 0. 0. 0. 0.22572

0.7-2.0GeV 0. 0. 0. 0.33384

2.0-5.0GeV 0.17631 0.16395 0.29100 0.52448

>5GeV 0. 0. 0. 0.
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Figure 5.12: Distribution of the normalized 2D impact parameter for data (points) and

Monte Carlo (histogram) comparing before smearing (a) and after smearing (c), and the

corresponding ratios (b) and (d).
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z-coordinate track resolution

Since this analysis uses the 3 dimensional topological reconstruction of the heavy hadron

decay vertex to determine the initial quark 
avor, we also investigated the z-coordinate

tracking resolution. Figure 5.13(a) shows the data{Monte Carlo comparison for the normal-

ized 3-D impact parameter �3D=�3D� . It should be noted that the dip at �3D=�3D� = 0 in the

distribution is due to reduced available phase space.

Just as described the xy impact parameter is well described by MC, therefore this discrep-

ancy predominantly seems to come from the resolution modeling for z-coordinate. In order

to correct for the visible discrepancy (Fig. 5.13b), the z-coordinate of the helix parameter

for each 
avor tagging quality track was smeared:

zdoca(smeared) = zdoca(MC) +

g
cos �

; (5.20)

where zdoca is the z-coordinate of the track at the distance of closest approach to the IP,

� is the dip angle of the track and g is a random number distributed according to the

Gaussian probability with <g>= 0. This parameterization takes into account the dip angle

dependence of the multiple scattering e�ect. Fig. 5.13 shows the distribution of �3D=�3D�

after smearing with �g = 20�m [97, 110, 111]. The ratio between data and MC is shown in

Fig. 5.13d, the core distribution is well-described by the smeared MC. We took here the full

correction as a systematic error.
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5.4.2 MC statistics

Since the e�ciency matrices are evaluated using the MC, each matrix element has a statistical

error due to the �nite number of MC events available. We estimated the e�ects of this

uncertainty by generating the multinomial distribution for each element of the matrices.

Using the newly generated e�ciency matrix, Rj
3
=Rall
3

were re-evaluated. This procedure was

repeated 1000 times for each algorithm. The root mean square derivations of the scattering

around the central values of Ri
3
=Rall
3 were taken as the errors due to �nite MC statistics.

5.4.3 Physics Modeling

Since it is not feasible to generate a new set of Monte Carlo events and go through full

detector simulation because of the limitation of the CPU power, systematic errors due to

the uncertainties of physics modeling were studied by an event re-weighting method. One

modi�ed set of Monte Carlo events is obtained to reproduce a desired generator level distri-

bution Gmod:(�) of a parameter � in question (e.g. � = B lifetime) by weighting each event

in the nominal Monte Carlo Gnominal(�) with Wmod:(�):

Wmod:(�) =

Gmod:(�)

Gnominal(�)
: (5.21)

We considered B- and D-hadron properties that potentially a�ect our measurement. The

central value and variation of each parameter were chosen to be consistent with the current

world-averaged experimental measurement and its error.

B hadron Modeling

� B fragmentation

The mean scaled energy <xE>B= 2EB=
p
s carried by weakly-decaying B hadrons,

where EB is the energy of a B hadron and
p
s is the center of mass energy, is varied

as <xE>B= 0:697� 0:008, which is consistent with measurements from SLD [66] and

LEP [64, 112]. The di�erence in function shapes between the Peterson model [63] and

the Bowler model [62] with the same <xE>B was also investigated.

� B hadron decay multiplicity
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The mean charged multiplicity 5:51 of B-hadron decays, which potentially a�ects SV

reconstruction, is varied by �0:35 tracks by re-weighting the multiplicity distribution.

This variation is consistent with the SLD [113], LEP [114] and ARGUS [115] measure-

ments.

� B hadron lifetime

As the ease of tagging b event is made possible by the long lifetimes of the B hadron

species, any change in the lifetimes may have an e�ect on the tagging e�ciency. The

values of B meson (baryon) lifetimes in the MC samples are 1.56 ps (1.10 ps). The B

meson lifetime was varied by �0:05 ps, and the B baryon lifetime was variedby �0:08

ps [20].

� B baryon production rate

A change in the B baryon production rate could a�ect the b-tagging e�ciency due to

its low lifetime. The rate of B baryon production in b events was changed from its

central value of 7:6% by �3:2% [20].

� B ! D+ fraction

Changes in the fraction of B ! D+ decay could have some e�ect on the tagging

e�ciency for b events, since the long decay path of the D+ downstream of the B meson

decay point enhances the e�ciency for tagging that event. The branching fraction

0.192 is varied by �0:05 [20].

� Rb = BR(Z0 ! b�b)=BR(Z0 ! hadrons)

The fraction of b events in Z0 decays gives the normalization for the unfolding proce-

dure, so any change in that value has a direct e�ect on the values for the other quark


avors, due to the correlations in the unfolding. We varied Rb by �0:0017 about the

Standard Model prediction of Rb = 0:2156 . This range of error is consistent with

the current world average [20]. However, the high purity of the b-tag sample largely

reduces the e�ects of these correlations.

D-hadron Modeling

� Rc = BR(Z0 ! c�c)=BR(Z0 ! hadrons)
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As the c-tag is relatively low purity and contaminated by b events, the fraction of

c events assumed for that sample has a potentially large e�ect on the outcome for

Rc
3
=Rall
3

. This is due to the large background subtraction to derive Rc
3
=Rall
3

at the

parton level. We varied Rc by �0:010 about the standard model value of 0.172 [20].

� D fragmentation

The mean scaled energy of charmed hadrons <xE>D= 0:483 was varied by �0:008, a

value consistent with measurements from LEP [65]. The di�erence in function shapes

between Peterson model [63] and the Bowler model [62] with the same mean value was

also investigated.

� D hadron lifetime

As well as B hadron lifetime, the variation of D hadron lifetime potentially a�ects the

measurements. The values of D-meson (�c-baryon) lifetimes in the MC samples are

varied according to the current world average [20].

� c�c! D +X fraction

Due to the longD+ lifetime, we would expect that the probability to �nd the secondary

charm vertices depends on the rate of D+ production in c�c events. We also investigated

Ds and �c fractions. The fractions 0:259, 0:113, and 0:074 of the D+ + X, Ds + X,

and �c +X were varied by �0:028,�0:037 �0:029, respectively [20].

� D decay multiplicity

The systematic errors due to uncertainties in charmed meson decay topology were

estimated by changing the Monte Carlo D decay charged multiplicity according to the

uncertainty in experimental measurements [116]. The mean decay multiplicities 2:54,

2:48, 2; 62, 2:79 of the D0, D+, Ds, and �c are varied by �0:06, �0:06, �0:31, �0:45,

respectively.

� no-�0 decay fraction

Charm decays with fewer neutral particles have higher charged mass and are therefore

more likely to be tagged. Thus, an additional systematic uncertainty is estimated by

varying the rates of charm decays with no �0's by �10%.
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other physics modeling

� The rate for g ! Q �Q

A rate for gluons to split into heavy quarks could change the frequency that uds events

are tagged as heavy quark events. The g ! b�b and g ! c�c production rates are varied

based on the OPAL g ! c�c measurement; f(g ! c�c) = 2:38 � 0:48 � 10�2 [117] and

the theoretical prediction for the ratio f(g ! b�b)=f(g ! c�c) = 0:13 [112]. This has a

relatively small e�ect on the results.

� suppression for s�s from vacuum

Uncertainties in the production of long-lived strange particles could also a�ect the

measurements. The multiplicities of K0 and � were varied correspond to the strange

quark suppression factor 0:280�0:028, which is the ratio of the probability of popping

up s�s from the vacuum to that of u�u or d �d. The central value and variation is consistent

with LEP [118] and SLD [119] measurements.

For each algorithm at chosen ycut the errors on Ruds

3 =Rall
3 , Rc
3=R

all
3 , and Rb
3=R

all
3 are

listed in Table 5.6-5.10. The dominant physics contributions to �Rb
3
=Rall
3

result from limited

knowledge of the B-hadron fragmentation functions and the average B decay multiplicity.

The uncertainty in BR(Z0 ! c�c) and in the charmed hadron fragmentation function produce

dominant variations in Rc
3=R

all
3 and Ruds

3 =Rall
3 . Contributions from B hadron lifetimes, the

fraction of D+ in B meson decays, b-baryon production rates, and the charm hadron decay

multiplicity are relatively small.

For each jet altorithm and ycut value all of the errors were added in quadrature to obtain

a total experimental systematic error on each Ri
3=R

all
3 ratio.

5.4.4 Hadronization Uncertainties

The intrinsically non-perturbative process by which quarks and gluons fragment into the ob-

served �nal-state hadrons cannot currently be calculated in perturbative-QCD. Phenomeno-

logical models of hadronization have been developed over the past few decades and have

been implemented in Monte Carlo event-generator programs to facilitate comparison with
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experimental data. We have used the models implemented in the JETSET 7.4 and HER-

WIG 5.9 [57] programs to study hadronization e�ects; these models have been extensively

studied and tuned to provide a good description of detailed properties of hadronic �nal states

in e+e� annihilation; for a review of studies at the Z0 resonance see [120]. Our standard

simulation based on JETSET 7.4 was used to evaluate the e�ciency and purity of the event-


avor tagging, as described in Sect. 5.3.2, as well as for the study of experimental systematic

errors described in previous sections.

We investigated hadronization uncertainties by calculating from the Monte Carlo-generated

event sample, the ratios:

ri =

�
Ri
3

Rall
3

�
parton

=
�
Ri
3

Rall
3

�
hadron

(5.22)

where i = uds; c or, b, parton refers to the calculation of the quantity in brackets at the

parton-level, and hadron refers to the corresponding hadron-level calculation using stable

�nal-state particles.

We recalculated these ratios by changing in turn the parameters Q0 and �q in the JSET-

SET program 1 and generating one million event samples. We also recalculated these ratios

by using the HERWIG 5.9 program with default parameter settings. For each variation we

evaluated the fractional deviation �ri w.r.t. the standard value:

�ri =

r0i � ri

ri

(5.23)

and the corresponding deviations on Ri
3
=Rall
3

. For each algorithm the deviations are listed

in Table 5.6-5.10. These deviations were added in quadrature to de�ne the systematic error

on Ri
3
=Rall
3

due to hadronization uncertainties.

1
Q0(GeV) controls the minimum virtual mass allowed for partons in the parton shower; we considered a

variation around the central value, 1.0, of +1:0�0:5. �q (GeV/c) is the width of the Gaussian distribution used

to assign transverse momentum, w.r.t the color �eld, to quarks and antiquarks in the fragmentation process;

we considered a variation around the central value, 0.39 of �0:04.
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Table 5.5: Compilation of the systematic errors for the E algorithm and ycut = 0:04. The

�rst column shows the error source, the second column the central value used, and the third

column the variation considered. The remaining columns show the corresponding errors on

the values of Ruds

3

=Rall
3

, Rc
3
=Rall
3

, and Rb
3
=Rall
3

; `+' (`-') denotes the error corresponding to

the relevant positive (negative) parameter variation.

E algorithm

source Central Variation �R
uds

3 =R
all
3 (%) �R

c
3=R

all
3 (%) �R

b
3=R

all
3 (%)

Value + - + - + -

tracking e�ciency correction o� 0.26 0.60 -1.24

2D imp. par. res. smear o� 0.36 -2.72 1.15

z track resolution smear o� 0.11 -1.87 1.18

MC statistics 0.8M 0.44 -0.40 1.71 -1.71 0.73 -0.73

B decay < nch > 5:51 �0:35trks -0.34 0.44 -0.80 0.20 1.61 -1.40

B fragm. < xb > 0:697 �0:008 -0.47 0.50 -0.39 0.49 1.65 -1.80

B fragm. shape Peterson Bowler 0.35 0.23 -1.19

B meson lifetime �B 1:56ps �0:05ps 0.07 -0.07 -0.23 0.24 -0.01 0.01

B baryon lifetime �B 1:10ps �0:08ps -0.01 0.00 -0.01 0.02 0.03 -0.03

B baryon prod. 7.6% �3:2% -0.10 0.10 -0.12 0.15 0.38 -0.39

B ! D
+ +X frac. 0.192 �0:05 0.05 0.02 -0.05 -0.03 -0.10 -0.05

Z
0 ! b�b: f b 0.2156 �0:0017 -0.10 0.10 0.17 -0.17 0.11 -0.11

Z
0 ! c�c: fc 0.172 �0:010 -0.84 0.82 2.85 -3.23 -0.26 0.26

C fragm. < xc > 0.483 �0:008 -0.53 0.53 2.52 -2.54 -0.51 0.51

C fragm. shape Peterson Bowler 0.04 -0.17 0.02

D
0 decay < nch > 2.54 �0:06trks -0.15 0.15 0.59 -0.60 -0.05 0.04

D
+ decay < nch > 2.48 �0:06trks -0.17 0.18 0.68 -0.73 -0.06 0.06

Ds decay < nch > 2.62 �0:31trks -0.26 0.27 0.96 -0.98 -0.01 0.00

D
0 lifetime 0:418ps �0:004ps 0.00 0.00 0.00 0.00 0.00 0.00

D
+ lifetime 1:054ps �0:015ps 0.00 0.00 0.01 -0.01 -0.01 0.02

Ds lifetime 0:466ps �0:017ps 0.01 -0.01 0.01 0.00 -0.04 0.03

D
0 ! K

0 mult. 0.402 �0:059 -0.28 0.28 1.04 -1.04 -0.05 0.02

D
+ ! K

0 mult. 0.644 �0:078 -0.34 0.38 1.21 -1.38 0.00 0.03

Ds ! K

0 mult. 0.382 �0:057 -0.04 0.04 0.12 -0.12 0.02 -0.02

D
0 ! no�
0 0.370 �0:037 -0.16 0.16 0.46 -0.53 0.09 -0.04

D
+ ! no�
0 0.496 �0:050 -0.11 0.12 0.11 -0.15 0.22 -0.22

Ds ! no�
0 0.348 �0:035 0.03 -0.03 -0.07 0.07 -0.02 0.02

c�c! D
+ +X frac. 0.259 �0:028 -0.08 0.10 0.38 -0.44 -0.06 0.07

c�c! Ds +X frac. 0.113 �0:037 0.09 -0.09 -0.50 0.48 0.13 -0.13

c�c! �c +X 0.074 �0:029 0.12 -0.11 -0.50 0.48 0.07 -0.07

�cdecay < nch > 2.79 �0:45trks -0.18 0.18 0.25 -0.23 0.32 -0.33

�c lifetime 0:216ps �0:011ps 0.03 -0.01 -0.16 0.04 0.05 0.01

g ! bb 0:31 �0:11% 0.10 -0.10 0.08 -0.09 -0.34 0.35

g ! cc 2:38 �0:48% 0.08 -0.08 -0.20 0.20 -0.07 0.08

K

0 prodn. 0.658trks �0:050trks 0.33 -0.32 -0.61 0.56 -0.45 0.45

� prodn. 0.124trks �0:008trks 0.02 -0.04 -0.05 0.10 -0.02 0.04

Total Exp. Syst. 1.59 -1.42 4.86 -6.15 3.08 -3.11

Q0 1GeV +1-0.5GeV -0.27 0.12 -0.05 1.21 0.80 -1.34

�q 0.39GeV �0:04GeV -0.04 0.05 0.27 0.01 -0.09 -0.13

hadronization model JETSET7.4 HERWIG5.9 0.91 1.00 -3.44

Total Hadronization 0.91 -0.27 1.59 -0.05 0.80 -3.69
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Table 5.6: Compilation of the systematic errors for the E0 algorithm and ycut = 0:02. The

�rst column shows the error source, the second column the central value used, and the third

column the variation considered. The remaining columns show the corresponding errors on

the values of Ruds

3

=Rall
3

, Rc
3
=Rall
3

, and Rb
3
=Rall
3

; `+' (`-') denotes the error corresponding to

the relevant positive (negative) parameter variation.

E0 algorithm

source Central Variation �R
uds

3 =R
all
3 (%) �R

c
3=R

all
3 (%) �R

b
3=R

all
3 (%)

Value + - + - + -

tracking e�ciency correction o� 0.19 0.40 -0.89

2D imp. par. res. smear o� <0.01 -0.91 0.73

z track resolution smear o� -0.26 -0.10 0.83

MC statistics 0.8M 0.40 -0.40 1.55 -1.55 0.67 -0.67

B decay < nch > 5:51 �0:35trks -0.23 0.32 -0.54 0.08 1.08 -0.96

B fragm. < xb > 0:697 �0:008 -0.35 0.39 -0.38 -0.46 1.31 -1.47

B fragm. shape Peterson Bowler 0.41 0.65 -1.69

B meson lifetime �B 1:56ps �0:05ps 0.06 -0.06 -0.14 0.16 -0.05 0.04

B baryon lifetime �B 1:10ps �0:08ps <0.01 <0.01 -0.03 0.03 0.01 -0.01

B baryon prod. 7.6% �3:2% -0.07 0.08 0.07 -0.08 0.13 -0.15

B ! D
+ +X frac. 0.192 �0:05 0.01 0.04 0.12 -0.08 -0.12 -0.04

Z
0 ! b�b: f b 0.2156 �0:0017 -0.08 0.08 0.13 -0.13 0.06 -0.06

Z
0 ! c�c: f c 0.172 �0:010 -0.62 0.61 1.98 -2.24 -0.23 0.23

C fragm. < xc > 0.483 �0:008 -0.35 0.35 1.69 -1.69 -0.35 0.35

C fragm. shape Peterson Bowler -0.08 0.32 -0.03

D
0 decay < nch > 2.54 �0:06trks -0.09 0.09 0.34 -0.37 -0.03 0.04

D
+ decay < nch > 2.48 �0:06trks -0.14 0.15 0.53 -0.56 -0.03 0.02

Ds decay < nch > 2.62 �0:31trks -0.06 0.06 0.32 -0.33 -0.10 0.09

D
0 lifetime 0:418ps �0:004ps 0.01 <0.01 <0.00 0.01 -0.02 <0.01

D
+ lifetime 1:054ps �0:015ps <0.01 <0.01 0.01 -0.01 -0.01 0.01

Ds lifetime 0:466ps �0:017ps 0.01 -0.01 0.02 -0.02 -0.03 0.03

D
0 ! K

0 mult. 0.402 �0:059 -0.20 0.20 0.64 -0.65 0.05 -0.05

D
+ ! K

0 mult. 0.644 �0:078 -0.22 0.25 0.76 -0.90 0.03 -0.01

Ds ! K

0 mult. 0.382 �0:057 -0.03 0.03 0.09 -0.10 <0.01 <0.01

D
0 ! no�
0 0.370 �0:037 -0.18 0.20 0.47 -0.53 0.14 -0.14

D
+ ! no�
0 0.496 �0:050 -0.08 0.09 0.07 -0.08 0.19 -0.19

Ds ! no�
0 0.348 �0:035 0.01 -0.01 -0.01 0.01 -0.02 0.02

c�c! D
+ +X frac. 0.259 �0:028 -0.05 0.05 0.23 -0.27 -0.04 0.04

c�c! Ds +X frac. 0.113 �0:037 0.04 -0.03 -0.21 0.16 0.06 -0.05

c�c! �c +X 0.074 �0:029 0.08 -0.07 -0.40 0.35 0.08 -0.08

�cdecay < nch > 2.79 �0:45trks -0.06 0.05 -0.03 0.03 0.18 -0.18

�c lifetime 0:216ps �0:011ps 0.07 -0.02 -0.28 0.09 0.02 -0.01

g ! bb 0:31 �0:11% 0.08 -0.08 0.10 -0.10 -0.30 0.30

g ! cc 2:38 �0:48% 0.06 -0.07 -0.12 0.13 -0.09 0.09

K

0 prodn. 0.658trks �0:050trks 0.21 -0.20 -0.28 0.23 -0.38 0.37

� prodn. 0.124trks �0:008trks 0.03 -0.03 -0.03 -0.05 -0.06 0.05

Total Exp. Syst. 1.14 -1.11 3.46 -3.80 2.27 -2.78

Q0 1GeV +1-0.5GeV -0.24 0.53 0.49 0.25 0.34 -1.79

�q 0.39GeV �0:04GeV -0.09 <0.01 0.33 -0.07 0.05 0.12

Total Hadronization JETSET7.4 HERWIG5.9 0.5 1.74 -3.23

Hadronization. Total 0.74 -0.25 1.85 -0.07 0.36 -3.69
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Table 5.7: Compilation of the systematic errors for the P algorithm and ycut = 0:02. The

�rst column shows the error source, the second column the central value used, and the third

column the variation considered. The remaining columns show the corresponding errors on

the values of Ruds

3

=Rall
3

, Rc
3
=Rall
3

, and Rb
3
=Rall
3

; `+' (`-') denotes the error corresponding to

the relevant positive (negative) parameter variation.

P algorithm

source Center Variation �R
uds

3 =R
all
3 (%) �R

c
3=R

all
3 (%) �R

b
3=R

all
3 (%)

Value + - + - + -

tracking e�ciency correction o� 0.29 0.09 -0.90

2D imp. par. res. smear o� -0.12 -0.45 0.69

z track resolution smear o� -0.43 0.67 0.67

MC statistics 0.8M 0.35 -0.35 1.38 -1.38 0.62 -0.62

B decay < nch > 5:51 �0:35trks -0.18 0.26 -0.69 0.23 1.06 -0.91

B fragm. < xb > 0:697 �0:008 -0.35 0.38 -0.26 0.34 1.21 -1.36

B fragm. shape Peterson Bowler 0.47 0.34 -1.62

B meson lifetime �B 1:56ps �0:05ps 0.06 -0.06 -0.15 0.16 -0.04 0.04

B baryon lifetime �B 1:10ps �0:08ps 0.00 0.00 -0.03 0.03 0.01 -0.01

B baryon prod. 7.6% �3:2% -0.09 0.11 0.15 -0.19 0.15 -0.16

B ! D
+ +X frac. 0.192 �0:05 0.01 0.02 0.00 0.04 -0.04 -0.09

Z
0 ! b�b: f b 0.2156 �0:0017 -0.07 0.07 0.13 -0.13 0.06 -0.06

Z
0 ! c�c: fc 0.172 �0:010 -0.57 0.55 2.07 -2.34 -0.19 0.19

C fragm. < xc > 0.483 �0:008 -0.36 0.36 1.68 -1.70 -0.33 0.33

C fragm. shape Peterson Bowler -0.03 0.12 0.00

D
0 decay < nch > 2.54 �0:06trks -0.09 0.09 0.38 -0.42 -0.06 0.07

D
+ decay < nch > 2.48 �0:06trks -0.15 0.16 0.58 -0.62 -0.03 0.04

Ds decay < nch > 2.62 �0:31trks -0.16 0.17 0.59 -0.61 -0.02 0.02

D
0 lifetime 0:418ps �0:004ps 0.00 0.00 0.00 0.00 -0.01 0.01

D
+ lifetime 1:054ps �0:015ps 0.00 0.00 0.00 0.00 -0.01 0.01

Ds lifetime 0:466ps �0:017ps 0.01 -0.01 0.00 0.00 -0.03 0.03

D
0 ! K

0 mult. 0.402 �0:059 -0.24 0.25 0.71 -0.73 0.13 -0.14

D
+ ! K

0 mult. 0.644 �0:078 -0.23 0.26 0.75 -0.88 0.07 -0.03

Ds ! K

0 mult. 0.382 �0:057 -0.04 0.04 0.16 -0.17 -0.01 0.01

D
0 ! no�
0 0.370 �0:037 -0.09 0.10 0.25 -0.31 0.06 -0.03

D
+ ! no�
0 0.496 �0:050 -0.10 0.10 0.11 -0.11 0.18 -0.19

Ds ! no�
0 0.348 �0:035 0.02 -0.02 -0.05 0.05 -0.02 0.02

c�c! D
+ +X frac. 0.259 �0:028 -0.03 0.04 0.15 -0.19 -0.03 0.04

c�c! Ds +X frac. 0.113 �0:037 0.00 0.01 -0.06 0.01 0.03 -0.02

c�c! �c +X 0.074 �0:029 0.14 -0.13 -0.62 0.58 0.11 -0.10

�cdecay < nch > 2.79 �0:45trks -0.05 0.04 0.19 -0.18 -0.02 0.01

�c lifetime 0:216ps �0:011ps 0.06 -0.02 -0.20 0.06 0.00 0.00

g ! bb 0:31 �0:11% 0.08 -0.08 0.14 -0.14 -0.33 0.33

g ! cc 2:38 �0:48% 0.07 -0.08 -0.16 0.17 -0.08 0.09

K

0 prodn. 0.658trks �0:050trks 0.24 -0.23 -0.48 0.43 -0.29 0.30

� prodn. 0.124trks �0:008trks 0.02 -0.03 0.00 0.02 -0.06 0.07

Total Exp. Syst. 1.11 -1.13 3.53 -3.80 2.09 -2.63

Q0 1GeV +1-0.5GeV -0.14 0.51 0.51 0.18 0.02 -1.68

�q 0.39GeV �0:04GeV 0.05 -0.02 -0.15 0.19 <0.01 -0.03

hadronization model JETSET7.4 HERWIG5.9 0.02 1.27 -1.35

Total Hadronization 0.51 -0.14 1.39 -0.15 0.02 -2.16
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Table 5.8: Compilation of the systematic errors for the P0 algorithm and ycut = 0:015. The

�rst column shows the error source, the second column the central value used, and the third

column the variation considered. The remaining columns show the corresponding errors on

the values of Ruds

3

=Rall
3

, Rc
3
=Rall
3

, and Rb
3
=Rall
3

; `+' (`-') denotes the error corresponding to

the relevant positive (negative) parameter variation.

P0 algorithm

source Center Variation �R
uds

3 =R
all
3 (%) �R

c
3=R

all
3 (%) �R

b
3=R

all
3 (%)

Value + - + - + -

tracking e�ciency correction o� 0.32 -0.15 -0.79

2D imp. par. res. smear o� -0.04 -0.78 0.74

z track resolution smear o� -0.28 0.07 0.74

MC statistics 0.8M 0.32 -0.32 1.16 -1.16 0.55 -0.55

B decay < nch > 5:51 �0:35trks -0.16 0.22 -0.68 0.30 1.01 -0.85

B fragm. < xb > 0:697 �0:008 -0.36 0.39 -0.35 0.41 1.30 -1.45

B fragm. shape Peterson Bowler 0.45 0.36 -1.57

B meson lifetime �B 1:56ps �0:05ps 0.06 -0.05 -0.12 0.14 -0.07 0.04

B baryon lifetime �B 1:10ps �0:08ps 0.00 0.00 -0.03 0.03 0.02 -0.02

B baryon prod. 7.6% �3:2% -0.06 0.07 0.17 -0.20 0.05 -0.05

B ! D
+ +X frac. 0.192 �0:05 0.01 0.03 0.06 0.00 -0.09 -0.10

Z
0 ! b�b: f b 0.2156 �0:0017 -0.07 0.07 0.11 -0.11 0.05 -0.06

Z
0 ! c�c: f c 0.172 �0:010 -0.53 0.52 1.64 -1.86 -0.17 0.17

C fragm. < xc > 0.483 �0:008 -0.30 0.30 1.47 -1.46 -0.31 0.30

C fragm. shape Peterson Bowler -0.10 0.38 -0.04

D
0 decay < nch > 2.54 �0:06trks -0.08 0.08 0.29 -0.32 -0.01 0.03

D
+ decay < nch > 2.48 �0:06trks -0.12 0.13 0.49 -0.52 -0.04 0.04

Ds decay < nch > 2.62 �0:31trks -0.12 0.12 0.39 -0.40 0.03 -0.03

D
0 lifetime 0:418ps �0:004ps 0.00 0.00 0.01 0.00 -0.02 0.00

D
+ lifetime 1:054ps �0:015ps 0.00 0.00 0.01 -0.01 -0.01 0.01

Ds lifetime 0:466ps �0:017ps 0.00 -0.01 0.01 -0.01 -0.02 0.03

D
0 ! K

0 mult. 0.402 �0:059 -0.14 0.14 0.45 -0.47 0.04 -0.04

D
+ ! K

0 mult. 0.644 �0:078 -0.18 0.21 0.64 -0.77 0.01 0.02

Ds ! K

0 mult. 0.382 �0:057 -0.02 0.02 0.08 -0.08 0.00 0.00

D
0 ! no�
0 0.370 �0:037 -0.10 0.13 0.29 -0.36 0.07 -0.07

D
+ ! no�
0 0.496 �0:050 -0.11 0.11 0.19 -0.18 0.16 -0.17

Ds ! no�
0 0.348 �0:035 0.01 -0.01 -0.01 0.01 -0.02 0.03

c�c! D
+ +X frac. 0.259 �0:028 -0.05 0.06 0.24 -0.27 -0.05 0.05

c�c! Ds +X frac. 0.113 �0:037 0.02 -0.01 -0.11 0.08 0.04 -0.03

c�c! �c +X 0.074 �0:029 0.10 -0.09 -0.46 0.42 0.07 -0.07

�cdecay < nch > 2.79 �0:45trks -0.05 0.05 0.06 -0.06 0.11 -0.10

�c lifetime 0:216ps �0:011ps 0.05 -0.01 -0.20 0.07 0.02 -0.01

g ! bb 0:31 �0:11% 0.06 -0.06 0.11 -0.11 -0.27 0.27

g ! cc 2:38 �0:48% 0.07 -0.07 -0.15 0.15 -0.07 0.08

K

0 prodn. 0.658trks �0:050trks 0.23 -0.21 -0.32 0.29 -0.39 0.37

� prodn. 0.124trks �0:008trks 0.03 -0.03 -0.03 0.04 -0.06 0.04

Total Exp. Syst. 1.01 -0.97 2.87 -3.20 2.13 -2.57

Q0 1GeV +1-0.5GeV -0.19 0.48 0.37 0.13 0.34 -1.56

�q 0.39GeV �0:04GeV -0.17 -0.02 0.41 0.11 0.22 0.05

hadronization model JETSET7.4 HERWIG5.9 0.31 1.57 -2.59

Total Hadronization. 0.57 -0.25 1.67 <0.01 0.40 -3.02
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Table 5.9: Compilation of the systematic errors for the Durham algorithm and ycut = 0:01.

The �rst column shows the error source, the second column the central value used, and the

third column the variation considered. The remaining columns show the corresponding errors

on the values of Ruds

3

=Rall
3

, Rc
3
=Rall
3

, and Rb
3
=Rall
3

; `+' (`-') denotes the error corresponding

to the relevant positive (negative) parameter variation.

Durham algorithm

source Center Variation �R
uds

3 =R
all
3 (%) �R

c
3=R

all
3 (%) �R

b
3=R

all
3 (%)

Value + - + - + -

tracking e�ciency correction o� 0.57 -0.70 -1.06

2D imp. par. res. smear o� -0.15 -0.71 1.01

z track resolution smear o� -0.44 0.48 0.87

MC statistics 0.8M 0.45 -0.45 1.81 -1.81 0.74 -0.74

B decay < nch > 5:51 �0:35trks -0.46 0.56 -1.21 0.51 2.27 -2.01

B fragm. < xb > 0:697 �0:008 -0.32 0.34 -0.25 0.31 1.12 -1.23

B fragm. shape Peterson Bowler 0.36 0.07 -1.08

B meson lifetime �B 1:56ps �0:05ps 0.07 -0.09 -0.23 0.22 -0.02 0.07

B baryon lifetime �B 1:10ps �0:08ps 0.02 -0.02 -0.08 0.07 0.01 -0.01

B baryon prod. 7.6% �3:2% -0.12 0.12 0.38 -0.39 0.04 -0.04

B ! D
+ +X frac. 0.192 �0:05 0.05 0.02 0.15 -0.21 -0.25 0.12

Z
0 ! b�b: f b 0.2156 �0:0017 -0.09 0.09 0.22 -0.22 0.11 -0.11

Z
0 ! c�c: fc 0.172 �0:010 -0.91 0.89 3.13 -3.56 -0.29 0.29

C fragm. < xc > 0.483 �0:008 -0.49 0.50 2.23 -2.30 -0.39 0.40

C fragm. shape Peterson Bowler 0.04 -0.21 0.06

D
0 decay < nch > 2.54 �0:06trks -0.16 0.16 0.66 -0.64 -0.08 0.05

D
+ decay < nch > 2.48 �0:06trks -0.22 0.23 0.83 -0.89 -0.04 0.06

Ds decay < nch > 2.62 �0:31trks -0.18 0.19 0.57 -0.59 0.06 -0.06

D
0 lifetime 0:418ps �0:004ps -0.01 0.00 0.00 -0.02 0.02 0.02

D
+ lifetime 1:054ps �0:015ps 0.00 0.00 0.01 -0.02 0.00 0.02

Ds lifetime 0:466ps �0:017ps 0.00 0.00 0.05 -0.05 -0.05 0.05

D
0 ! K

0 mult. 0.402 �0:059 -0.23 0.25 0.70 -0.71 0.09 -0.14

D
+ ! K

0 mult. 0.644 �0:078 -0.35 0.37 1.05 -1.19 0.14 -0.09

Ds ! K

0 mult. 0.382 �0:057 -0.03 0.03 0.08 -0.09 0.02 -0.01

D
0 ! no�
0 0.370 �0:037 -0.15 0.14 0.48 -0.51 0.04 0.01

D
+ ! no�
0 0.496 �0:050 -0.22 0.23 0.49 -0.50 0.24 -0.24

Ds ! no�
0 0.348 �0:035 0.03 -0.03 -0.05 0.06 -0.04 0.03

c�c! D
+ +X frac. 0.259 �0:028 -0.07 0.07 0.32 -0.33 -0.06 0.05

c�c! Ds +X frac. 0.113 �0:037 -0.01 0.00 0.00 0.04 0.03 -0.04

c�c! �c +X 0.074 �0:029 0.20 -0.19 -0.87 0.83 0.13 -0.14

�cdecay < nch > 2.79 �0:45trks -0.20 0.20 0.45 -0.44 0.20 -0.21

�c lifetime 0:216ps �0:011ps 0.05 -0.01 -0.16 0.04 -0.01 0.00

g ! bb 0:31 �0:11% 0.11 -0.11 0.19 -0.19 -0.45 0.45

g ! cc 2:38 �0:48% 0.11 -0.11 -0.28 0.29 -0.09 0.09

K

0 prodn. 0.658trks �0:050trks 0.23 -0.24 -0.61 0.54 -0.18 0.24

� prodn. 0.124trks �0:008trks 0.03 -0.07 -0.04 0.11 -0.04 0.10

Total Exp. Syst. 1.61 -1.53 4.89 -5.44 3.08 -3.01

Q0 1GeV +1-0.5GeV -0.06 0.07 0.24 0.30 -0.04 -0.50

�q 0.39GeV �0:04GeV -0.08 0.05 0.39 -0.22 -0.11 0.01

hadronization model JETSET7.4 HERWIG5.9 0.07 0.14 -0.21

Total Hadronization 0.11 -0.10 0.57 -0.22 0.01 -0.55
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Table 5.10: Compilation of the systematic errors for the Geneva algorithm and ycut = 0:08.

The �rst column shows the error source, the second column the central value used, and the

third column the variation considered. The remaining columns show the corresponding errors

on the values of Ruds

3

=Rall
3

, Rc
3
=Rall
3

, and Rb
3
=Rall
3

; `+' (`-') denotes the error corresponding

to the relevant positive (negative) parameter variation.

Geneva algorithm

source Center Variation �R
uds

3 =R
all
3 (%) �R

c
3=R

all
3 (%) �R

b
3=R

all
3 (%)

Value + - + - + -

tracking e�ciency correction o� 0.24 0.76 -1.29

2D imp. par. res. smear o� 0.56 -3.20 0.95

z track resolution smear o� -0.25 -0.28 0.93

MC statistics 0.8M 0.61 -0.61 2.42 -2.42 1.00 -1.00

B decay < nch > 5:51 �0:35trks -0.47 0.53 -0.24 -0.64 1.51 -1.00

B fragm. < xb > 0:697 �0:008 -0.31 0.33 -0.04 0.15 0.92 -1.04

B fragm. shape Peterson Bowler 0.49 -0.34 -1.12

B meson lifetime �B 1:56ps �0:05ps 0.10 -0.11 -0.33 0.32 -0.01 0.07

B baryon lifetime �B 1:10ps �0:08ps 0.02 -0.02 -0.03 0.03 -0.04 0.03

B baryon prod. 7.6% �3:2% -0.12 0.11 0.39 -0.40 0.02 -0.01

B ! D
+ +X frac. 0.192 �0:05 0.01 0.05 -0.18 0.03 0.12 -0.16

Z
0 ! b�b: f b 0.2156 �0:0017 -0.11 0.11 0.26 -0.26 0.10 -0.10

Z
0 ! c�c: f c 0.172 �0:010 -0.99 0.97 3.40 -3.86 -0.30 0.30

C fragm. < xc > 0.483 �0:008 -0.50 0.50 2.23 -2.21 -0.36 0.36

C fragm. shape Peterson Bowler 0.03 -0.24 0.10

D
0 decay < nch > 2.54 �0:06trks -0.09 0.09 0.41 -0.34 -0.07 0.01

D
+ decay < nch > 2.48 �0:06trks -0.18 0.19 0.90 -0.97 -0.20 0.23

Ds decay < nch > 2.62 �0:31trks -0.19 0.19 1.00 -1.01 -0.27 0.27

D
0 lifetime 0:418ps �0:004ps -0.02 0.01 0.03 -0.05 0.03 0.02

D
+ lifetime 1:054ps �0:015ps -0.01 0.01 0.03 -0.06 0.00 0.02

Ds lifetime 0:466ps �0:017ps 0.01 -0.01 0.04 -0.05 -0.07 0.06

D
0 ! K

0 mult. 0.402 �0:059 -0.32 0.34 1.21 -1.18 -0.07 -0.03

D
+ ! K

0 mult. 0.644 �0:078 -0.41 0.46 1.29 -1.53 0.13 -0.07

Ds ! K

0 mult. 0.382 �0:057 0.00 0.00 0.02 -0.03 -0.02 0.01

D
0 ! no�
0 0.370 �0:037 -0.22 0.19 0.73 -0.71 0.03 0.04

D
+ ! no�
0 0.496 �0:050 -0.19 0.19 0.43 -0.44 0.18 -0.18

Ds ! no�
0 0.348 �0:035 0.05 -0.05 -0.13 0.14 -0.04 0.03

c�c! D
+ +X frac. 0.259 �0:028 -0.15 0.14 0.61 -0.57 -0.07 0.05

c�c! Ds +X frac. 0.113 �0:037 -0.05 0.03 0.17 -0.10 -0.01 0.00

c�c! �c +X 0.074 �0:029 0.27 -0.26 -1.16 1.12 0.16 -0.16

�cdecay < nch > 2.79 �0:45trks -0.28 0.28 0.96 -0.94 0.02 -0.03

�c lifetime 0:216ps �0:011ps 0.01 0.03 -0.10 -0.11 0.04 0.01

g ! bb 0:31 �0:11% 0.19 -0.19 0.13 -0.13 -0.64 0.64

g ! cc 2:38 �0:48% 0.12 -0.13 -0.22 0.23 -0.18 0.18

K

0 prodn. 0.658trks �0:050trks 0.31 -0.32 -1.02 0.98 -0.08 0.14

� prodn. 0.124trks �0:008trks 0.04 -0.11 -0.07 0.17 -0.07 0.16

Total Exp. Syst. 1.84 -1.67 5.72 -6.87 2.61 -2.63

Q0 1GeV +1-0.5GeV -0.10 0.19 0.47 0.07 -0.08 -0.63

�q 0.39GeV �0:04GeV 0.10 -0.14 -0.28 -0.24 -0.06 0.66

hadronization model JETSET7.4 HERWIG5.9 -0.47 -0.04 1.38

Total Hadronization 0.21 -0.50 0.48 -0.37 1.52 -0.63
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Table 5.11: Central values and errors on Ri
3
=Rall
3

for the 6 di�erent jet-�nding algorithms at

the respective chosen yc values.

Ruds

3 =Rall
3 Rc
3=R

all
3 Rb
3=R

all
3 Ruds

3 =Rall
3 Rc
3=R

all
3 Rb
3=R

all
3

E (yc = 0:04) E0 (yc = 0:02)

Central val. 0.982 1.025 1.031 0.978 1.042 1.030

Stat. +0:014

�0:014

+0:050

�0:050

+0:022

�0:022

+0:010

�0:010

+0:036

�0:036

+0:016

�0:016

Exp. Syst. +0:016

�0:014

+0:049

�0:062

+0:031

�0:031

+0:011

�0:011

+0:035

�0:038

+0:023

�0:028

Hadronization +0:009

�0:003

+0:016

�0:001

+0:008

�0:037

+0:007

�0:003

+0:019

�0:001

+0:004

�0:037

Total +0:023

�0:020

+0:072

�0:080

+0:039

�0:053

+0:016

�0:015

+0:054

�0:052

+0:028

�0:049

P (yc = 0:02) P0 (yc = 0:015)

Central val. 0.989 0.993 1.036 0.979 1.036 1.032

Stat. +0:010

�0:010

+0:037

�0:037

+0:017

�0:017

+0:009

�0:009

+0:032

�0:032

+0:014

�0:014

Exp. Syst. +0:011

�0:011

+0:035

�0:038

+0:021

�0:026

+0:010

�0:010

+0:029

�0:032

+0:021

�0:026

Hadronisation +0:005

�0:001

+0:014

�0:002

+0:0002

�0:022

+0:006

�0:003

+0:017

�0:0001

+0:004

�0:030

Total +0:016

�0:015

+0:053

�0:053

+0:027

�0:038

+0:015

�0:014

+0:046

�0:045

+0:026

�0:042

D (yc = 0:01) G (yc = 0:08)

Central val. 1.001 1.039 0.965 0.994 1.034 0.989

Stat. +0:013

�0:013

+0:050

�0:050

+0:021

�0:021

+0:018

�0:018

+0:069

�0:069

+0:028

�0:028

Exp. Syst. +0:016

�0:015

+0:049

�0:054

+0:031

�0:030

+0:018

�0:017

+0:057

�0:069

+0:026

�0:026

Hadronisation +0:001

�0:001

+0:006

�0:002

+0:0001

�0:006

+0:002

�0:005

+0:005

�0:004

+0:015

�0:006

Total +0:021

�0:020

+0:070

�0:074

+0:037

�0:037

+0:026

�0:025

+0:090

�0:098

+0:041

�0:039

5.4.5 Choice of ycut Values

For each jet algorithm and ycut value the statistical and experimental systematic errors and

hadronization uncertainty on each Ri
3=R

all
3 were added in quadrature. No strong dependence

of this combined error on ycut was observed (Fig. 5.14-Fig. 5.19), but an `optimal' ycut value

for each algorithm was then identi�ed that corresponded with the smallest error. In the

case of the E and G algorithms slightly larger ycut values were chosen so as to ensure that

the O(�2
s) calculations for massive quarks were reliable [121]. The chosen ycut value for each

algorithm is listed in Table. 5.11, together with the corresponding values of the ratiosRi
3
=Rall
3

,

as well as the statistical and experimental-systematic errors and hadronization uncertainties.
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Figure 5.14: Row(a) statistical errors; (b) experimental systematic errors; (c) hadronization

uncertainties; (d) total errors on Ri
3
=Rall
3

as a function of ycut for i = uds (�rst column),

i = charm (second column), and i = b 
avors (third column), respectively, for E-algorithm.

Arrows indicate the chosen ycut values.
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Figure 5.15: Row(a) statistical errors; (b) experimental systematic errors; (c) hadronization

uncertainties; (d) total errors on Ri
3
=Rall
3

as a function of ycut for i = uds (�rst column),

i = charm (second column), and i = b 
avors (third column), respectively, for E0-algorithm.

Arrows indicate the chosen ycut values.
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Figure 5.16: Row(a) statistical errors; (b) experimental systematic errors; (c) hadronization

uncertainties; (d) total errors on Ri
3
=Rall
3

as a function of ycut for i = uds (�rst column),

i = charm (second column), and i = b 
avors (third column), respectively, for P-algorithm.

Arrows indicate the chosen ycut values.
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Figure 5.17: Row(a) statistical errors; (b) experimental systematic errors; (c) hadronization

uncertainties; (d) total errors on Ri
3
=Rall
3

as a function of ycut for i = uds (�rst column),

i = charm (second column), and i = b 
avors (third column), respectively, for P0-algorithm.

Arrows indicate the chosen ycut values.
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Figure 5.18: Row(a) statistical errors; (b) experimental systematic errors; (c) hadronization

uncertainties; (d) total errors on Ri
3
=Rall
3

as a function of ycut for i = uds (�rst column),

i = charm (second column), and i = b 
avors (third column), respectively, for Durham

algorithm. Arrows indicate the chosen ycut values.
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Figure 5.19: Row(a) statistical errors; (b) experimental systematic errors; (c) hadronization

uncertainties; (d) total errors on Ri
3
=Rall
3

as a function of ycut for i = uds (�rst column),

i = charm (second column), and i = b 
avors (third column), respectively, for Geneva

algorithm. Arrows indicate the chosen ycut values.
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5.5 Translation to �s Ratios

We then translate the values and errors on the measured R3 ratios into the corresponding

values and errors on the ratios of strong couplings [107]. This can be done using the relevant

perturbative QCD calculations. With our de�nition, R3 is expressed up to the Next-to-

Leading-Order (NLO) O(�2
s) in perturbative QCD :

Ri
3

= Ai��is + (Bi + Ci)(��is)
2 (5.24)

where ��s = �s=2�, A
i and Bi are, respectively the Leading-Order (LO) and NLO contri-

butions from 3-jet �nal states, and Ci is the LO contribution contribution from 4-jet �nal

states. These coe�cients depend implicitly upon the jet algorithm (see e.g. [31]) as well as

on the scaled-invariant-mass-squared jet resolution parameter ycut; for clarity these depen-

dences have been omitted from the notation. For massless quarks we denote the coe�cients

A0, B0 and C0, and calculations have been available for many years [122, 123]. The values

used are given in Table 5.12.

5.5.1 Heavy Quark Mass E�ects

At the Z0 pole the quark mass often appears in terms proportional to the ratio m2
b=m

2
Z,

and the e�ects of non-zero quark mass can be neglected for many observables. For the 3-jet

rate, however, mass e�ects can enter via terms proportional to m2
b=(ycutm

2
Z). For b-quarks

these terms can contribute at the O(5%) level for typical values of ycut used in jet clustering.

Therefore, the 3-jet rate in heavy-quark events is expected to be modi�ed relative to that in

light-quark events by the diminished phase-space for gluon emission due to the quark mass,

as well as by kinematic e�ects in the de�nition of the jet clustering schemes.

� Phase space suppression

The gluon radiation is suppressed by the diminished phase-space due to the quark

masses [124, 125, 126, 127, 128]. In terms of parton shower evolution, a quark may

radiate gluons until its virtual mass becomes � mq This is schematically shown in

Fig. 5.21(a). The depletion of gluon radiation for b-quarks apparently diminishes the

3-jet rate for b events.
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� Jet-clustering invariant mass

As described in Sect. 5.2.1, two pseudo particles i and j are de�ned as two distinct

jets if m2
ij > ycuts, where mij is the invariant mass between two pseudo-particles and

p
s is the center of mass energy.

For the same kinematic con�guration, a b-quark jet is more likely to be identi�ed as

a individual jet whereas light quarks are more likely to be clustered with soft gluons.

This is schematically shown in Fig. 5.21(b-c). Therefore jet clustering tends to enhance

the jet rate of b events relative to those of light 
avors. The magnitude of the e�ects

depends on the clustering algorithm and ycut.

This e�ect was �rst pointed out by Io�e [124], and investigated by Ballestero, Maina,

and Moretti [125, 126]. Our previously published results were corrected using the relevant

tree-level calculations [126].

Very recently two groups have completed next-to-leading-order (O(�2
s)) perturbative

QCD calculations for massive-quark �nal states in the framework of theMS renormalization

scheme. These calculations have been found to be in agreement with [127, 128]

As well as the coupling constant �s, several valid renormalization schemes exist for quark

masses, each one postulating a di�erent renormalized mass de�nition. The perturbative pole

mass Mq, and the running mass mq(�) renormalized at energy scale � in the MS scheme

are among the most attractive mass de�nitions due to their intrinsic physical properties.

The former de�nition is the renormalized pole of the fermion propagator prescribed by the

on-shell scheme. For free fermions, it corresponds to the usual kinematic mass reconstructed

in experiments. The latter de�nition is purely dynamical, it is associated to the renormalized

fermion mass of the MS scheme and depends on the energy scale � of the process under

study and is appropriate for this study. The b quark mass has been extracted from the known

spectra of the hadronic bound states of the � resonances using QCD sum rules or lattice

calculations [129]: Mb � 4:7 GeV=c2 and mb(mb) = 4:2 GeV=c2. As described in Sect. 2.4.1

the DELPHI collaboration recently measured the b mass de�ned in the MS scheme from

the 3-jet production rate at the Z0 pole: mb(MZ) = 2:67� 0:5(total) [71].

We used the results [121] of the calculations described in [128]. Values for Ab; Bb; Cb for

each jet algorithm are calculated using mb(MZ) = 3:0�0:5 GeV=c2 for the six jet algorithms
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at ycut values used in our study, and listed in Table. 5.13. As an example of heavy quark mass

e�ects, the calculated ratio for Rb
3
=R0
3

for the Durham algorithm using mb(MZ) = 3:0GeV

is shown in Fig. 5.20 as a function of ycut.

Figure 5.20: The numerical calculation of the ratio;Rb
3=R

0
3 for the Durham algorithm as a

function of ycut usingmb(MZ) = 3:0GeV [121]. The plots and error bars represent the central

values of the numerical calculation and its errors.

For illustration, the measured ratios Ri
3
=Rall
3

(i = uds; c; b) are shown in Fig. 5.22(a).

In this case of b-quarks, Rb
3
=Rall
3

lies above unity for the JADE family of algorithms E,

E0, P and P0, and below unity for the D and G algorithms; note that all six data points

are highly correlated with each other, so that the di�erences between algorithms are more

signi�cant than naively implied by the statistical errors displayed. For comparison, the

corresponding QCD calculations of Rb
3=R

0
3 [121] are shown in Fig. 5.22(a) for an input value

of �s(M
2
Z) = 0:118 under the assumption of a 
avor-independent strong coupling. Under

this assumption the calculations are in good agreement with the data, and the data clearly

demonstrate the e�ects of the non-zero b-quark mass, which are up to twice as large as the

statistical error.
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For c-quarks mass e�ects are expected to be O(1%) or less [121], which is much smaller

than our statistical error of roughly 4% on Rc
3
=Rall
3

. This e�ects of non-zero c-quark mass,

and of the light-quark masses, will hence be neglected here.

Table 5.12: Massless coe�cients A0, B0, and C0 for each algorithm.

Algorithm yc A0 B0 C0

E 0.040 14.21 402.48 26.0

E0 0.020 24.35 237.1 116.6

P 0.020 24.35 72.9 116.6

P0 0.015 29.36 14.55 187.6

D 0.010 15.71 122.88 83.98

G 0.080 11.61 46.45 64.76

Table 5.13: The coe�cient Ab; Bb; Cb for the massive next-to-leading-order calculation. The

numbers in parentheses represent the estimated numerical precision.

Ab for mb(MZ) (GeV=c
2)= Bb for mb(MZ) (GeV=c
2)=

Algorithm yc 2.5 3 3.5 2.5 3 3.5

E 0.040 14.392(1) 14.459(1) 14.543(1) 443(4) 466(4) 487(4)

E0 0.020 24.850(2) 25.024(2) 25.231(2) 277(4) 291(4) 310(4)

P 0.020 24.850(2) 25.024(2) 25.231(2) 63(4) 67(4) 75(4)

P0 0.015 30.054(2) 30.315(2) 30.631(2) 2(4) 14(4) 29(4)

D 0.010 15.355(2) 15.213(2) 15.060(2) 105(4) 102(4) 99(4)

G 0.080 11.493(1) 11.435(1) 11.365(1) 61(4) 58(4) 57(4)

Cb for mb(MZ) (GeV=c
2)=

Algorithm yc 2.5 3 3.5

E 0.040 27.91(1) 28.27(1) 28.71(1)

E0 0.020 125.39(7) 127.34(7) 129.55(8)

P 0.020 125.39(7) 127.34(7) 129.55(8)

P0 0.015 202.8(1) 206.1(1) 209.4(1)

D 0.010 84.30(6) 82.83(6) 81.19(6)

G 0.080 65.55(4) 64.60(3) 63.56(3)
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5.5.2 Derivation of �udss =�alls , �
c
s
=�all
s

, and �b
s
=�all
s

We then derived the �s ratios �
i
s=�

all
s from the measured ratios Ri
3
=Rall
3

(i = uds; c; b) by

solving:

Ri
3

Rall
3

=

Ai(ycut)��
i
s +

�
Bi(ycut) + Ci(ycut)

�
(��is)

2

A0(ycut)��alls +
�
B0(ycut) + C0(ycut)

�
(��alls )2

=

Airi + �alls B
iri
2

A0 + �alls B
0

(5.25)

where we use the notation ri = �is=�
all
s , and the world-average value of �alls (M2
Z) = 0:118 [32]

were used2. Note that the partial derivative matrix for the error propagation is diagonal:

Sii =

@ri

@Ri
' 1=

@Ri

@ri

(5.27)

=

A0 + ��alls (B0 + C0)

Ai + 2��alls (Bi + Ci)ri

(5.28)

Sij =

@ri

@Rj
= 0: (i 6= j) (5.29)

where Ri = Ri
3=R

all
3 . For example, for the E0 algorithm and ycut = 0:02 the statistical error

matrix for ri was calculated:

V (r) = SV (R)ST =
0

BB@
0:0000605 �0:0001969 �0:0000108

�0:0001969 0:0008728 �0:0001387

�0:0000108 �0:0001387 0:0001329
1

CCA (5.30)

and the statistical errors on ri were found to be �(ri) =
p
Vii = (0:008; 0:030; 0:012).

The �is=�
all
s values and their statistical errors are listed in Table. 5.18, and also shown in

Fig. 5.22(b). The experimental systematic errors and the hadronization uncertainties were

evaluated through Eqn. 5.25, and are also summarized in Table. 5.18. It can be seen that

2It turned out that the equations of the naive translation taking into account the 
avor fractions in the

denominator:

R
i
3(ycut)

Rall
3 (ycut)

=

A
i(ycut)��
i
s +

�
B
i(ycut) + C
i(ycut)
�
(��is)
2

P
j fj

�
Aj(ycut)��

j
s +

�
Bj(ycut) + Cj(ycut)

�
(��js)2

� (5.26)

are parallel each other because one degree of freedom is lost by taking ratios. However, we evaluate 3

ratios �udss =�
all
s , �cs=�

all
s and �

b
s=�

all
s by substantially similar manner with our previous publication [9] as a

comparison.
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the �is=�
all
s ratios determined using the di�erent jet algorithms are consistent with unity,

and are in good agreement with one another. Note that the deviations between algorithms

on Rb
3
=Rall
3

are signi�cantly reduced through the translation to �bs=�
all
s using the O(�2
s)

calculations taking into account b mass e�ects.

Correlation between 
avors

Since the 
avor tagged subsample could not be completely pure, there are some correlations

between the unfolded results. The correlation coe�cients �(k; l) between 
avors (k-l) are

evaluated from the full covariance matrix V :

�(k; l) =

Vklp
VkkVll

(5.31)

�(k; l) could vary as �1 � �(k; l) � 1, and �(k; l) = 0 means no correlation between k and

l. Table 5.14 shows the correlations between 
avors on Ri
3, R

i
3=R

all
3 , and �is=�

all
s .

Because of the high purity (>90%) of the uds and b tagged subsamples, the correlations

on R3 between these two samples are small. The correlations on R3 between c and the

other 
avors are relatively large due to the lower purity (� 65%) of the charm tagged

subsample, however, substantially improved from the lifetime based tagging (�(uds; c) =

�0:76, �(uds; b) = 0:30, �(c; b) = �0:55 [9], see also Sect. 5.6).

The correlations on ratios are quite large especially between uds and c. Unfortunately,

this is inevitable because those are the ratios of small samples (c and b) to all dominated by

uds, although the 
avor tagging is optimized to minimize the 
avor correlations on the jet

rate Ri
3
.
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Figure 5.21: Schematic view of the modi�cation of jet rate for b event. (a) Phase space

of quark virtual mass in parton shower evolution. (b-c) Invariant mass and jet resolution

parameter ycut.
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Figure 5.22: The measured ratiosRi
3=R

all
3 (a), and the corresponding translated ratios �is=�

all
s

(i = uds; c; b) (b). The arrows in (a) indicate the range of the theoretical prediction described

in the text for values of the b-quark mass in the range 2:5 � mb(MZ) � 3:5 GeV=c2, with

the arrow pointing towards the lower mass value. In (b) the weighted average over the six

algorithms is also shown. In all cases only statistical error bars are displayed.
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Table 5.14: Correlations between 
avors

uds-c uds-b c-b uds-c uds-b c-b

E E0

Ri
3

-0.40 0.04 -0.18 0.39 0.04 -0.19

R
=

3
Rall
3

-0.87 -0.10 -0.41 -0.86 -0.12 -0.41

�is=�
all
s -0.87 -0.10 -0.41 -0.86 -0.12 -0.41

P P0

Ri
3

-0.39 0.04 0.19 -0.38 0.04 -0.19

R
=

3
Rall
3

-0.86 -0.12 -0.41 -0.85 -0.13 -0.41

�is=�
all
s -0.86 -0.12 -0.41 -0.85 -0.13 -0.41

D G

Ri
3 -0.42 0.04 -0.19 -0.48 0.05 -0.19

R
=

3
Rall
3

-0.88 -0.07 -0.41 -0.89 -0.05 -0.41

�is=�
all
s -0.88 -0.07 -0.41 -0.89 -0.05 -0.41

5.5.3 Translation Uncertainties

In addition to the hadronization uncertainty, theoretical uncertainties arise from the trans-

lation process between the measured jet-rate ratios Ri
3
=Rall
3

and the corresponding �s ratios

�is=�
all
s . From an operational point of view the sources of uncertainty a�ect the values of

the coe�cients Ai, Bi and Ci used for the translation. For each variation considered the

relevant Ai, Bi or Ci were reevaluated, the ratios �is=�
all
s were rederived, and the derivation

w.r.t the central value was assigned as a systematic uncertainty.

We considered:

� Heavy Quark Mass

We used a central value of the running b-quark mass mb(MZ) = 3:0 GeV=c2 and a

variation of�0:5 GeV=c2. This corresponds to the range 3:62 < mb(mb) < 5:06 GeV=c2

and covers generously values determined from the � system using QCD sum rules,

4:13� 0:06 GeV=c2, as well as using lattice QCD, 4:15� 0:20 GeV=c2 [127, 129]. It is

also consistent with the recent DELPHI measurement of the running mass: mb(MZ) =

2:67� 0:25(stat:)� 0:34(frag:)� 0:27(theo:) GeV=c2 [71].
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� Numerical Accuracy

The calculations of the coe�cients Ai, Bi and Ci in both the massless and massive

cases are performed using Monte Carlo integrations over phase-space, and the numer-

ical accuracy achieved hence depends on the length of time for which the computer

programs were run. The resulting statistical errors on the coe�cients Ai, Bi and Ci

are in all cases negligibly small on the scale of the experimental statistical errors on

�is=�
all
s .

� Higher-order Perturbative QCD Contributions

Eq. 5.24 is formally accurate only up to O(�2
s), and a priori unknown O(�3
s) and

higher order terms will contribute. In the ratios Ri
3=R

all
3 the e�ects of such higher-

order contributions will tend to cancel. Nevertheless we have attempted to evaluate

the residual uncertainty due to missing higher-order contributions.

For this purpose a standard procedure is to vary the QCD renormalization scale �; see

eg.[31]. Operationally such a variation modi�es the NLO 3-jet term Bi in Eq. 5.25 :

Bi ! Bi � 2�b0 ln f � Ai (5.32)

where f = �2=s, b0 = (33� 2nf )=(12�), and nf is the number of active quark 
avors;

nf = 5 at
p
s = MZ . Following our study of �alls [31], for each jet algorithm we

varied f and �alls simultaneously in the range allowed by �ts to the 
avor-inclusive

di�erential 2-jet rate. f -range was de�ned such that the goodness of the �t �2
d:o:f < 5

and f < 4:0 (Fig. 5.23). The former requirement excludes the low f regions where the

�t quality is poor. The latter requirement corresponds to a reasonable physical limit

� � 2
p
s. We evaluated the ratios �is=�
all
s for each algorithm at (f0; �s), (f+; �s+��s),

and (f�; �s + ��s). and assigned the variation w.r.t the central value as theoretical

uncertainties due to the renormalization scale and overall �alls . The corresponding

central �s and f values and respective variations are listed in Table 5.16. We neglected

any explicit mass-dependence in the renormalization-scale dependence of Bi.

In addition, we considered NLO contribution to the 4-jet rate. These enter formally at

O(�3
s) in Eq. 5.24, although operationally they may be estimated by variation of the

LO coe�cient Ci. Since the 4-jet rate has been calculated recently completed at NLO
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for massless quarks [130], these terms can be estimated reliably. For our jet algorithms

and ycut values Dixon has evaluated the LO and NLO 4-jet contributions [131]; these

are listed in Table 5.15. Based on these calculations we varied the Ci by �100%. For

each jet algorithm, at the chosen ycut value, the measured contribution to R
i
3

from � 5-

jet states was smaller than 1% and the corresponding O(�3
s) contributions to Eqn. 5.25

were neglected.

These uncertainties are listed in Table 5.17. For each jet algorithm and 
avor, the

uncertainties were added in quadrature to de�ne a translation uncertainty on �is=�
all
s ; these

are listed in Table 5.17 and 5.18. The translation uncertainty on �bs=�
all
s is comparable in

magnitude with the statistical error.

Table 5.15: Leading and next-to-leading order contributions to the 4-jet rate. Note that

no results are given for the P0 algorithm; instead results are shown for the P algorithm at

the P0 yc value of 0.015. Since the P and P0 algorithms are identical at leading order, one

expects the next-to-leading order contributions to be similar also for these two cases.

Algorithm yc LO contribution NLO contribution

E 0.04 0.00918 0.0210

E0 0.02 0.0413 0.0720

P 0.02 0.0413 0.0637

P 0.015 0.0665 0.1005

D 0.01 0.0298 0.0470

G 0.08 0.0226 0.0325
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Table 5.16: Renormalization scale and corresponding �s ranges used to estimate higher-

order perturbative QCD uncertainties. f+; f� and �s values for each algorithm are taken

from Table VIII and f0 values are read from Fig. 5.23 (copied from Fig.32 in [31]).

f� ��s f0 �s f+ ��s

E 5� 10�5 -0.0217 0.2 0.1273 4. +0.0217

E0 1:2� 10�2 -0.0083 0.7 0.1175 4. +0.0083

P 5:5� 10�3 -0.0053 0.5 0.1207 4. +0.0053

P0 1:2� 10�2 -0.0057 0.7 0.1190 4. +0.0057

D 1:7� 10�3 -0.0077 1.0 0.1245 4. +0.0077

G 4� 10�3 -0.0043 1.0 0.1191 4. +0.0043

Figure 5.23: (a) �s(M
2
Z) and (b) �2
dof from the O(�2
s) �ts to the jet rates as a function of

renormalization scale factor f (see text).
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Table 5.17: Summary of translation uncertainties on the �s ratios for each algorithm; `+' (`-')

denotes the error corresponding to the relevant positive (negative) parameter variation.

source Center Variation ��
uds

s =�
all
s (%) ��

c
s=�

all
s (%) ��

b
s=�

all
s (%)

+ - + - + -

E-algo (yc = 0:04)

mb(MZ) 3.0GeV �0:5 0. 0. 0. 0. -1.40 1.52

�; �s dep. -0.049 0.090 0.068 -0.124 -0.628 0.715

� 4jet contrib. C �C 0.013 -0.014 -0.018 0.019 -0.042 0.045

Total 0.091 -0.051 0.070 -0.126 1.68 -1.53

E0-algo (yc = 0:02)

mb(MZ) 3.0GeV �0:5 0. 0. 0. 0. -1.41 1.14

�; �s dep. -0.115 0.167 0.220 -0.316 -0.559 0.677

� 4jet contrib. C �C 0.075 -0.095 -0.143 0.181 -0.055 0.070

Total 0.183 -0.149 0.285 -0.347 1.34 -1.52

P-algo (yc = 0:02)

mb(MZ) 3.0GeV �0:5 0. 0. 0. 0. -1.22 0.902

�; �s dep. -0.106 0.120 -0.064 0.073 0.089 -0.099

� 4jet contrib. C �C 0.051 -0.067 0.031 -0.041 -0.427 0.576

Total 0.130 -0.126 0.079 -0.076 1.07 -1.30

P0-algo (yc = 0:015)

mb(MZ) 3.0GeV �0:5 0. 0. 0. 0. -1.66 1.44

�; �s dep. -0.189 0.238 0.328 -0.405 -0.157 0.176

� 4jet contrib. C �C 0.135 -0.197 -0.231 0.343 -0.410 0.615

Total 0.273 -0.273 0.474 -0.466 1.58 -1.72

D-algo (yc = 0:010)

mb(MZ) 3.0GeV �0:5 0. 0. 0. 0. 1.11 -1.01

�; �s dep. 0.006 -0.015 0.190 -0.478 0.283 -0.513

� 4jet contrib. C �C -0.005 0.007 -0.158 0.209 -0.257 0.342

Total 0.009 -0.016 0.282 -0.503 1.20 -1.17

G-algo (yc = 0:08)

mb(MZ) 3.0GeV �0:5 0. 0. 0. 0. 0.67 -0.80

�; �s dep. -0.036 0.077 0.213 -0.452 -0.286 0.522

� 4jet contrib. C �C 0.029 -0.039 -0.169 0.233 0.097 -0.131

Total 0.082 -0.053 0.316 -0.482 0.86 -0.86
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5.5.4 Comparison of �s Ratios

For each jet algorithm n, the statistical and experimental systematic errors were added in

quadrature with the hadronization and translation uncertainties (Table 5.18) to de�ne a

total error �in on �is=�
all
s (i = uds; c; b). For each 
avor a single value of �is=�

all
s was then

de�ned by taking the weighted average of the results over the six jet algorithms:

�is=�
all
s =

X
n

wi
n(�

i
s=�

all
s )n (5.33)

where wi
n is the weight for each algorithm:

wi
n =

1=�in
2P

m 1=�im
2

(5.34)

The average statistical and experimental systematic errors were each computed from:

�i =
sX

nm

Ei
nmw

i
nw

i
m (5.35)

where Ei is the 6� 6 covariant matrix with elements:

Ei
nm = �im�

i
n (5.36)

and 100% correlation was conservatively assumed among algorithms. The average translation

and hadronization uncertainties were calculated in a similar fashion. We then calculated the

r.m.s. deviation on �is=�
all
s , shown in Table 5.18, and assigned this scatter between the

results from di�erent algorithms as an additional theoretical uncertainty, since all of these

algorithms were applied to the same data set. The average translation and hadronization

uncertainties were added in quadrature together with the r.m.s. deviation to de�ne the total

theoretical uncertainty.

We obtained:
�udss =�alls = 0:987� 0:010(stat:)+0:012

�0:010(syst:)
+0:009

�0:008(theory)

�cs=�
all
s = 1:023� 0:034(stat:)+0:032

�0:036(syst:)
+0:018

�0:014(theory) (5.37)

�bs=�
all
s = 0:993� 0:016(stat:)+0:020

�0:023(syst:)
+0:019

�0:027(theory)

These ratios are shown in Fig. 5.22(b). The theoretical uncertainties are only slightly smaller

than the respective experimental systematic errors, and comprise roughly equal contributions

from the hadronization and translation uncertainties, as well as from the r.m.s. deviation

over the six jet algorithms.
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Table 5.18: Central values of �is=�
all
s and errors.

Algorithm E E0 P P0 D G

yc 0.040 0.020 0.020 0.015 0.010 0.080

�udss =�alls r.m.s

central val. 0.987 0.981 0.990 0.981 1.001 0.995 0.0074

stat. 0.010 0.008 0.009 0.008 0.011 0.016

exp. syst. +0:012

�0:011

+0:009

�0:009

+0:010

�0:010

+0:009

�0:009

+0:013

�0:013

+0:016

�0:015

hadronisation +0:007

�0:002

+0:006

�0:002

+0:005

�0:001

+0:005

�0:002

+0:001

�0:001

+0:002

�0:004

translation +0:0009

�0:0005

+0:0018

�0:0015

+0:0013

�0:0013

+0:0027

�0:0027

+0:0001

�0:0002

+0:0008

�0:0005

�cs=�
all
s r.m.s

central val. 1.018 1.034 0.994 1.032 1.033 1.029 0.014

stat. 0.037 0.030 0.033 0.028 0.041 0.059

exp. syst. +0:035

�0:045

+0:028

�0:031

+0:031

�0:034

+0:026

�0:029

+0:040

�0:045

+0:049

�0:059

hadronisation +0:012

+0:000

+0:015

�0:001

+0:012

�0:001

+0:015

+0:000

+0:005

�0:002

+0:004

�0:003

translation +0:0007

�0:0013

+0:0029

�0:0035

+0:0008

�0:0008

+0:0047

�0:0047

+0:0028

�0:0050

+0:0032

�0:0048

�bs=�
all
s r.m.s

central val. 0.976 0.977 1.008 0.994 1.010 0.989 0.013

stat. 0.015 0.012 0.014 0.012 0.018 0.024

exp. +0:021

�0:022

+0:017

�0:021

+0:018

�0:023

+0:018

�0:022

+0:027

�0:027

+0:022

�0:023

hadronisation +0:006

�0:026

+0:003

�0:028

+0:000

�0:019

+0:003

�0:026

+0:000

�0:005

+0:013

�0:005

translation +0:017

�0:015

+0:013

�0:015

+0:011

�0:013

+0:016

�0:017

+0:012

�0:012

+0:0086

�0:0086
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5.5.5 Alternative ratios �cs=�
uds

s and �b
s
=�uds
s

An alternative, and perhaps more sensible, way to quote our result is in terms of the ratios

�cs=�
uds

s and �bs=�
uds

s . The procedure is very similar to that described in the previous sections;

we solved the equations:
Ri � Ri

3

Ruds

3

=

Ai��is + (Bi + Ci)(��is)
2

A0��udss + (B0 + C0)(��udss )2

(5.38)

=

Air0i + ��udss (Bi + Ci)r0i
2

A0 + ��udss (B0 + C0)

(5.39)

where r0i � �is=�
uds

s (i = c or b), and we used �udss � 0:1183. We performed a similar analysis

to that described in previous sections using instead of Ruds

3

=Rall
3

, Rc
3
=Rall
3

and Rb
3
=Rall
3

, our

measured vales of Rc
3
=Ruds

3 and Rb
3=R

uds

3

as a starting point. These results of Rc
3
=Ruds

3 and

Rb
3
=Ruds

3

are listed in Table 5.21, along with the various errors. The systematic errors were

rederived; as an example, for the E0 algorithms and ycut = 0:02, the experimental systematic

errors and hadronization uncertainties are listed in Table 5.19.

Eqn. 5.39 were solved analytically to obtain the ratios r0i. The example error matrices

are:

V (R) =
0

@ 0:0021354 0:0002121

0:0002121 0:0003758
1

A ; V (r0) =
0

@ 0:0013947 0:0001307

0:0001307 0:0002183
1

A (5.40)

The central values of r0i and the statistical errors are listed in Table 5.21, and shown

in Fig. 5.24. The experimental errors and hadronization uncertainties on on r0i are listed

in Table. 5.21. The translation uncertainties were reevaluated in this framework and are

summarized in Table 5.20.

Following the procedure of the previous section we obtained:

�cs=�
uds

s = 1:036� 0:043(stat:)+0:041

�0:045(syst:)
+0:020

�0:018(theory)

�bs=�
uds

s = 1:004� 0:018(stat:)+0:026

�0:031(syst:)
+0:018

�0:029(theory) (5.41)

3A large number of measurements below the threshold for c and b production contribute to the world-

average value of �alls (M2
Z), which is derived under the assumption of massless quarks. It is assumed that

heavy-quark mass and possible 
avor-dependent e�ects do not bias the world average value appreciably,

so that we can take �udss (M2
Z) = �

all
s (M2
Z); any such e�ects would be negligible on the scale of the errors

considered on �s(M
2
Z) (Table 5.16).
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Table 5.19: Compilation of the systematic errors for the E0 algorithm and ycut = 0:02. The

�rst column shows the error source, the second column the central value used, and the third

column the variation considered. The remaining columns show the corresponding errors on

the values of Rc
3
=Ruds

3

and Rb
3
=Ruds

3

; `+' (`-') denotes the error corresponding to the relevant

positive (negative) parameter variation.
E0 algorithm

source Center Variation �R
c
3=R

uds

3 �R
b
3=R

uds

3

Value + - + -

tracking e�ciency correction o� 0.0020 -0.0110

2D imp. par. res. smear o� -0.0100 0.0080

z track resolution smear o� 0.0010 0.0120

MC statistics 0.8M 0.0190 -0.0190 0.0091 -0.0091

B decay < nch > 5:51 �0:35trks -0.0030 -0.0026 0.0135 -0.0132

B fragm. < xb > 0:697 �0:008 <0.0001 0.0004 0.0172 -0.0191

B fragm. shape Peterson Bowler 0.0021 -0.0216

B meson lifetime �B 1:56ps �0:05ps -0.0021 0.0022 -0.0011 0.0009

B baryon lifetime �B 1:10ps �0:08ps -0.0003 0.0003 <0.0001 -0.0000

B baryon prod. 7.6% �3:2% 0.0014 -0.0016 0.0021 -0.0023

B ! D
+ +X frac. 0.192 �0:05 0.0011 -0.0012 -0.0013 -0.0008

Rb 0.2156 �0:0017 0.0022 -0.0021 0.0014 -0.0014

Rc 0.172 �0:010 0.0272 -0.0294 0.0044 -0.0042

C fragm. < xc > 0.483 �0:008 0.0213 -0.0211 0.0002 -0.0002

C fragm. shape Peterson Bowler 0.0042 0.0006

D
0 decay < nch > 2.54 �0:06trks 0.0044 -0.0048 0.0006 -0.0006

D
+ decay < nch > 2.48 �0:06trks 0.0069 -0.0074 0.0012 -0.0013

Ds decay < nch > 2.62 �0:31trks 0.0039 -0.0040 -0.0004 0.0003

D
0 lifetime 0:418ps �0:004ps -0.0001 0.0001 -0.0002 0.0001

D
+ lifetime 1:054ps �0:015ps 0.0001 -0.0001 -0.0001 0.0001

Ds lifetime 0:466ps �0:017ps 0.0001 -0.0001 -0.0003 0.0003

D
0 ! K

0 mult. 0.402 �0:059 0.0088 -0.0089 0.0026 -0.0026

D
+ ! K

0 mult. 0.644 �0:078 0.0102 -0.0120 0.0027 -0.0027

Ds ! K

0 mult. 0.382 �0:057 0.0012 -0.0013 0.0003 -0.0003

D
0 ! no�
0 0.370 �0:037 0.0069 -0.0075 0.0034 -0.0034

D
+ ! no�
0 0.496 �0:050 0.0017 -0.0018 0.0029 -0.0029

Ds ! no�
0 0.348 �0:035 -0.0002 0.0001 -0.0003 0.0003

c�c! D
+ +X frac. 0.259 �0:028 0.0029 -0.0034 0.0001 -0.0002

c�c! Ds +X frac. 0.113 �0:037 -0.0025 0.0019 0.0002 -0.0002

c�c! �c +X 0.074 �0:029 -0.0051 0.0044 -0.0001 -0.0001

�cdecay < nch > 2.79 �0:45trks 0.0003 -0.0002 0.0024 -0.0024

�c lifetime 0:216ps �0:011ps -0.0037 0.0011 -0.0006 0.0001

g ! bb 0:31 �0:11% 0.0001 -0.0001 -0.0038 0.0039

g ! cc 2:38 �0:48% -0.0019 0.0020 -0.0015 0.0016

K

0 prodn. 0.658trks �0:050trks -0.0051 0.0045 -0.0061 0.0058

� prodn. 0.124trks �0:008trks -0.0007 0.0009 -0.0008 0.0009

Total Exp. Syst. 0.0440 -0.0480 0.0300 -0.0370

Q0 1GeV +1-0.5GeV 0.0074 -0.0027 0.0062 -0.0237

�q 0.39GeV �0:04GeV 0.0042 -0.0008 0.0015 0.0012

hadronization model JETSET7.4 HERWIG5.9 0.0123 -0.0383

Total Hadronization 0.0150 -0.0028 0.0065 -0.0450
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Table 5.20: Summary of translation uncertainties on �is=�
uds

s for each algorithm; `+' (`-')

denotes the error corresponding to the relevant positive (negative) parameter variation.

source Center Variation ��
c
s=�

all
s ��

b
s=�

all
s

+ - + -

E-algo (ycut = 0:04)

mb(MZ) 3.0GeV �0:5 0.000 0.000 -0.014 0.015

�; �s dep. -0.002 0.001 0.006 -0.006

� 4jet contrib. C �C <0.001 <0.001 -0.001 0.001

Total 0.001 -0.002 0.016 -0.015

E0-algo (ycut = 0:02)

mb(MZ) 3.0GeV �0:5 0.000 0.000 -0.014 0.012

�; �s dep. -0.005 0.004 0.005 -0.005

� 4jet contrib. C �C -0.002 0.003 -0.001 0.002

Total 0.005 -0.006 0.013 -0.015

P-algo (ycut = 0:02)

mb(MZ) 3.0GeV �0:5 0.000 0.000 -0.012 0.009

�; �s dep. <0.001 <0.001 -0.002 0.002

� 4jet contrib. C �C <0.001 <0.001 -0.005 0.007

Total <0.001 <0.001 0.011 -0.014

P0-algo (ycut = 0:015)

mb(MZ) 3.0GeV �0:5 0.000 0.000 -0.017 0.015

�; �s dep. -0.007 0.005 -0.001 <0.000

� 4jet contrib. C �C -0.004 0.006 -0.006 0.008

Total 0.008 -0.008 0.017 -0.018

D-algo (ycut = 0:010)

mb(MZ) 3.0GeV �0:5 0.000 0.000 0.011 -0.010

�; �s dep. -0.005 0.002 -0.005 0.003

� 4jet contrib. C �C -0.002 0.002 -0.003 0.003

Total 0.003 -0.005 0.012 -0.012

G-algo (ycut = 0:080)

mb(MZ) 3.0GeV �0:5 0.000 0.000 0.010 -0.009

�; �s dep. -0.005 0.003 0.005 -0.003

� 4jet contrib. C �C -0.002 0.003 0.001 -0.001

Total 0.004 -0.006 0.008 -0.009
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Table 5.21: Ri
3=R

uds

3 and �is=�
uds

s values and errors.

Algorithm E E0 P P0 D G

yc 0.040 0.020 0.020 0.015 0.010 0.080

Rc
3
=Ruds

3

central val. 1.043 1.066 1.004 1.058 1.038 1.040

stat. 0.064 0.046 0.046 0.040 0.062 0.086

exp. syst. +0:065

�0:075

+0:044

�0:048

+0:046

�0:046

+0:039

�0:039

+0:062

�0:067

+0:074

�0:085

hadronisation +0:012

�0:001

+0:015
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+0:044
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�0:032

+0:024

�0:030

+0:034

�0:036

+0:030

�0:031
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�0:012
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Figure 5.24: (a) The measured ratios Ri
3
=Ruds

3

, and (b) the corresponding translated ratios

�is=�
uds

s (i = c; b). The arrows in (a) indicate the range of the theoretical prediction described

in the text for values of the b-quark mass in the range 2:5 � mb(MZ) � 3:5 GeV=c2, with

the arrow pointing towards the lower mass value. In (b) the weighted average over the six

algorithms is also shown. In all cases only statistical error bars are displayed.
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5.6 Cross Checks

We performed a number of cross-checks on these results. First, we varied the event selection

requirements. The thrust-axis containment cut was varied in the range 0:65 < j cos �T j <

0:75, the minimum number of charged tracks required was increased from 7 to 8 and the

total charged-track energy requirement was increased from 20 to 22 GeV. In each case results

consistent with the standard selection were obtained.

Next, we considered variations of the 
avor-tagging scheme. In this section, we will

describe the variation based on topological secondary vertex reconstruction as well as con-

ventional lifetime 
avor tagging.

5.6.1 Variation of Topological Vertex Tagging

We investigated several variations of 
avor tagging based on topological SV reconstruction.

Here, we brie
y discuss these 
avor tagging criteria. Those performances are compared in

Table 5.24.

(0) We included in the unfolding procedure (Eq. 5.11 and Section 5.3.2) the `untagged'

event sample, subsample 4 (Section 4.2.3), whose 
avor composition is similar to the

natural composition in 
avor-inclusive Z0 decay events, and repeated the analysis to

derive new values of �s ratios. As a result, the correlations between 
avors on R3 are

doubled.

(i) First, in the same unfolding procedure as the standard one, we used a more e�cient

tag for primary b�b and c�c events. We applied the scheme described in Section 4.2.3,

but with a looser de�nition of region (A): Mvtx > 1:8 OR Pvtx + 10 < 15Mvtx, then

events containing any vertex in region (A) were re-de�ned to comprise the b tagged

sample (subsample 3). We also removed the cut on the vertex impact parameter �vtx,

and de�ned those events in region (B) to comprise the c-tagged sample (subsample 2).

The uds-tagged sample (subsample 1) consists of the events containing no SV with

Nsig = 0 is unchanged. The rest of the hadronic events (subsample 4) comprises only

events with Nsig � 1 and containing a SV with re-de�ned region (C); Pvtx > 5 and

Pvtx + 10 > 15Mvtx.
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This method classi�ed a c-contaminated b-rich region into the b-tag subsample. As a

result, this increased the b-sample e�ciency by 8% but decreased the purity by about

6%. In addition, the c�b correlation was doubled compared with the standard method.

(ii) Second, we repeated this modi�ed scheme (i), but changed the de�nition of tracks

contribution to Nsig to include only those that miss the IP by 3��, This loosens the

lifetime anti-tag criterion for the uds tagged sample (subsample 1). Subsamples 2 and

3 are the same as (i).

Method (ii) loosens the lifetime anti-tag criteria for the uds-tagged subsample. The

looser signi�cance from the IP contaminates the uds tagged subsample by the decay

particles from long lifetimeD andB hadrons. It turned out that uds e�ciency increased

by 25%, but the uds�b and c�b correlation were nearly doubled compared with method

(i).

(iii) Third, we did not use vertex momentum information for the tag de�nitions; we used

instead only vertex mass information to re-de�ne region (A): Mvtx > 1:8, and region

(B): Mvtx < 1:8. b-tagged sample (subsample 3) now re-de�ned to contain any SV in

region (A), and rest of events containing SV are de�ned as c-tagged sample (subsample

2). The uds-tagged sample (subsample 1) is the same as (ii), the rest is re-de�ned as

subsample 4. This criteria loosens the separation between c- and b-tagged subsamples

and the c� b mixed samples are classi�ed into the c-tagged subsample. As a result, the

purity decreases 16% although the e�ciency increases 7% in the c-tagged subsample.

Method (iii) does not use the momentum information of the SV, i:e: this method

classi�es the b-rich area below Mvtx = 1:8GeV in region (C) into c-tagged subsample.

This signi�cantly worsened the purity of the c-tagged subsample.

(iv) Finally, we tried a variation of (iii), in which we used event hemispheres as a basis for


avor-tagging, rather than jets as de�ned in Sect. 4.2; this tag is similar to that used

in our recent study of the branching fraction for Z0 ! b�b [110].

The e�ciencies and purities are very similar to method (iii) but the 
avor-tagging

biases for c and b are signi�cantly larger than those of jet-based tagging methods.

Fig. 5.29 shows the results of various cross checks.
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5.6.2 Lifetime-based Tag

We also performed an analysis using a similar 
avor-tagging technique to that reported in [9],

namely made use of the properties of long-lived B and C hadrons without SV reconstruction.

We counted the number of 
avor-tagging tracks per event, Nsig, that miss the IP by d=�d � 3.

This distiribution is shown in Fig. 5.25; the data are well described by our Monte Carlo

simulation. For the simulation, the contributions of events of di�erent quark 
avors are

shown separately. The leftmost bin contains predominantly events containing primary u, d,

or s quarks, while the rightmost bins contain a pure sample of events containing primary

b-quarks. The event sample was divided accordingly into �ve subsamples according to the

number of `signi�cant' tracks: (1) Nsig = 0, (2) Nsig = 1, (3) Nsig = 2, (4) Nsig = 3, and (5)

Nsig � 4. We refer to subsample 1 as the uds-tagged sample, the union of subsamples 2, 3

and 4 as the c-tagged sample, and subsample 5 as the b-tagged sample.

The hard b tag yields a sample with very low contamination from charm events, maximiz-

ing the sensitivity of the three-
avor test. The e�ciencies " for selecting events (after cuts) of

type i (i = uds; c; b) with tag j, and the fractions � of events of type i in the j-tagged sample,

were calculated from the Monte Carlo simulation to be: (";�)uds = (84:2�0:1%; 86:2�0:1%),

("; �)c = (57:0�0:2%; 32:3�0:1%), ("; �)b = (43:4�0:2%; 95:2�0:1%). These are compared

with those of the standard one in Table 5.24.

As an example for the E0 algorithm Fig. 5.26 shows Rj
3
=Rall
3

for each subsample j (1 �

j � 5) as a function of ycut; where R
all
3 is the � 3-jet rate in the total event sample, and the

unfolded ratios Ri
3
=Rall
3

(i = uds; c; b) using a similar formalism to that de�ned by Eqn.5.11.

For each algorithm the unfolded ratios Ri
3=R

all
3 are shown in Fig. 5.27. At the chosen ycut,

the R3 ratios listed in Table 5.22 were then translated to �s ratios using Eqn. 5.25. Fig. 5.28

illustrates those ratios for the six algorithms; some scattering on c-ratios presumably comes

from statistical 
uctuation due to relatively lower purity (� 30%) for c-tagged subsamples.

We considered major experimental systematic e�ects that could modify the tagging e�-

ciencies. The errors are summarized in Table 5.23, where averages over the six algorithms are

shown. The dominant physics contributions in �bs=�
all
s result from limited knowledge of the

average B decay multiplicity and the heavy quark fragmentation functions. The uncertainty

in BR(Z0 ! c�c) also produces variations in �cs=�
all
s and �udss =�alls . The detector systematic

error is dominated by the uncertainty in the charged track reconstruction e�ciency.



CHAPTER 5. MEASUREMENT OF THE �S(FLAV OR) RATIOS 143

Following the procedure described in Sect. 5.5.4 we obtained :

�udss
�alls

= 0:997� 0:011 (stat)� 0:011 (syst)� 0:008 (theory)

�cs
�alls

= 0:984� 0:042 (stat)� 0:053 (syst)� 0:044 (theory) (5.42)

�bs
�alls

= 1:022� 0:019 (stat)� 0:023 (syst)� 0:025 (theory)

The theoretical uncertainties include r.m.s. over 6 algorithms. This result is also consistent

with the other results (Fig. 5.29), but has larger statistical and systematic errors (Table 5.24).
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Figure 5.25: The distribution of the the number of tracks that miss the IP by at least 3�

in terms of their impact parameter in the plane normal to the beamline: data (points); the

simulated distribution is shown as a histogram in which the contributions from events of

di�erent primary quark 
avor are indicated.
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Figure 5.26: (a) The raw measured ratios Rj
3=R

all
3

, 1 � j � 5, vs. ycut for the 5 subsamples

classi�ed by Nsig (see text); data (points with error bars), and simulation (lines joining values

at the same ycut values as the data). (b) The unfolded Ri
3
=Rall
3

, i = uds; c; b, vs. ycut for

the 3 primary event 
avor groups. Only statistical errors are shown. The arrow indicate the

chosen ycut value.
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Figure 5.27: The unfolded ratios Ri
3
=Rall
3

, i = uds; c; b, vs. ycut for each algorithms using

impact parameter tag. Only statistical errors are shown. Arrows indicate the chosen ycut

values.
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Table 5.22: Results of Ri
3
=Rall
3

(i = uds; c; b) using lifetime (impact parameter) tag. The

errors shown are statistical only.

Algorithm ycut Ruds

3

=Rall
3

Rc
3
=Rall
3

Rb
3
=Rall
3

E 0.040 0:989� 0:016 0:998� 0:064 1:035� 0:027

E0 0.020 0:993� 0:012 0:975� 0:046 1:039� 0:020

P 0.020 1:001� 0:012 0:930� 0:047 1:054� 0:021

P0 0.015 0:989� 0:010 0:999� 0:040 1:034� 0:018

D 0.010 1:006� 0:016 1:021� 0:062 0:966� 0:026

G 0.080 0:986� 0:022 1:086� 0:088 0:972� 0:035

Table 5.23: Systematic errors on the results of �is=�
all
s using lifetime tag. The �rst column

shows the error source, the second column the central value used, and the third column the

variation considered. The remaining columns show the corresponding errors on the values

of �is=�
all
s (i = uds; c; b).

source Center Value Variation �
�
�uds

s
�all
s

�

�
�
�c
s

�all
s

�

�
�
�b
s

�all
s

�

tracking e�ciency correction on/o� 0.002 0.013 0.005

impact parameter resolution smear on/o� 0.001 0.005 0.001

MC statistics 0.8M events 0.005 0.020 0.008

B decay multiplicity < nch > 5:39 �0:2trks 0.001 0.022 0.014

B fragmentation < xb > 0:700 �0:008 0.002 0.008 0.012

B meson lifetime �B 1:55ps �0:05ps 0.001 0.008 0.003

B baryon lifetime �B 1:10ps �0:08ps 0.001 0.002 0.001

B baryon prod. rate f�b

7% �4% 0.001 0.004 0.006

B ! D
+ +X fraction 0.15 �0:05 0.001 0.003 0.002

Z
0 ! b�b: f b 0.2216 �0:0017 0.001 0.003 0.001

Z
0 ! c�c: f c 0.17 �0:010 0.0008 0.037 0.005

C fragmentation < xc > 0.484 �0:008 0.003 0.011 0.002

c�c! D
+ +X fraction 0.20 �0:04 0.001 0.003 0.001

C decay multiplicity < nch > 2.34 �0:2trks 0.003 0.008 0.006

g ! cc 1:7� 10�2 �50% 0.001 0.002 0.002

g ! bb 1:6� 10�3 �50% 0.001 0.001 0.003

Total 0.011 0.053 0.023
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Figure 5.28: (a) The measured ratios of Ri
3
=Rall
3

, and (b) translated ratios �is=�
all
s (i =

uds; c; b) using lifetime (impact parameter) tag as a cross check (see text). The arrows in

(a) indicate the range of the theoretical prediction described in the text for values of the

b-quark mass in the range 2:5 � mb(MZ) � 3:5 GeV=c2, with the arrow pointing towards

the lower mass value. In (b) the weighted average over the six algorithms is also shown. In

all cases only statistical error bars are displayed.
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5.6.3 Discussion

Fig. 5.29 shows the results of the various cross checks. Note that all the results derived from

di�erent schemes are consistent within statistical errors.

Averaged over all six algorithms, those 
avor tagging performances and statistical errors

on the �s ratios as well as correlation coe�cients between 
avors are listed in Table 5.24.

None of these tags for cross checks gives smaller errors on the �s ratios than the nominal

scheme. The errors on the �s ratios using variants of vertex mass tagging are about 20%

better than those from lifetime tagging due to the relatively puri�ed 
avor tagged subsamples

in the vertex mass tagging.

Fluctuations in �cs=�
all
s are due to small statistics; this ratio is the most sensitive to the

variation of the tagging criteria.

Table 5.24: (a) Comparison of tagging methods


avor VtxMass (0) (i) (ii) (iii) (iv) lifetime tag

uds e�. (%) 56.4 56.4 56.4 81.2 81.2 81.2 83.9

puri. (%) 90.6 90.6 90.6 87.4 87.4 87.4 85.8

bias. (%) 4.1 4.1 4.3 -0.7 -0.5 -3.4 -5.1

stat.err. (%) 1.0 0.9 1.0 1.0 1.0 1.0 1.1

charm e�. 19.1 19.1 21.9 21.9 29.0 26.1 56.5

puri. 64.4 64.4 62.1 62.1 46.4 49.7 31.9

bias 14.5 14.5 16.2 16.2 4.4 23.4 9.8

stat.err. 3.4 3.3 3.4 3.4 3.6 3.6 4.2

bottom e�. 61.5 61.5 69.9 69.9 63.5 64.6 42.4

puri. 95.5 95.5 89.8 89.8 93.3 93.7 95.1

bias. 5.7 5.7 6.5 6.5 7.8 12.2 19.6

stat.err. 1.6 1.5 1.6 1.6 1.6 1.6 1.9

(b) tag correlation on R3

uds-c -39.6 (%) -61.8 -38.8 -52.8 -56.4 61.0 -68

uds-b 4.0 (%) 8.7 9.7 13.7 17.7 17.0 32

c-b -18.6 (%) -26.7 -35.2 -35.2 -41.4 -42.0 -57
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Figure 5.29: Summary of cross checks. Results for the standard 
avor tagging, vertex mass

reconstruction, and those variations (0-iv), as well as lifetime tag are shown (see text).

Chapter 6

Summary, Discussion and Conclusions

We measured the relative strength of the strong interaction between 
avors using 150,000

hadronic Z0 decays recorded with the SLC Large Detector at the SLAC Linear Collider

between 1993 and 1995. Taking advantage of the CCD pixel based vertex detector and

the tiny and stable beam interaction region, we have used the topological secondary vertex

mass reconstruction technique along with hadron lifetime information as a basis of the 
avor

separation into three 
avor samples (uds, c, and b), with high purities and e�ciencies, and

small biases against events containing 3-jets. The measured ratios of 3-jet rates using 6

di�erent algorithms ( E, E0, P, P0, Durham, Geneva ) in di�erent event 
avor samples were

translated to the ratios of strong couplings using recent next-to-leading order calculations

of 3-jet �nal states, including the e�ects of a non-zero b-quark mass. These e�ects are not

small on the scale of our current errors and must be taken into account.

We obtained :
�udss =�alls = 0:987� 0:010(stat:)+0:012

�0:010(syst:)
+0:009

�0:008(theory)

�cs=�
all
s = 1:023� 0:034(stat:)+0:032

�0:036(syst:)
+0:018

�0:014(theory) (6.1)

�bs=�
all
s = 0:993� 0:016(stat:)+0:020

�0:023(syst:)
+0:019

�0:027(theory)

or alternatively
�cs=�

uds

s = 1:036� 0:043(stat:)+0:041

�0:045(syst:)
+0:020

�0:018(theory)

�bs=�
uds

s = 1:004� 0:018(stat:)+0:026

�0:031(syst:)
+0:018

�0:029(theory) (6.2)

150
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These results are consistent with our previous measurements [9], as well as the updated

results using the same technique, but are substantially more precise, as well as with mea-

surements performed at LEP using di�erent 
avor-tagging techniques [6].

In order to compare our limits on 
avor independence with those obtained by other

experiments, we show our results on �is=�
all
s along with those from the LEP experiments in

Figure 6.1; where necessary the published results of �bs=�
udsc

s for the other experiments [7,

67, 69, 72] are translated to our convention of �bs=�
all
s taking into account Z0 ! q�q branching

fraction 1.

As described in Sect. 2.4.1 a measurement of the relative strength between light 
avors

(u, d, and s) is extremely di�cult to achieve because it is inevitable to su�er from small

statistics and large bias against 3-jet events. Whereas the most common approach is to

assume that �us = �ds = �ss = �cs or �cs = �bs, we only make the weak assumption that

�us = �ds = �ss. Note that the measurement of ratios has largely diminished the e�ects

of the renormalization scale uncertainty and other errors common to an absolute �s value

measurement.

Our comprehensive study, involving six jet-�nding algorithms, and inclusion of the re-

sulting r.m.s. deviations of results as additional uncertainties, represents a conservative

procedure. These ratios are consistent with unity, and hence the strong coupling is indepen-

dent of quark 
avor within our sensitivity.

1The OPAL results [7] are translated from the results on �
i
s=�

all
s (i = u; d; s; c; b) and those correlations

listed in Table 9 and Table 11 of [7], respectively, taking into account Z0 ! q�q branching fraction.
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Figure 6.1: Summary of measurements of �is=�
all
s (i = uds; c; b) from experiments at the Z0

resonance. We derived the ALEPH �udss =�alls value from their measured value of �udss =�bcs ,

as well as the �le bracketed LEP values of �bs=�
all
s from the measured values of �bs=�

udsc

s ,

by assuming �alls =
P

uds;c;b f
i�is, where f
i is the Standard Model branching fraction for Z0

decays to quark 
avor i.



Appendix A

V 0 Rejection

Tracks resulting both from decays of long lived neutral particles (so-called V 0 decay) such

as �'s and K0
s 's, and from interactions with the detector material (
-conversions), often

have large impact parameters. They account for much of contaminations from light quark

events in the b- or c� tagged events. Thus, it is necessary to identify V 0 and 
-conversions

e�ciently so that they may be eliminated from the tracks considered in the 
avor-tagging

while minimizing misidenti�cation. The 
 conversion have a side bene�t of being useful

for verifying the simulation of the detector material. The rejection schemes for V 0 and


-conversion described here is identical to the one used in [97].

Identifying K0
s and � decay

The procedure for identifying K0
s and �'s, uses all pairs of CDC tracks that pass the good

track selection cuts and have opposite signed charges. A rough approximation of the V 0

decay position was assumed by taking the intersection points between the tracks treated as

circles in the xy plane. Only CDC track track information were used to this crude approxi-

mation, however, if the approximate position appeard to be below a radius of 2cm, then the

combined CDC+VXD track information was used, and the position was recomputed. Next,

the approximate vertex position was used as a seed for performing a complete 3-D vertex

�t. Then the �tted parameters were used for the following cuts.

� The angle between the vertex position vector taken from the IP to the V 0 decay vertex

position, and the momentum vector sum of the V 0 tracks must be less than 0.2rad for
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K0
s and 0.5rad for �, respectively.

� The opening angle of the V 0 must be less than 1.3rad.

� The separation of the tracks in xy at the reconstructed V 0 decay vertex position must

be less than 0.02 cm.

� A cut on the longitudinal separation (�) between the tracks at the reconstructed V 0

vertex position is applied with a dependence on the displacement from the IP (RV 0) :

� < 0:3�Rv0 .

� The invariant mass is determined and the V 0 passes if the mass is within 20 MeV and

9MeV for the K0
s and �, respectively.

Identifying Gamma Conversions

The procedure for identifying 
 conversions was similar to that for V 0 except that the position

of the conversion was determined by where the circle approximations of the corresponding

tracks were parallel to each other in the xy plane. The uncertainty in position along the


 
ight direction can be very large (several cm) because of the very small opening angle

resulting from massless parent particle(the 
). A full vertex �t was not performed. Similarly

to the procedure for K0
s and �s, the following cuts were performed.

� The angle between the vector taken from the IP to the 
-conversion point, and the

momentum vector sum of the converted tracks must be less than 0.2rad.

� The opening angle of the converted tracks must be less than 0.2rad

� The separation of the tracks in xy at the vertex position must be less than 0.3cm

� The invariant mass is determined and the 
 is identi�ed if this mas is less than 20 MeV

The reconstructed invariant masses are shown in Fig. A.1. Approximately 1, 0.5 and 1 tracks

per event were rejected as K0
s , �, and 
-conversion candidates, respectively. The number

of 
-conversion is shown in Fig A.2 as a function of distance with respect to the beam-line.

The simulation of the detector material well reproduces the data.
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Figure A.1: Distribution of the di�erence between reconstructed mass and expect value of the

identi�ed 
-conversion and V 0 candidates. The points represent the data and the histogram

represent the Monte Carlo, whose hatched area is the fraction of random combinatorial

background.
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Figure A.2: Reconstructed gamma conversions as a function of distance from beam-line;

the data (plots) and Monte Carlo(histogram). Peaks in the distribution correspond to the

positions of the detector materials.



Appendix B

Unfolding Scheme using the Least

Squares Method

The unfolding formula Eqn. 5.11:

n
j

2 =

3X
i=1

�
"

ji
(2!2)
(1� Ri
3) + "

ji
(3!2)
Ri
3

�
fiN

n
j

3 =

3X
i=1

�
"

ji
(3!3)
Ri
3 + "

ji
(2!3)
(1� Ri
3)

�
fiN

where the index i refers to the primordial quark 
avor; j denotes the 
avor tagged subsample.

can be written as:

~Y = ~A+B � ~r (B.1)

where the elements of ~Y =( n12, n
2
2, n

3
2, n

1
3, n

2
3, n

3
3 ) and is the number of 2- and 3-jet events

in each 
avor tagged subsamples, and the elements of ~r =( R1
3
, R2
3
, R3
3

) is the parton level

3-jet rate Ri
3 for true 
avors (uds, c, and b) to be solved.
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The vector ~A and the matrix B is given by:
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In order to extract ~r which we want to know, we introduce the �2 de�ned by:

�2 =
�
~Y � ~A�B � ~r

�T
W

�
~Y � ~A� B � ~r

�

(B.4)

where

W =
0

BBBBBBBBBBB@
1=n1
2

� � � 0
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2

...

1=n3
2

1=n1
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... 1=n2
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Minimizing �2 requires
@�2

@~r
= �2BTW

�
~Y � ~A� B � ~r

�
= 0 (B.6)

Therefore, ~r can be obtained by
~r = (BTWB)�1BTW (~Y � ~A): (B.7)

The error matrix on Ri
3

is given by:

V (~r) = (BTWB)�1 (B.8)



Appendix C

Possible Improvements with the

VXD3 detector

Accumulated experience of the SLD vertex detector (VXD2) and semiconductor technology

allowed us to design a new vertex detector (VXD3) [95]. In the beginning of 1996 VXD3

was installed in the SLD.

The xy and rz views of VXD3 are shown in Figures C.1 and C.2, respectively. A compar-

ison between VXD3 and VXD2 is shown in Table C.1. VXD3 provides larger acceptance in

both xy and in rz planes, less multiple scattering and higher e�ciency. The impact param-

eter resolution is better than that of VXD2 by a factor of 2, which is shown in Fig. C.3 [95].

These features bring more accurate reconstruction of the secondary vertices and better


avor tagging. Table C.2 summarizes the 
avor-tagging e�ciencies and purities for this

analysis using VXD3 compared with results from VXD2. The criteria used here are identical

to the analysis for VXD2 data. Although there might be room to optimize it, c tag e�ciency

and purity are drastically improved by about 10% and 4%, respectively, and the b tag

e�ciency is increased about 20% with similar purity. The analysis for the 1996 data is very

preliminary :

�udss =�alls = 0:982� 0:015(stat:)

�cs=�
all
s = 1:043� 0:047(stat:) (C.1)

�bs=�
all
s = 1:017� 0:019(stat:);

note that these errors are statistical only.
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Approximately 50,000 hadronic decays of Z0 were recorded in the SLD 1996 run and

� 300; 000 are expected during the current run in 1997-1998. The SLD collaboration is

devoting a thorough e�ort to VXD3 alignment [74], however, our analysis of the 
avor

independence of strong interactions for the 1997-1998 data is too preliminary to include in

this thesis. We expect that the uncertainty on �flavorss =�alls could be reduced by a factor of

2 using the whole data sample.

Table C.1: VXD3/VXD2 Comparison.

Parameter VXD2 VXD3

Motherboard material Alumina Beryllium

Number of CCDs 480 96

Pixels/CCD 400� 600 800� 4000

Pixel size 22 �m�22 �m 20 �m�20 �m

Readout time 160 ms 210 ms

(19 beam crossings) (25 beam crossings)

Radius Layer 1 2.96 cm 2.80 cm

Radius Layer 2 3.36 cm 3.82 cm

Radius Layer 3 3.76 cm 4.83 cm

Radius Layer 4 4.16 cm {

Radiation thickness 1.15%/layer 0.36%/layer

Average hits per track 2.3 3.0

Two-hit coverage jcos �j < 0:75 jcos �j < 0:90



APPENDIX C. POSSIBLE IMPROVEMENTS WITH THE VXD3 DETECTOR 161

Figure C.1: Cross-section view (xy plane) of the VXD2 and VXD3.

Figure C.2: Cross-section view (rz plane) of the VXD2 and VXD3.
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Figure C.3: Comparison of impact parameter resolution as a function of track momentum

for tracks at cos � = 0 for VXD2 and VXD3, where � is the polar angle w.r.t the beam-axis.

Points are measured data and lines are the Monte Carlo simulations.

Table C.2: VXD3/VXD2 comparison for 
avor tagging performance


avor VXD3 (1996 data) VXD2 (1993-1995)

uds e�. 49.9 (%) 56.4 (%)

puri. 92.4 90.6

bias. 1.8 3.7

stat.err 1.5 1.0

charm e�. 23.6 19.1

puri. 75.0 64.4

bias 16.2 15.8

stat.err 4.7 3.4

bottom e�. 79.2 61.5

puri. 91.0 95.5

bias. 3.0 6.5

stat.err 1.9 1.6
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