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Abstract

A PRECISION MEASUREMENT OF

THE SPIN STRUCTURE FUNCTION g1(x,Q
2)

FOR THE PROTON AND DEUTERON

Gregory S. Mitchell

Under the supervision of Prof. Richard Prepost

At the University of Wisconsin-Madison

A precision measurement of the spin structure function g1(x;Q
2) for both the proton

and deuteron was made using deep inelastic scattering of the 48.35 GeV polarized

electron beam at the Stanford Linear Accelerator Center. The kinematic range of the

measurement was 0:014 < x < 0:9 and 1 (GeV/c)2 < Q2 < 40 (GeV/c)2. Solid 15NH3

and 6Li2H were used as target materials. The beam polarization of 0.81�0.02 was

measured using M�ller polarimetry. The scattered electron events were accumulated

in three magnetic spectrometers at �xed angles of 2.75�, 5.5�, and 10.5�. Data were

obtained with the target polarization direction both parallel and transverse to the beam

direction. Together with existing world data, the g1(x;Q
2) results were �t in a well-

established next-to-leading order QCD formalism, and are consistent with the Bjorken

sum rule.
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Chapter 1

Introduction

This thesis describes a measurement of the spin structure functions of the nucleons.

This experiment was conducted by the E155 Collaboration at the Stanford Linear Ac-

celerator Center (SLAC) in Stanford, California. The data were obtained in February,

March, and April of 1997.

Centuries of study and experiment have led to today's picture of matter and its

interactions, known as the Standard Model. In the Standard Model, nucleons are built

of quarks and gluons that bind the quarks together. The details of this composition

have been studied experimentally for several decades. Nucleons are fermions, which

have spin, and the origin of the spin of the nucleon has been a subject of study for a

number of experiments during the last twenty years. Quarks and gluons carry their own

spin, and they also contribute to the spin of the nucleon through their motion within it.

How these spins �t together within the Standard Model (or outside of it) is the subject

of this research.

Experiment E155 is one of the many experiments in the history of the �xed target

program in End Station A (ESA) at SLAC. SLAC was built in the 1960's to provide

a high-energy, high-intensity electron beam for study of the internal structure of the

nucleon. Electron-nucleon scattering experiments in ESA in the late 1960's [1, 2, 3, 4]
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led to the discovery of scaling|the term used to describe a weak dependence of the

scattering cross-section on momentum transfer, or energy scale. Scaling, predicted by

Bjorken [5, 6], was interpreted as evidence for pointlike objects within the proton. These

objects, called partons, are identi�ed today with the quarks of the Standard Model. The

1990 Nobel Prize in physics was awarded for this experimental work.

E155 measured the spin structure of the nucleon using the SLAC polarized electron

beam incident on a solid polarized nucleon target. This experiment was similar to

recent experiments at SLAC (E142 [7], E143 [8], E154 [9, 10, 11]), and also experimental

programs at CERN (EMC [12] and SMC [13, 14]) in Geneva, Switzerland, and DESY

(HERMES [15, 16]) in Hamburg, Germany.

Via deep inelastic scattering of SLAC's 48.35 GeV highly polarized electron beam,

E155 probed the internal structure of the nucleons. The E155 cryogenic target made

use of two materials: ammonia (15NH3) as a proton target and lithium deuteride (6Li2H,

hereafter referred to as 6LiD) as an isoscalar deuteron target. One way that the internal

spin structure of nucleons manifests itself experimentally is in the dependence of cross-

sections for deep inelastic electron-nucleon scattering on the relative orientation of the

electron and nucleon spins. All spin structure measurements exploit this di�erence in

measuring an asymmetry in the cross-sections. In measuring an asymmetry between

polarization states|where the asymmetry is the ratio of the di�erence of cross-sections

to the sum of cross-sections|some common unpolarized factors such as detector accep-

tance and unpolarized structure functions will cancel out. The systematic uncertainties
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in an asymmetry measurement are much more favorable than in the measurement of a

small di�erence between two quantities.

The polarized structure functions were determined from measurement of the asym-

metry in inclusive deep inelastic electron-nucleon scattering. This required the use of a

polarized electron beam, a polarized nucleon target, and spectrometer systems to detect

the scattered electrons. The events were collected to data tape and later analyzed to

calculate asymmetries and the resulting spin structure functions.

The data from E155 provide a precise measurement of the spin structure functions

g1(x;Q
2) for the proton and deuteron over a broad kinematic range. The kinematic

region covered by the three spectrometers of E155 �lls the gap between the previous

lower beam energy electron experiments at SLAC and DESY and the higher beam

energy muon experiments at CERN. Thus, with the results of E155, there is now a sig-

ni�cant world data set on the spin structure functions g1(x;Q
2). Global �ts to this data

set in a well-established theoretical framework can be used to extract polarized parton

distributions for the quarks and gluons that make up the nucleons. The measured Q2

dependence of the parton distributions and structure functions can be compared to that

predicted by evolution equations. The theory of perturbative quantum chromodynam-

ics (pQCD) is tested to the extent that the parton distributions and evolution equations

can consistently describe the spin structure function data.

The theoretical description of the experiment is given in Chapter 2. The electron

beam, the target, the spectrometers, and the data acquisition system are described
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in Chapter 3. The analysis of the data tapes to produce asymmetries is explained in

Chapter 4. Finally, the asymmetries are used to calculate the spin structure functions,

which are in turn compared to world data and used in �ts to extract information about

the spin content of the nucleon. These results are given in Chapter 5.
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Chapter 2

Theory

Like any scattering process, the deep inelastic scattering of leptons by nucleons can

be described by a di�erential cross-section. The nucleon contribution to the di�erential

cross-section is given by a hadron tensor, which is written in terms of structure functions

that have both symmetric and antisymmetric parts. The symmetric parts are those

which are evident in unpolarized or spin-averaged experiments. The antisymmetric

parts are only evident in polarized experiments, and are best measured by �nding the

asymmetry between cross-sections for di�erent polarization states. By measuring the

asymmetries Ak and A? (de�ned below) the structure functions g1(x;Q
2) and g2(x;Q

2)

are measured.

The relevant kinematic variables of deep inelastic scattering are de�ned in Table 2.1.

The structure functions are written as functions of the quantities x and Q2, which are

determined experimentally by knowledge of the beam energy E0, and the energy E
0 and

scattering angle � of the scattered electrons. The Bjorken x variable is a dimensionless

quantity. Quantities of mass (m;M), energy (E0; E
0), and momentum (p) or momentum

squared (Q2) will here be written in terms of units of energy, usually GeV, by taking

the speed of light c = 1.
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m lepton rest mass

M nucleon rest mass

p0 = (E0; ~p0) four-momentum of incident lepton

p = (E 0; ~p) four-momentum of scattered lepton

P = (M;~0) four-momentum of target nucleon

� scattering angle in laboratory frame

q = p0 � p four momentum transfer

� = E0 � E 0 energy of the virtual photon

Q2 = �q2 = 4E0E
0 sin2

�
�
2

�
(invariant mass)2 of virtual photon

x = Q2

2M�
Bjorken scaling variable

W 2 =M2 +Q2
�
1�x
x

�
missing mass

y = �=E0

z = xM=E0

� = 1= [1 + 2(1 + �2=Q2) tan2(�=2)]

2 = 4M2x2=Q2

D0 = (1��)(2�y)
y[1+�R(x;Q2)]

fk = 1
F1(x;Q2)

1
�

1��
1+�R(x;Q2)

Table 2.1: Kinematic de�nitions for deep inelastic scattering.

Figure 2.1 shows the lowest order Born-level scattering process for lepton-nucleon

scattering. The di�erential cross-section for this process is written as [17, 18]

d2�

d
dE 0
=

�2

Q4

E 0

E0

L��W�� (2.1)

and can be interpreted as the probability per unit solid angle that a lepton with incident

energy E0 is scattered with energy between E 0 and E 0+dE 0. In this expression � is the
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(E )

nucleon hadrons

olepton (E  )

Figure 2.1: Lowest order Feynman diagram for deep inelastic scattering of a lepton from

a nucleon.

electromagnetic coupling constant, and L�� is the simple and well understood factor for

the upper lepton-photon vertex. The W�� factor represents the lower photon-nucleon

vertex which is parameterized in terms of unpolarized symmetric structure functions F1

and F2 and polarized asymmetric structure functions g1 and g2.

In the case of unpolarized scattering, the cross-section is written in terms of structure

functions as

d2�

d
dE 0
=

4�2E 02 cos2(�=2)

Q4

"
2F1(x;Q

2)

M
tan2(�=2) +

F2(x;Q
2)

�

#
: (2.2)

The structure functions F1 and F2 are related by another function, R [19, 20, 21],

in

F1(x;Q
2) = F2(x;Q

2)
1 + 2

2x [1 +R(x;Q2)]
: (2.3)
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See Table 2.1 for a de�nition of 2. The structure functions F1 and F2 have di�erent

values for the nucleons (proton, neutron, or deuteron), but within experimental limits,

R is independent of nucleon type. The function R is the ratio of cross-sections for

nucleon absorption of longitudinal and transverse virtual photons. In the analysis of

this experiment, recent �ts to world data on F2 [22] and R [21] were used and F1

calculated from those �ts.

In the polarized case, the di�erence between cross-sections for anti-aligned versus

aligned electron and nucleon spins is given by

d2�

d
dE 0

#*

� d2�

d
dE 0

"*

=
4�2E 0

Q2E0M�

h
(E0 + E 0 cos �)g1(x;Q

2)� 2xMg2(x;Q
2)
i

(2.4)

for the case of longitudinal polarization of the target, and by

d2�

d
dE 0

#(

� d2�

d
dE 0

"(

=
4�2E 0

Q2E0M�
sin �

�
g1(x;Q

2) +
2E0

�
g2(x;Q

2)

�
(2.5)

for the case of transverse polarization of the target. The thin arrows (") represent

the electron helicity direction and the thick arrows (*) represent the nucleon helicity

direction. The notation �#* = d2�
d
dE0

#*
(and similarly for the other cases) will be used

below.

Equations 2.4 and 2.5 introduce the spin structure functions g1(x;Q
2) and g2(x;Q

2).

Measuring these functions, in particular g1(x;Q
2), was the primary goal of E155. These

functions di�er for the various nucleons (proton, neutron, deuteron), but are related by:

gd1 =
1

2
(g

p
1 + gn1 )(1� 1:5!D) ; (2.6)
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where p, n, d, refer to the nucleons. The deuteron, a bound state of a proton and a

neutron, is considered here to be an `average' nucleon. The factor (1 � 1:5!D) cor-

rects for the D-state probability of the deuteron, !D = 0.05�0.01. This probability

is treated here as a constant with respect to Bjorken x. The deuteron magnetic mo-

ment �d=0.857 is close to the sum of the magnetic moments of the proton and neutron,

�p + �n= 2.793 - 1.913. Thus the deuteron, a spin-1 entity, is mostly in a ground state

where the orbital angular momentum of the proton and neutron is L=0, and the proton

and neutron spins are aligned. Since the deuteron has a small quadrupole moment,

there must be some mixture with another state. Of possible states for a spin-1 particle,

the D state (L=2) is the only one which when mixed in a small amount with the S

state can yield the observed magnetic moment. The factor of 1.5 in Eq. 2.6 arises from

considering the Clebsch-Gordan coe�cients for the probability in the D-state deuteron

that the nucleon spins are aligned with the total deuteron spin [23].

Since in both cases on the left hand side of Eqs. 2.4 and 2.5 the cross-sections are

nearly equal, to measure g1 and g2 by measuring the cross-sections and taking the

di�erences would require extreme precision. Rather, the spin structure functions are

obtained by measuring asymmetries, where common factors divide out.

Measuring cross-section asymmetries Ak and A?,

Ak =
�#* � �"*

�#* + �"*
and A? =

�#( � �"(

�#( + �"(
; (2.7)
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yields the polarized structure functions via

g1 =
F1

D0

h
Ak + A? tan (�=2)

i
(2.8)

and

g2 =
F1

D0

y

2 sin �

 
�Ak sin � + A?

E0 + E 0 cos �

E 0

!
: (2.9)

See Table 2.1 for de�nitions of kinematic variables D0 and y. The quantities g1, g2, F1,

Ak, and A? are all functions of x and Q2. The kinematic variables are all determined

from E0 and either (x;Q2) or (E 0; �).

Due to the factor tan (�=2) in Eq. 2.8 which suppresses the contribution of A? to g1

for small �, measuring Ak at small scattering angles yields primarily information about

g1. Similarly, the Ak contribution to g2 is suppressed by a factor of sin � relative to the

contribution from A?.

Another way to interpret the asymmetry in the scattering is to consider it in terms

not of the incident lepton, but in terms of the virtual photon exchanged in the scat-

tering. To leading order, the spin-1 photon can only couple to a spin-1/2 quark of

opposite helicity. This is the source of the experimentally observable parallel asym-

metry in electron-nucleon scattering. The cross-sections �T1=2, �
T
3=2, �

L
1=2, and �TL1=2 (all

functions of x, Q2) for virtual photon-nucleon scattering are related to the helicity am-

plitudes of the scattering process. The subscript 1/2 or 3/2 refers to the total spin

of the photon-nucleon system in the direction of the path of the incident lepton. The

superscript T refers to transverse polarization of the photon, L to longitudinal, and
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TL to the cross-section arising from the interference of the transverse and longitudinal

amplitudes. (The function R discussed above is de�ned as R(x;Q2) = �L1=2=�
T , where

�T = 1
2

h
�T1=2 + �T3=2

i
.)

De�ning

A1 =
�T1=2 � �T3=2

�T1=2 + �T3=2
and A2 =

�TL1=2

1
2
(�T1=2 + �T3=2)

(2.10)

a series of relations for Ak, A?, A1, A2, g1, and g2 can be written:

A1 =
1

D0
[Ak(1 + z)� A?

z

tan(�=2)
]; (2.11)

A2 =
(2� y)

2D0
[A?

y(1 + z)

(1� y) sin �
+ Ak]; (2.12)

A1 = (g1 � 2g2)=F1; (2.13)

A2 = (g1 + g2)=F1; (2.14)

Ak =
�#* � �"*

�#* + �"*
= fk[g1(x;Q

2)[E0 + E 0 cos(�)]� Q2

�
g2(x;Q

2)]; (2.15)

and

A? =
�#( � �"(

�#( + �"(
= fkE

0 sin(�)[g1(x;Q
2) +

2E0

�
g2(x;Q

2)]; (2.16)

with kinematic variables as de�ned above. For low x, where �1, A1 � g1=F1. Reviews

of varying detail of the notation of polarized deep inelastic scattering can be found in

Refs. [24, 8, 12, 18, 25, 26].

2.1 The Parton Model

In the parton model, the distribution of quarks (and gluons) inside the nucleon can be

written in terms of probability distributions known as parton distributions, qi(x;Q
2).
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The index i corresponds to quark and antiquark avors. Each avor has a charge ei.

These distributions are taken to be for the proton, and those for the neutron are given

from the proton ones by isospin symmetry.

The distributions can be thought of as the sum of distributions for positive and

negative helicity partons:

qi(x;Q
2) = q

"
i (x;Q

2) + q
#
i (x;Q

2) (2.17)

with the arrows denoting spin aligned or anti-aligned with the nucleon spin. The dif-

ferences �qi between helicity distributions,

�qi(x;Q
2) = q

"
i (x;Q

2)� q
#
i (x;Q

2) ; (2.18)

are the polarized parton distributions. The qi = G; u; d; s; u; d; s represent the parton

distributions for gluons, the three light quarks, and the three light antiquarks, respec-

tively.

In the naive quark-parton model, where gluons and sea quarks and heavy avors

are neglected, F1 is related to the spin averaged quark distribution functions:

F1(x;Q
2) =

1

2

X
i

e2i [q
"
i (x;Q

2) + q
#
i (x;Q

2)] (2.19)

where explicitly for the proton

F
p
1 =

1

2
[
4

9
u+

1

9
d+

1

9
s] : (2.20)

Similarly g1 is related to the spin distribution functions:

g1(x;Q
2) =

1

2

X
i

e2i�qi ; (2.21)
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g
p
1 =

1

2
[
4

9
�u+

1

9
�d+

1

9
�s] : (2.22)

In Eq. 2.20 and Eq. 2.22 the parton distributions and structure functions can be taken

to have dependence on (x;Q2), or the equations can also be interpreted as the integral

of the structure function and the integrals of the parton distributions over x = [0; 1] at

�xed Q2.

At large x, the struck quark is by de�nition carrying most of the momentum of

the nucleon. If it is assumed that this quark is also carrying most of the spin of the

nucleon, then the asymmetry A1 would tend towards 1 with increasing x. However,

the spin structure function g1 will be small at large x since in the sense of parton

distributions there are few quarks at high x and thus the di�erence between spin states

of quarks cannot be large.

In a more re�ned (and more complicated) interpretation of nucleon structure, gluon

and sea quark distributions also contribute to the structure functions. The naive parton

model, however, does provide a simple illustration that measuring the unpolarized struc-

ture functions is a method of measuring the unpolarized parton distribution functions,

and measuring the polarized spin structure functions is a method of determining the

polarized parton distribution functions. Knowledge of the parton distribution functions

(for quarks, sea quarks, and gluons) is in large part the ultimate goal of understanding

the internal structure of the nucleon in the Standard Model.

The polarized parton distributions (integrated over x = [0; 1] at �xed Q2) can also
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be written in terms of an SU(3) avor basis:

�q0 = �u+�d+�s

�q3 = �u��d (2.23)

�q8 = �u+�d� 2�s

where the singlet distribution �q0 is often written ��. These quantities are related to

the F and D weak decay constants:

�q3 = F +D = 1:2670� 0:0035

�q8 = 3F �D = 0:584� 0:032 (2.24)

where F+D = gA=gV is determined from neutron beta decay, and 3F�D is determined

from the ratio of the axial-vector and vector form factors in other baryon semileptonic

beta decays. In the assumption that the SU(3) octet of spin-1/2 baryons including

the proton and neutron undergoes beta decay via currents that also transform as an

SU(3) octet, then the semileptonic beta decays can be described by just two constants

F (symmetric) and D (antisymmetric) [18, 27, 28, 29]. The constants describe the cou-

pling between two SU(3) octet representations (symmetric and antisymmetric, arising

from the tensor product of the two octet representations for the initial and �nal state

baryons) to form a third octet (that of the decay currents). The values given above

were determined from Ref. [30] in Ref. [31].
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2.2 Q2 Dependence

In the naive parton model, the parton distributions and structure functions are simply

functions of the Bjorken x variable, and not of Q2. This is known as scaling, since

the quantities are independent of the energy scale of the interaction. However, QCD

predicts that scaling, while approximately true, is violated. The violation is predicted

to vary on a logarithmic scale in Q2.

With increasing Q2, the quarks in the nucleon are more likely to radiate gluons.

These gluons can convert to quark-antiquark pairs. The virtual photon in deep inelastic

scattering interacts with a quark in the nucleon, and if the quark has radiated a gluon

it has a reduced momentum. Recalling that x is interpreted as the momentum fraction

of the nucleon carried by the struck quark, this has the e�ect of moving the quark

distribution to lower x. The partons at high x radiate gluons and move to low x,

while new partons are formed at low x as products of this radiation. Therefore, with

increasing Q2 it is expected that the structure functions will decrease at high x and

increase at low x. This was �rst seen in the unpolarized structure functions, as shown

for F d
2 in Fig. 2.2 [22].
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Figure 2.2: The deuteron structure function F d
2 . The solid curve is the 15-parameter

functional �t to the data used in this analysis for determining the structure function F1.

The dashed curves indicate the total error in the �t. The data in each bin are scaled

by the factors in parentheses for clarity. The data are from NMC [22], SLAC [32], and

BCDMS [33]. The �gure is from Ref. [22].
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The Q2 dependence of the polarized parton distributions is given by the DGLAP

equations1 [34, 35, 36]

d�qi(x;Q
2)

d lnQ2
=
�S(Q

2)

2�
[�qi 
�Pqq +�G
�PqG] (2.25)

and

d�G(x;Q2)

d lnQ2
=

�S(Q
2)

2�
[
X
i

�qi 
�PGq +�G
�PGG] (2.26)

where �qi are the polarized quark and antiquark distributions and �G is the polarized

gluon distribution, both with (x;Q2) dependence. The strong coupling constant �S(Q
2)

describes interactions with gluons at energy scale Q2. The sum in the gluon equation

is over quark and antiquark avors. The convolution denoted by 
 is

(f 
 g)(x) =
Z 1

x

dy

y
f(y)g(

x

y
) : (2.27)

The splitting functions (denoted by �P for the polarized case and P for the unpolar-

ized case) are calculated as a series in the strong coupling constant �s and have been

determined for the polarized case to next-to-leading order [37, 38]. In the unpolarized

case, these functions are interpreted as the probability for �nding a parton of the �rst

index type (with some fraction of the parent parton's momentum) within a parton of

the second index type. For example, Pqq(x=y) gives the probability of a quark with

momentum y emitting a gluon and thereby becoming a quark with momentum x. The

splitting functions for the polarized parton distributions are similar to the unpolarized

1The equations are so-called after �ve authors who derived them: Dokshitzer, Gribov, Lipatov,

Altarelli, and Parisi.
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ones but instead provide information about the evolution of the di�erences of the parton

helicity states.

The evolution equations are used to determine the polarized parton distributions

at a Q2 larger than some initial input scale Q2
0. In Chapter 5 this input scale will be

chosen to be Q2
0 = 0.40 GeV2 to be consistent with an analysis of unpolarized parton

distributions [39]. The evolution equations do not have exact analytic solutions, but

they can be solved numerically.

Another source of Q2 dependence is higher twist2 contributions. These contributions

to the scattering arise from processes which include more than the minimal number of

�elds, for example when the struck quark radiates a gluon which couples to one of the

other quarks in the nucleon. These e�ects are believed to be small [41], since the Q2

dependence of existing data is well described by DGLAP evolution.

As theQ2 dependence of g1 and F1 is given by similar DGLAP equations (�Pqq = Pqq

in leading order), their evolution with Q2 is expected to be similar. By �tting the world

data on g1 using next-to-leading order (NLO) DGLAP equations, polarized distribution

functions for quarks and gluons can be extracted. Even though the gluon distribution

is not directly measured in deep inelastic scattering, it enters in the evolution equations

for the Q2 dependence of the structure functions, and thus it can be extracted from

knowledge of that dependence. Such a NLO �t to E155 and world data is described in

2The term `twist' arises from the notation of operator product expansion [40] and gives the relative

contribution of a given term to deep inelastic scattering. Twist is de�ned as the di�erence between

the dimension and the spin of an operator. The smallest possible twist in QCD is t=2.
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Chapter 5.

2.3 Sum Rules

The quantities �� and �G give the spin contribution to the proton of quarks (which

are spin-1/2 fermions) and gluons (spin-1 bosons) respectively. Also of interest, but

currently not directly measurable, is the orbital angular momentum contribution from

the quarks and gluons, written as L. The total spin of the nucleon, 1/2, can be written

as the sum of these three parts:

S =
1

2
=

1

2
�� +�G+ L: (2.28)

In the naive quark-parton model ��=1. Early experimental results from EMC

[12] included a �� that was consistent with zero and that the strange quark sea was

strongly negatively polarized. This was the origin of the so-called `proton spin crisis'

which was responsible for the signi�cant amount of worldwide spin structure function

experimental activity in the 1990's.

Another motivation for much of the experimental work on spin structure functions

has been a prediction for the di�erence between the integral of the proton and neutron

spin structure functions. The Bjorken Sum Rule [42] was derived by J. D. Bjorken in

1966 from current algebra and isospin symmetry. In the limit Q2 =1,

Z 1

0
[gp1(x)� gn1 (x)] dx =

1

6

gA

gV
; (2.29)

where the ratio gA=gV , given in Eq. 2.24, is the ratio of nucleon axial-vector and vector

weak couplings determined accurately from neutron � decay.
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The QCD corrections for �nite Q2 have been derived to order three for nf = 3 for

the non-singlet case [43]

Cns =

2
41� �s(Q

2)

�
� 3:5833

 
�s(Q

2)

�

!2

� 20:2153

 
�s(Q

2)

�

!3
3
5 (2.30)

such that the Bjorken sum rule becomes
R 1
0 [g

p
1(x)� gn1 (x)] dx =

1
6
gA
gV
Cns.

Taking �s(M
2
z ) = 0:119� 0:002 [30], which yields �s(5 GeV

2) = 0:29� 0:02, gives:

�p1 � �n1 =
Z 1

0

�
g
p
1(x; 5 GeV

2)� gn1 (x; 5 GeV
2)
�
dx = 0:182� 0:005; (2.31)

where �1 is used to represent the integral over [0,1] at a constant Q2.

The Bjorken sum rule is a robust theoretical prediction relying only on isospin

symmetry. A test of the Bjorken sum rule is a test of QCD, and the sum rule is itself

more fundamental than QCD. The sum rule relates the internal spin structure of the

nucleons measured at high energy to the the lower-energy weak decay parameters.

Another well-known sum rule is the Ellis-Ja�e sum rule [44]. The Ellis-Ja�e sum

rule also requires QCD corrections, both the above Cns and a singlet correction Cs [45]:

Cs =

2
41� �s(Q

2)

�
� 1:0959

 
�s(Q

2)

�

!2
3
5 : (2.32)

The Ellis-Ja�e sum rule is derived by expressing the spin structure integrals in

the framework of the operator product expansion (OPE). OPE is used in QCD to

parameterize nonperturbative quantities in terms of matrix elements. In leading twist,

the integrals of the spin structure functions g1 can be written as:

�p1(Q
2) =

�
1

12
a3 +

1

36
a8

�
Cns +

1

9
a0Cs (2.33)
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�n1 (Q
2) =

�
� 1

12
a3 +

1

36
a8

�
Cns +

1

9
a0Cs (2.34)

�d1(Q
2) =

�
1� 3

2
!D

� �
1

36
a8Cns +

1

9
a0Cs

�
(2.35)

with the matrix elements denoted by a0 (singlet), and a3 and a8 (nonsinglet).

In the naive parton model, these matrix elements a are identical to the �q0, �q3, and

�q8 of Eq. 2.24. The matrix elements then take the values a3 = F+D and a8 = 3F�D.

The matrix element a0 is dependent on the choice of factorization scheme, but in the

commonMS scheme, a0 = ��. (Other schemes include a contribution of �G in addition

to ��.) The Ellis-Ja�e assumption of �s = �G = 0 results in a0 = a8 = 3F � D,

yielding predictions for �� = a0, �
p
1, �

n
1 , and �d1. According to present world data, the

Ellis-Ja�e predictions for �p1 = 0:163� 0:004, �n1 = �0:019� 0:004, �d1 = 0:067� 0:004,

and �� = 0:58� 0:03 are violated.

Alternately, a measurement of g1(x;Q
2) for the proton and/or deuteron, together

with knowledge of F and D and the corrections Cns and Cs, will yield ��, the quark

spin contribution to the nucleon.



22

Chapter 3

Experiment

In the months of February, March, and April 1997, the experiment E155 was per-

formed in End Station A (ESA) at SLAC. Approximately 180 million deep inelastic

scattering electron events were recorded to data tapes. During data-taking, the exper-

imenters controlled and monitored the target and spectrometers from a building next

to ESA, known as the counting house. The experiment was controlled remotely for

reasons of radiation safety.

The experimental process of polarized deep inelastic scattering is depicted schemat-

ically in Fig. 3.1. The E155 parallel experimental asymmetry was of order 1� 10�2.

3.1 Beam

SLAC has the unique ability to provide an intense, high-energy, high-polarization elec-

tron beam. The beam is produced by shining circularly polarized laser light on a

strained GaAs cathode [46, 47]. The cathode emits longitudinally polarized electrons,

which are then accelerated in the two-mile linear accelerator (linac) to an energy of up

to approximately 50 GeV.

Energy level diagrams of GaAs and strained GaAs are shown in Fig. 3.2. The shown

transitions from the valence band and the spin-orbit split-o� band to the conduction
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detector
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Figure 3.1: Depiction of polarized deep inelastic scattering. The short arrows indicate

polarization of the beam and target.

band are for left (��) circularly polarized light incident on the crystal. From the

Clebsch-Gordan angular momentum addition coe�cients for 3=2
1, the mj = +3=2!

mj = +1=2 transition probability is three times the mj = +1=2! mj = �1=2 transi-

tion probability, so for a GaAs cathode crystal the maximum theoretical polarization is

(N+ � N�)=(N+ + N�) = (3� 1)=(3 + 1) = +0:5. The strained GaAs, which is GaAs

grown on a GaAs1�xPx sublayer, is subjected to a compressive strain by the 1% lattice

spacing mismatch of the two layers and does not have the degeneracy in the P3=2 level

that is present in bulk GaAs. Due to the strain-induced P3=2 band splitting (0.05 eV),
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it is possible to produce polarizations >50% by illuminating the cathode with photons

of energy greater than the band gap energy (1.43 eV) but less than the band gap energy

plus the band splitting.

Figure 3.2: Energy level diagrams for GaAs (left) and strained GaAs (right). Transitions

are shown for left (��) circularly polarized light incident on the crystal. The transitions

indicated by solid arrows are driven by photons of energy just greater than the band

gap energy.

After the incident photons produce conduction band electrons in the GaAs, the

electrons di�use to the surface of the material. To induce the electrons in the conduction

band to leave the cathode material, the GaAs is doped with a p-type material (Zn) and

has a layer of Cs and an oxide applied to its surface. This produces a negative electron

a�nity surface, where the vacuum level is below the bottom of the lowest conduction

band in the bulk crystal [47]. To maintain an acceptable quantum e�ciency (QE), the

SLAC cathodes often require cesiation. However, the cathode was not recesiated during

E155 since the QE remained su�ciently high throughout the experiment. The QE fell



25

monotonically from 0.14% to 0.06% over the course of the experiment. The electron

beam polarization is inversely related to the cathode QE [47], but over the QE range

of E155 no dependence was observed.

As the electron beam reaches the end of the two-mile linac, it can be directed in

the beam switchyard to the A-line, a series of twelve dipole magnets which steer the

beam 24.50� to its left. A depiction of the A-line is given in Fig. 3.3. The A-line is

the path the electron beam takes from the accelerator to ESA, where the E155 target

and spectrometers were located. The energy of the beam into ESA was de�ned by the

bend strength of the magnets and the momentum-de�ning slits SL-10, which were set

for an energy spread of 0.80%. The A-line was upgraded in 1994 and 1995 to transport

electrons of energies up to 50 GeV. Through the A-line bend at 50 GeV, an electron

will lose �400 MeV due to synchrotron radiation, a signi�cant enough amount to merit

consideration in the beamline design [48, 49]. Maintaining the longitudinal electron

polarization through transport in the A-line bend required selecting a beam energy

corresponding to a half-integral number of spin precessions. E155 ran at beam energies

corresponding to precession of 15� for parallel target polarization data taking and of

12� for perpendicular mode.

The beam was provided to ESA in pulses, at a rate of 120 Hz. Each pulse was of

duration �400 ns. The current of the beam was typically 3.0 x 109 e�/spill for proton

target running and 3.3 x 109 e�/spill for deuteron target running. For perpendicular

target polarization the beam current was typically limited to 1.5 x 109 e�/spill by higher
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Figure 3.3: A schematic of the A-line, showing the twelve dipole bend magnets. The

A-line was upgraded for E154 and E155 to allow up to 50 GeV beam into ESA.

backgrounds and data acquisition limitations.

The helicity of the beam was pseudo-randomly ipped from pulse to pulse, allowing

the physics asymmetry measurement to be less sensitive to systematic errors. In princi-

ple the experiment could have been conducted with less frequent changes in beam/target

polarization states, but then drifts in overall detector e�ciency, acceptance and beam

conditions would possibly have appeared as false asymmetries in the data. The polar-

ization of a particular pulse was controlled by a Pockels cell, which by application of

high voltage allowed only one circular polarization direction of laser light to pass on

to the cathode. The pseudo-random selection of polarization state was given by the

algorithm depicted in Fig. 3.4. The algorithm works as follows, once a 32-bit seed is

chosen. The 32nd bit determines the polarization state. The 19th and 32nd bits are

combined with an exclusive-or to determine a new bit, which is placed into the zeroth

bit location. The bits are then shifted one location to the right, providing a new 32nd
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bit and the polarization state for the next beam pulse, and the process is repeated.

0

... ...
1 2 3 19 32

Bit Shift Direction

Polarization 

Figure 3.4: Pseudo-random algorithm for determining the beam polarization state.

The helicity state of each beam pulse was recorded as part of the beam data for the

spill. Several sets of polarization bits [50] provided this information. They are known

as: PMON; Pockels Cell High Voltage, or Scaler; MACH (Multi-Access Communication

Highway) line; and Klystron Veto Module, or Veto. The PMON controller module is

a CAMAC module at the polarized source which uses the algorithm of Fig. 3.4 to

select the helicity state for the next spill, and it communicates this to the high voltage

ampli�er of the Pockels cell. The High Voltage polarization bits originated at the

monitor output of the ampli�er, and were used to gate ESA scalers. The MACH line

and Veto bits were simply alternate paths for the PMON control signals to travel to
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ESA. The timing of the Veto bits caused di�culties for E142 [51], but these problems

are now well understood and not present for later ESA experiments. The helicity state

of a beam pulse was given by an agreement between all four sets of polarization bits.

The state could also be compared to the output of the pseudo-random algorithm once

the states of 33 consecutive spills are known.

The beam was rastered over the target area in order to minimize the radiation

damage to the material and beam heating e�ects, which both weaken the polarization.

The beam was rastered on a grid of points spaced by 0.3 mm, over a circular pattern

of diameter 24 mm.

3.1.1 Beam Polarimetry

The beam polarization was measured by using M�ller polarimetry. There is an inherent

asymmetry in electron-electron scattering [52] for parallel vs. antiparallel spin combina-

tions of the electrons. The M�ller polarimeters used in E155 measured the asymmetry

in cross-sections for scattering of positive helicity and negative helicity electrons o� the

polarized electrons in a thin ferromagnetic foil.

The asymmetry for parallel and antiparallel helicity combinations (identi�ed by the

zz subscript) is given by [53]:

Azz = �(7 + cos2 �CM) sin
2 �CM

(3 + cos2 �CM)
2 : (3.1)

The cross-section is larger for the antiparallel spin con�guration than for the parallel.

At �CM = 90�, where the kinetic energies of the scattered and recoil electrons are equal,
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the ratio is 8:1, for an asymmetry of magnitude 7/9.

Experimentally, this asymmetry is lessened by the target foil and beam polarizations:

Aexperiment =
�"" � �"#

�"" + �"#
= Pz

BPz
TAzz(�CM) : (3.2)

Thus, the beam polarization Pz
B can be measured by �nding an experimental asym-

metry Aexperiment, if the target foil polarization Pz
T and theoretical asymmetry Azz are

known.

The E155 M�ller system consisted of several components: the polarized foils, a

tungsten mask, the magnet B0, and, following several meters of a He-�lled box, detectors

for the scattered electrons.

The 3-cm-wide polarized foils were made of a ferromagnetic alloy, called permendur,

of 49% Fe, 49% Co, and 2% V. There were several foils, ranging in thickness from

40 �m to 154 �m. Most of the foils were used in previous experiments in ESA. Their

polarizations have been measured repeatedly and have been stable over time. The foils

were mounted in a remotely controlled mover that could position any one of them in the

beam for a polarization measurement, or position an opening for the beam for normal

(polarized nucleon target, non-M�ller) data taking.

A pair of Helmholtz coils provided a �100 G �eld in the target foil chamber, and

the unpaired target foil electrons in incomplete shells in the Fe and Co aligned their

spins with this external magnetic �eld. The target foil electron polarization is related
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to the bulk magnetization M of the foil by:

PT =
M

ne�B
�
 
g0 � 1

g0

!
�
 

ge

ge � 1

!
(3.3)

where ne is the electron number density per unit volume, and �B = 9:273�10�21 G cm3

is the Bohr magneton. The free electron g factor ge = 2:002319 relates the angu-

lar momentum of an electron to its magnetic moment. The magnetomechanical ratio

g0 accounts for the contribution from the orbital motion of the electrons to the bulk

magnetization. A value of g0 = 1.916 � 0.01 is used, based on an experimental mea-

surement [54] for an alloy of 50% Fe and 50% Co. The error is increased to correspond

to uncertainties in earlier measurements and the possibility of a small e�ect due to the

vanadium.

Pickup coils placed around the foils and connected to a precise integrating voltmeter

(Schlumberger SI 7061) were used prior to E155 to measure the bulk magnetization of

each target foil. The �eld provided by the Helmholtz coil pair was swept from -100 G to

+100 G and the integrated induced voltage in the coil was recorded by the voltmeter.

Faraday's law relates the integral of the voltage to the �eld in the foil. By subtracting

the integrated voltage induced in the coil with the foil removed from that with the foil

present, the foil magnetization contribution and thus M itself is determined [55].

Located 10 m downstream of the foils was a tungsten mask. The mask had a

central hole for the unscattered beam, and two vertical wedge-shaped holes for scattered

electrons. The mask, which was 20 radiation lengths thick, selected electrons scattered

at lab angles between 3.59 mrad and 8.96 mrad. A head-on view of the mask is shown



31

in Fig. 3.5.

0.20 rad

0.22 rad

36.5 mm

36.5 mm

Figure 3.5: M�ller mask, with central hole for the unscattered beam and two openings

for the M�ller scattered electrons.

The vertically scattered electrons selected by the mask were then bent in the hor-

izontal plane by the magnet B0 [56], which was located just downstream of the mask.

Magnetic measurements of B0 are discussed in Appendix B. In the middle of the vol-

ume of the magnet there was a large iron septum to provide magnetic shielding for the

unscattered electron beam. The scattered electrons were deected by the �1 T �eld

(
R
B dl � 3:5 T � m) to the detector hut, which was located 28.9 m from the foils.

The scattering angle and the momentum of each scattered electron were related by

kinematics (larger scattering angle = smaller momentum). Therefore, the combination

of the mask selecting scattering in the vertical direction and the magnet bending in

the horizontal direction produced a M�ller stripe of scattered electrons at the M�ller

detector hut.
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In E155 there were two detector systems used for the M�ller beam polarization

measurements. One system, the double arm, looked for both scattered electrons (one

from the beam and the other from the foil) in coincidence. The other system, the single

arm, only detected one of the electrons. The single arm was able to detect many more

events, but did not have the power of coincidences to cut down on backgrounds. The

two systems performed similarly in terms of measurement precision, though the single

arm had slightly smaller systematic errors.

For detectors, the double arm used lead glass blocks arranged along the M�ller

stripes. The blocks were used in pairs as coincidence detectors to detect both M�ller

electrons. The single arm used 4 cm x 6 cm silicon pad detectors. Each pad was

segmented with several channels to provide resolution for locating the M�ller stripe.

The segmentation of the detector pads also allowed the contribution of background

events to be determined by �tting the lineshape of the channels outside of the M�ller

peak. There were two sizes of channel widths used in the single arm detectors: in the

movable �ne detector there were 48 channels of width 2.2 mm, and in each of the four

�xed coarse detectors there were 12 channels of width 8.7 mm.

3.1.2 Beam Monitoring

To monitor the beam position and quality there were several di�erent systems. While

tuning and steering the beam prior to data taking, uorescent roller screens (coated

with ZnS) were placed in the path of the beam. The screens glowed where hit by the

beam, and the beam could be steered so the spot on each screen was centered with
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respect to a set of projected cross-hairs. Television cameras transmitted pictures of the

screens from ESA to upstairs in the counting house.

The beam position during data taking was measured using a foil array which con-

sisted of two sets of 24 foils. One set was vertical and the other set was horizontal, each

with applied high voltage relative to a collector anode plane located slightly behind the

foils. If the beam passed through a foil, it induced the secondary emission of electrons

from the foil. These secondary electrons were gathered by the collector plane, produc-

ing a signal current that was read out onto an analog-to-digital converter (ADC). By

the location of the peak signal in each of the two sets of foils, the location of the beam

could be determined to �1 mm.

The amount of charge in each beam spill was measured by two independent toroid

monitors. Located upstream of the polarized target, the toroids each consisted of an

iron ring with several coil windings around it. As the beam passed through the rings it

induced a current in the coil windings. This current was read out through an ampli�ed

RC circuit and an integrating charge sensitive ADC. The toroids were calibrated several

times per day by using a computer-controlled DAC to charge a 22 nF capacitor which

was then able to pass a known amount of charge through the iron rings. The accuracy

of the toroids is better than 0.5% [19], which was su�cient for making an asymmetry

measurement and negligible compared to the statistical errors and other systematic

errors of E155.

For a qualitative measure of beam conditions and stability, two medium-sized plastic
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scintillator detectors were placed in ESA. Known as the good spill and bad spill mon-

itors, these scintillators, each about 25 cm x 25 cm, were connected to a short bit of

tapered light guide and a phototube, and wrapped in aluminum foil, black paper, and

tape. The bad spill monitor was located in the alcove where the beam entered ESA, and

if the beam was poorly tuned with many o�-energy particles, scattering o� a nearby

collimator would generate many secondary particles which would hit the detector. The

good spill counter was located underneath the polarized target, 2 m below the beam-

line, and would see a signal if the beam was hitting the target (or a larger signal if it

was hitting part of the surrounding apparatus). The spill counters had their integrated

signals both recorded in the data acquisition and shown on an oscilloscope screen which

was viewed by a television camera in the counting house. The phototubes were typically

run with voltages of -1100 V to -1300 V (good spill) and -800 V to -1100 V (bad spill).

A combination of information from the roller screens, foil array, and spill monitors

was used to tune, steer, and watch the quality of the beam.

3.2 Target

To study the spin structure of nucleons by deep inelastic scattering, the most essential

item is, of course, a supply of polarized nucleons. In E155 the target material was

polarized by placing it in a low-temperature, high magnetic �eld environment to pro-

duce a splitting of energy levels, then driving the transition to the desired polarization

state by the application of microwaves. The polarized nucleons and their surrounding
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container, vacuum system, cryogenic system, microwave supply, and NMR polarization

measurement system were known collectively as the target.

E155 used a target setup that was almost identical to the target used successfully in

E143 [57, 58]. A cross-section of the 1-m-diameter target assembly is shown in Fig. 3.6.

The available target materials were ammonia (15NH3), which was used for a proton

target, and lithium deuteride (6LiD), which was used for a deuteron target [59]. In

both cases the material was in solid granular form, at extremely low temperature (1 K).

The refrigerator provided cooling to maintain the low temperature and o�set both the

1 W of microwave power that was directed onto the material and the small amount of

heating provided by the beam. The target material was contained in a cell 3 cm long

and 2.5 cm in diameter. In each target insert there were two sites (designated upper

and lower) for the polarized material, as well as a solid target (C for the proton inserts

and Be for the deuteron inserts) for dilution factor determination.

In order to produce a polarized nucleon target, the technique of Dynamic Nuclear

Polarization (DNP) was employed. In DNP, microwaves transfer the spins of electrons

to the target nuclei of interest. This is done in a strong magnetic �eld which provides

a splitting between energy levels for the various spin states. To polarize nucleons via

DNP it is necessary to introduce paramagnetic centers into the target material. This

can be done chemically in the case of some materials (such as the butanol or deuterated

butanol used by SMC) but is done by irradiation for ammonia and lithium deuteride.

Prior to the experiment, the target material was irradiated at a relatively warm
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Figure 3.6: The E155 target assembly, cross-section view.
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temperature (80-90 K for the ammonia and 180 K for the lithium deuteride) in a low

energy electron beam at Stanford's 30 MeV SUNSHINE facility. In this irradiation

electrons occasionally displaced a proton or deuteron, creating an ion in the lattice of

the crystal. These ions served as the paramagnetic centers where the polarization of

the material was initiated.

At low temperature (1 K), obtained by evaporation of liquid 4He, and in a large

magnetic �eld (5 T), there was a su�cient splitting between the polarization states of

the nucleon-paramagnetic center system that directing microwaves of the appropriate

frequency onto the target material caused it to be preferentially in one of the polarization

states (parallel or antiparallel to the magnetic �eld direction). For the proton, a spin-1/2

particle, the system looked like Fig. 3.7 [60]. The W2 and W3 transitions are forbidden

by dipole selection rules, and are only weakly coupled by the electron spin{nucleon spin

interaction. As a result they are suppressed by a factor of 10�3 compared to transitions

W1 and W4. The W4 transition, a nucleon spin-ip, occurs at a slower rate than the

W1 transition, which is a spin-ip of the electron, since the nucleon magnetic moment

is smaller and the coupling of the nucleon spin to the lattice is weaker than that of the

electron paramagnetic center. Thus the dominant decay mode was the W1 transition.

The protons were polarized by applying microwaves of frequency �140 GHz, tuned

to drive transition W3 (for positive enhancement, target polarization +1
2
) or W2 (for

negative enhancement, target polarization �1
2
). The frequency for the negative en-

hancement was higher than the frequency for positive enhancement by �350 MHz.
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Figure 3.7: Energy levels of the proton-electron system in a magnetic �eld.

For the deuteron target, the case was similar. The deuteron is a spin-1 particle, so

there were six energy levels rather than the four in Fig. 3.7. However, using microwaves

to select a normally suppressed transition between states will similarly provide a large

polarization. Deuteron polarization is given by the di�erence between populations of

+1 and -1 states divided by the sum of +1, 0, and -1 states. The spin-0 deuteron state

acts only as a dilution to the polarization.

The above description of the method for polarization by DNP is only valid for

nucleons near paramagnetic centers. There were few paramagnetic centers compared to

the overall number of polarizable nucleons. As those nuclei near the centers made the
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W1 transition to the lower stable states, they transferred their polarization to nearby

nuclei via spin-spin interactions, gradually polarizing the nuclei all through the material,

a process known as spin di�usion.

The nucleon polarization also decayed through spin-spin coupling with nearby para-

magnetic centers, so the presence of too many centers the allowed the polarization to

relax to a lower value. (At the maximum polarization value for a given sample, the rate

or relaxation is equal to the rate of spinup from the microwaves.) As the target material

sat in the beam, new centers were produced. Initially this led to increased polarization

as the DNP was able to work more e�ciently, but as the number of centers built, their

e�ects of nuclear spin relaxation overwhelmed the DNP and the polarization fell.

The polarization was measured using an NMR circuit which included Liverpool

Q-meters [61]. A small coil was embedded in the beads of the material that were

actually hit by the beam. The frequency of a signal in the NMR system was swept

through the Larmor frequency of the desired nuclear species (listed in Table 3.1) in

a 5 T magnetic �eld. This would cause a small number of the appropriate nucleon

Material Frequency (MHz)

proton 213.0
15N 21.6

deuteron 32.7
6Li 31.4
7Li 82.8

Table 3.1: Larmor frequencies for nuclear species in a 5 T magnetic �eld.
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spins to ip, absorbing (or emitting) energy, thereby a�ecting the inductance of the

NMR coil. The phase shift of the applied RF signal in the LRC circuit (inductance

from NMR coil and target material, RC from the Q-meter) provided a relative measure

of the polarization of the material within the coil. The area under the phase shift vs.

frequency curve for these measurements was proportional to the number of spin ips that

occurred. An absolute polarization value was obtained by taking the ratio of the area

under one of these curves to the area under the curve for a thermal equilibrium (TE)

measurement. TE measurements were made with the polarizing microwaves turned

o�, and the target was allowed to come to its equilibrium of spin states. This small

polarization is calculable and depends only on the temperature, magnetic �eld, and

magnetic moment of the material. For E155 the TE polarizations were typically 0.35%

for the proton target and 0.06% for the deuteron. This polarization divided by the

area under the corresponding phase shift vs. frequency curve was used as a calibration

constant for the measurements with the microwaves on.

Approximately once every two days for the ammonia material and once every six

days for the lithium deuteride, an anneal was performed. An anneal consisted of warm-

ing the target material up to its pre-irradiation temperature, approximately 85 K for

the proton and 185 K for the deuteron. The anneals were attempts to recover some of

the loss in polarizability due to radiation damage to the crystal lattice structure and the

production of too many extra paramagnetic centers. Following an anneal a TE mea-

surement was usually taken. The decay lifetime of the polarization for a given sample
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of material decreased with each successive anneal. The proton target material tended

to recover well after anneals, but the lithium deuteride exhibited a drastic reduction

in lifetime after annealing. However, this was compensated for by its long lifetime be-

fore requiring annealing. During E155 data taking there were only two anneals of the

lithium deuteride material.

A target technical run (with no electron beam) was conducted in the month following

the primary experiment data taking. During this time TE measurements were taken,

and various aspects of the target system and polarization measurements were studied.

This included determining the 15N polarization vs. the proton polarization for the 15NH3

material. These values were later used in making a correction to the online proton

polarization data.

3.3 Spectrometers

The scattered electrons were detected in three independent magnetic spectrometers. As

shown in Fig. 3.8 and Fig. 3.9, the spectrometers were �xed at angles of 2.75�, 5.5�,

and 10.5� from the beamline. The spectrometers were designed to detect the high-

energy scattered electrons amid a background of many other particles. Some of the

backgrounds were low energy particles that caused isolated hits sprinkled throughout

the detectors, but high energy hadrons were the primary background that led to falsely

reconstructed scattered electrons. Most of these hadrons were pions.

Each spectrometer consisted of a set of magnets followed by three detector systems:
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Figure 3.8: The E155 spectrometers.

a lead glass shower counter for energy measurement and particle identi�cation, Cerenkov

tanks for particle identi�cation, and plastic scintillator hodoscopes for particle tracking

and momentum measurement. The spectrometers were located downstream of the

polarized target, and the detectors housed in large shielding huts made of meter-thick

concrete blocks. The openings of the spectrometer acceptance were de�ned with lead

blocks and tungsten collimators. The spectrometers were designed to have di�erent

areas of kinematic coverage, as shown in Fig. 3.10. The 2.75� and 5.5� spectrometers

accepted particles with momentum greater than 9 GeV, and the 10.5� spectrometer

accepted particles with momentum greater than 6 GeV.

Once the particles traversed the magnetic �elds of the spectrometers, they travelled

in straight paths through the detector area in the huts. The tracking software [62]

searched for detector hits that were along straight trajectories and that were coincident
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in time (corrected for time of ight of the particles). Both the space and time resolutions

of the detector systems were utilized in the tracking.

A right-handed coordinate system was used in the tracking software in de�ning the

location of the detector elements. Each spectrometer had its own system, based on the

de�nition of its z axis. In the 2.75� and 5.5� spectrometers, a central trajectory was

chosen at the central spectrometer angle away from the beamline, and inclined at a

slight angle in order to pass approximately through the centers of the detectors. These

central trajectories were taken to be the z axes in the respective spectrometers. In

the 10.5� spectrometer, the z axis was taken to be a line parallel to the oor at 10.5�

from the beamline. The y axis in each spectrometer was taken to be in the plane of a
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vertical line and the z axis. The x axis in each spectrometer was therefore taken to be a

horizontal axis, directed approximately to the left if looking downstream the beamline.

A model of the optics of the spectrometers and geometry of the detectors was used

to generate look-up tables for use in the tracking reconstruction code. A Monte Carlo

computer code generated events at the target, which were then propagated into the

spectrometers according to the optics model. This resulted in a large sample of simu-

lated events with known initial momentum and scattering angle, and four corresponding

track parameters at the shower counter z location: x location, y location, x slope, and

y slope. Thus when the tracking code was used on actual data and returned the track

location and slope, the look-up tables (indexed on the track parameters at the shower

counter) could be used to determine the corresponding momentum of the track.

Tracks found by the software were given one of four exclusive classes based on

which detector systems were involved in reconstructing the track. Class 1 tracks were

the primary electron candidates, since they had hits in all detector systems (shower

cluster, Cerenkov pulse in at least one tank, and hodoscopes). Class 2 tracks were the

primary hadron (pion) candidates below Cerenkov threshold, since they consisted of

just a shower cluster and hodoscope hits. Class 3 and 4 tracks were not enabled in

the main analysis code for E155 and were used only for background studies. Class 3

tracks contained just Cerenkov and hodoscope information, and Class 4 tracks had just

hodoscope hits. A owchart and brief description of the tracking code as it pertained

to E155 are given in Appendix A.



46

The following subsections describe: the spectrometer magnets; the shower counters;

the Cerenkov tanks; the hodoscopes; and spectrometer calibration.

3.3.1 Magnets

The 2.75� and 5.5� spectrometers each had two dipole magnets oriented so that their

�elds were horizontal, which created a vertical bend plane along the central axis of the

spectrometer. The 2.75� spectrometer also had a quadrupole magnet to defocus the

scattered electrons in the horizontal plane, spatially spreading out the events over a

larger area for the shower counter. The two small angle spectrometers used a reverse-

bend design, with the dipoles bending in opposite directions. This had the bene�t of

avoiding a clear line of sight and providing a two-bounce path into the spectrometers

for background photons from the target. In the 10.5� spectrometer [63] there was only

one dipole magnet, but two quadrupole magnets. The two quadrupoles were oriented

with the �rst focusing and the second defocusing in the horizontal plane. All of the

magnets were run at currents between 1500 A and 2900 A.

3.3.2 Shower Counters

Each spectrometer had an electromagnetic calorimeter [64, 65], also known as a shower

counter. The shower counters consisted of lead glass blocks instrumented with photo-

tubes. Lead glass was used because it is a dense material, yet it has high transmittance

of visible light.

Charged particles entering lead glass interact with the dense material and deposit
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some of their energy. High energy electrons, the particles of interest, interacted electro-

magnetically in the blocks and produced showers of photons and electrons. Electrons

incident on lead glass are induced to produce bremsstrahlung, or `braking,' radiation,

and the photons from this radiation convert to electron-positron pairs, which in turn

radiate and pair produce. This process occurs until the energies of the electrons fall

below the critical energy where ionization and excitation losses become equal to the

bremsstrahlung losses. For lead glass this critical energy is of order 10 MeV. The point

at which the ionization losses start to dominate and the shower contains its peak num-

ber of particles (about 5 radiation lengths) is known as the shower maximum. All of the

high-energy electrons and positrons in a shower produce Cerenkov radiation, which, for

the E155 shower counters, was observed by the phototube at the downstream end of the

lead glass block. Through this process, the high energy electrons entering the shower

counter deposited all of their energy in a detectable narrow electromagnetic shower.

The total charge of each phototube signal was proportional to the number of photons

it detected, and thus also proportional to the energy of the original incident electron.

Each phototube signal was sent to an ADC and one or more TDC's (time-to-digital

converters). The TDC's were operated in leading and trailing edge mode, allowing

estimation of the size of multiple pulses in the same block in the same spill. The blocks

were combined into clusters, typically each a 3 x 3 grid of blocks. For each cluster

in the 2.75� and 5.5� spectrometers, several quantities were fed into a neural network

algorithm [66] which di�erentiated between electron-like and hadron-like showers.
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Hadronic particles, such as pions, also undergo ionization and excitation losses in

travelling through a material such as lead glass. Since the probability for bremsstrahlung

radiation is inversely proportional to the square of the mass of the particle, heavier (than

electrons) hadronic particles deposit only a tiny amount of their energy in electromag-

netic showers. Hadrons instead deposit energy in the form of hadronic showers, which

occur when a hadron undergoes an inelastic collision with a nucleus, producing sec-

ondary hadrons, which themselves undergo inelastic nuclear collisions. The length scale

of this interaction is much larger than that for electromagnetic showers, so hadronic

showers started later in the shower counter and were much broader. Also, much of the

deposited energy was lost in the form of nuclear excitation or nuclear breakup, neither

of which produces observable signals for phototubes. So compared to electrons, the

background hadron particles deposited less of their energy in the calorimeter and only

a fraction of that energy was seen in the phototubes.

The shower counter was used for particle identi�cation: for a relativistic electron, its

energy and momentum were equal, and so a shower counter event with an E/p ratio of

unity is likely an electron. The energy E of an event was determined by adding together

the energies reported by each block of the shower cluster, and the momentum p was

returned by the tracking software. A shower counter event with an E/p ratio of much

less than unity was most likely a pion which didn't visibly deposit much of its energy.

The 2.75� and 5.5� shower counters were made of blocks 6.2 cm x 6.2 cm x 75 cm

arranged in an array 10 blocks wide by 20 blocks tall, as shown in Fig. 3.11. The blocks
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were oriented in each spectrometer with their long axis in the z direction. The lead

glass has a radiation length of 3.17 cm, making them 24 radiation lengths long. The

index of refraction of the lead glass is n=1.62. The blocks were originally used in the

calorimeter in the ASP detector [67], a detector from an earlier experiment at SLAC.

y

x

track

10

20

Figure 3.11: The 10 blocks by 20 blocks shower counter arrangement for the 2.75� and

5.5� spectrometers. Each block had a 6.2 cm square face and a length of 75 cm.

The blocks were wrapped with aluminum foil and two layers of black tape. The

phototubes, Amperex XP2212PC, were attached at the downstream end of each block

with optical epoxy. The 5 cm tubes covered about 40% of the area of the square end of

the block. The shower counters in the small angle spectrometers were enclosed in boxes

of 0.8 mm aluminum and angled a few degrees horizontally and vertically in order to
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avoid the possibility of a particle travelling entirely in the small gaps between blocks.

The 10.5� shower counter [63, 68] was of slightly di�erent construction from the

small angle spectrometer ones. It had two components, the pre-radiator (PR) and a

total absorber (TA) section.

The PR was built of 10 blocks of the ASP type, with their long axis in the x direction.

Each block had a phototube on each end, and from the relative signal sizes the location

of a hit along the length of the block could be deduced. In practice, however, the

PR did not perform particularly well [68]. This was essentially due to large levels of

background, which led to high voltage settings that were too low and discriminator

threshold settings that were too high.

Since the PR was not very thick, only two radiation lengths, electrons in the spec-

trometer passed through it without depositing much of their energy. The TA was an

array of 6 blocks in x and 5 blocks in y. Of the 30 blocks, 27 were from the ESA

8 GeV spectrometer, and the other three were from the experiment NE4 [69]. The TA

functioned essentially as did the shower counters in the other spectrometers, though

due to the larger blocks in many cases an electron shower was contained entirely in a

single block.

3.3.3 Cerenkov Tanks

As the particles in each spectrometer traversed the Cerenkov tanks, those travelling

above threshold produced Cerenkov radiation, which was reected by large mirrors

onto phototubes in the tanks but outside the acceptance region of the spectrometer.
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The thresholds were set to eliminate pions and other more massive hadrons.

All high energy particles traversing a volume of material lose energy to the material.

Some of the energy is lost to exciting the material's atoms and molecules, which in turn

can re-emit the energy as radiation. For a slow-moving particle, this re-radiation of

its lost energy by the medium it is traversing is not coherent and not visible at large

distances. But for particles travelling faster than the phase velocity of light in the

medium, there is an angle at which this re-emission is coherent and thus is detectable

at large distances. This phenomenon is known as Cerenkov radiation [70].

The key principle for the use of threshold Cerenkov detectors is that an electron and a

pion of equivalent momentum have di�erent velocities because of their di�erent masses.

Therefore the velocity threshold for Cerenkov radiation to be produced corresponds to

di�erent momenta for distinct types of particles. This made it possible to set each

tank's threshold so that the lowest momentum particles in the spectrometer acceptance

(10 GeV in the small angle spectrometers, 6 GeV in the 10.5�) were above threshold if

electrons, and were below threshold if pions.

The E155 Cerenkov tanks were �lled with a low pressure mixture of 90% N2 and

10% CH4, where the percentages are by partial pressure. The primary gas, N2, is a

standard choice for Cerenkov applications. The addition of the CH4 was intended to

reduce the component of scintillation light relative to the Cerenkov light [71].

The total pressure of the mixture in a given tank was chosen to produce an index

of refraction such that any electron in the spectrometer was above Cerenkov threshold
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(�50 MeV), while pions were below threshold if they had energy less than 19 GeV for

the 2.75�, 16 GeV for the 5.5�, and 16 GeV or 13 GeV (before/after run 2103) for the

10.5� spectrometer. The kaon thresholds in all the tanks were �50 GeV, and the proton

thresholds over 100 GeV. The corresponding tank pressures were 1.33 psi in the 2.75�

tanks, 1.92 psi in the 5.5� tanks, and �rst 1.91 psi and then 2.87 psi in the 10.5� tank.

While the 2.75� and 5.5� Cerenkov tanks performed well in experiment E154, they

had signi�cant levels of background counts [72]. Prior to E155 the tanks had several

cm of lead shielding installed around the sides of the phototube mounts to reduce the

number of particles directly striking the tube's photocathode. Each tank in the 2.75�

and 5.5� spectrometers had two anodized aluminum ba�es installed to cut down on the

amount of non-acceptance tank volume visible to the phototube [73, 74]. Also, E154

ran with the tanks using only nitrogen gas and possibly su�ered from background due

to scintillation light. The 10.5� Cerenkov tank, newly built for E155, also made use of

lead shielding and anodized aluminum ba�es.

The Cerenkov signals were each split into four CAMAC TDC's and a VME ash

ADC (FADC). The TDC's were set at di�erent thresholds, which allowed a measure of

the size of the phototube signal for an event based on which TDC levels were �red. The

TDC's were a backup for the preferred but less reliable FADC's. The FADC's provided

a digitized signal of the phototube output sampled at 1 ns intervals. Output from the

2.75� FADC's for a representative spill is shown in Fig. 3.12.

A software peak-�nding algorithm was then used to locate events in the waveform
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Figure 3.12: FADC waveforms from the 2.75� spectrometer for a single spill in E155

run 1238. Electron events typically had FADC peak signal >30. In this spill there were

three obvious coincidences between the tanks and hence three likely electron events.

and determine their height and integrated size. Unfortunately the FADC's would often

shift their timing relative to the data acquisition start, frequently by 4.1 ns. For runs

where this was a particular problem a second set of data summary tapes was produced

(dst1b and dst1c). A software algorithmwas used to identify shifted pulses (with respect

to the TDC times) and make a correction to allow the pulses to be matched successfully

to track events.

The Cerenkov tanks were all �95% e�cient for electrons.
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3.3.4 Hodoscopes

The hodoscope system was used for tracking, to determine accurately the path of a

particle in the spectrometer, and thus determine its momentum. The hodoscopes were

also used to calibrate the shower counters, since for electron events the track momentum

should equal the shower cluster energy.

Each spectrometer had several planes of hodoscopes,1 where each plane consisted of

a number of �ngers. A single �nger was a long thin piece of plastic scintillator wrapped

in aluminum foil (for light reection) and black electrical tape (for isolation from outside

light). Each �nger was instrumented with a phototube to detect the scintillation light

produced by the passage of an energetic particle. The phototube signals were sent to

discriminators and then to TDC's, which were operated in leading-edge only mode. The

primary cause of ine�ciency in the hodoscope system and tracking was the dead time

of the TDC's, the inability to read out the latter of two hits that occurred within a few

ns of each other.

The orientation of the �ngers in a given plane determined its use in the tracking

algorithm: planes of vertical �ngers, called x-planes, provided a horizontal coordinate;

planes of horizontal �ngers, called y-planes, provided a vertical coordinate; and planes

of angled �ngers (at �15� in the 2.75� spectrometer and �45� in the 5.5� spectrometer),

called u-planes and v-planes, provided components of both x and y coordinate infor-

1According to Webster's Dictionary, a hodoscope is `an instrument for tracing the paths of ionizing

particles by means of ion counters in close array.' The word has its etymology from the Greek `hodos'

meaning road or path.
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mation. The combination of time-coincident hits in the x, y, u, and v planes allowed

the unambiguous location of multiple track points at each group of hodoscope planes.

The small angle spectrometers had two sets of hodoscope planes each, in groups of 6

and 4 for a total of 10 planes in the 2.75� spectrometer, and groups of 4 and 4 for a

total of 8 planes in the 5.5� spectrometer. This allowed the tracking reconstruction

software to require a track to have three points, one from each set of hodoscope planes

and one from the shower counter. The points had to be consistent in space and in

time, meaning along a straight line and appearing in the data acquisition in coincidence

when accounting for time of ight|taken to be the z-coordinate of the detector divided

by the speed of light. Since the spectrometers accepted only particles with momenta

greater than a few GeV, and detector time resolution was of order 1 ns, it was su�cient

for the reconstruction software to assume the particles were travelling at the speed of

light.

The 10.5� spectrometer had comparatively few hodoscope �ngers, all of which were

in y-planes. The electron rate in this spectrometer was approximately 0.01/spill, so

hodoscopes were not necessary for separating multiple electron events. The tracking in

the 10.5� spectrometer was in principle much less complicated, since it had only to look

for time coincidences and to calculate the slope in y from the hit in the shower counter

to the hit in the hodoscopes.

The 10.5� hodoscope was newly built for E155. The 2.75� planes 2H1U, 2H2V were

built for E154, and had small �nger widths, providing good spatial resolution. Also built
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for E154 were 2.75� planes 2H3X, 2H4Y, 2H7X, and 2H8Y, which were split-�ngered

planes. The �ngers in these planes each covered half of the acceptance (rather than

having their length extend completely across as in the other planes) in order to cut

down on the event rate in a given element. The other planes in the 2.75� spectrometer

and all of the planes in the 5.5� spectrometer were used in E154 as well as E143 and

E142. There were a total of 538 �ngers in the 2.75� spectrometer, 233 in the 5.5�, and

32 in the 10.5�.

3.3.5 Calibration

Each detector system was surveyed to ascertain its location to better than 1 mm. The

spectrometer magnets were �eld mapped [75, 76, 77] prior to the experiment. Using

the survey data and magnetic measurements, an optics model of the spectrometers

was constructed. This model, which was used to calculate the look-up tables for de-

termining the angle and momentum of spectrometer tracks, was tested against several

types of experimental information. First, the acceptance and event rate were functions

of momentum and scattering angle. The momentum and angle spectrum of scattered

electron events was veri�ed for both normal running conditions and for a series of runs

at di�erent beam energies. The energy scan runs were particularly useful since the cross-

section dropped rapidly at the high-energy endpoint. Second, special runs were taken

with tungsten masks, called sieve slits, placed in the aperture of the spectrometers.

The sieve slits had precisely machined holes spaced a few cm apart in a grid pattern.

These holes allowed scattered electrons with only speci�c scattering angles to enter the
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spectrometers. The tracking and optics model were tested in their ability to reconstruct

the holes in their known locations. Lastly, a test run was conducted in November and

December of 1997. For this run, denoted at SLAC as T418 [78, 79], two large dipole

magnets were placed in ESA in the location of the polarized target. These magnets

and the ESA chicane magnets were used to direct a scavenger 120 Hz electron beam of

one electron per pulse directly into the 2.75� and 10.5� spectrometers. By varying the

momentum setting of the A-line, electrons of a well-known energy were directed into

the spectrometers. The reconstruction software was not burdened with sorting electron

events from large numbers of background hits, providing a clean test of the tracking

and the shower counter energy calibration. The 2.75� and 5.5� spectrometers had mo-

mentum resolution of 2-4%, and angular resolution of 0.5 mrad at low momentum. The

10.5� spectrometer momentum resolution was approximately �p/p � 0.008 p, where

the momentum p is in GeV.

3.4 Data Acquisition

The signals from the many TDC's, ADC's, and discriminators (CAMAC modules) and

FADC's (VME modules) were read into a VME-based system [80]. CAMAC and VME

are international standards for electronics modules and interfacing to electronics with

a computer. The hardware data acquisition system (DAQ) was the interface between

the detector electronics and the software DAQ that packed the data for storage on 1

GB data tapes. A schematic of the hardware DAQ is shown in Fig. 3.13. The system
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was designed to handle data rates of 10 kB per interrupt, or �1 MB/s. E155 was not a

triggered experiment, meaning that all detector information was written out for every

beam spill.
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Figure 3.13: Schematic of data acquisition.

In addition to the mostly automated DAQ, there were interactive programs that

controlled and monitored the many hardware subsystems: the high voltage to the var-

ious detectors, the low voltage in the CAMAC crates, and the power supplies to the
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spectrometer magnets. Also, several computer workstations in the counting house mon-

itored the spectrometer data and detector operations.

The experiment wrote raw data to approximately 2000 1 GB data tapes in the

robotic silo system at SLAC. The data were �rst written to a staging pool of disk space

in the counting house and then sent over the SLAC computer network to the silo tapes.

The data were recorded as approximately 4000 separate runs, of several di�erent types.

These types included, along with normal raw data: calibration runs using LED light

to send known signals to the detectors; calibration runs for the beam charge toroid

monitors; M�ller data runs; and pedestal runs, which were short runs with the beam

suppressed, taken to determine the level of background electronics noise in each detector

channel. Data runs typically took 30 minutes, and ended automatically when enough

data were recorded to �ll one tape.
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Chapter 4

Analysis

In the processing of the raw data tapes, electron events were found using tracking,

requiring Cerenkov hits and a cluster with energy close to the momentum of the track.

The primary goal of analysis of the data on tape was to determine the asymmetry be-

tween the cross-sections for combinations of target and beam polarization: antiparallel

and parallel for the parallel target �eld orientation, and negative and positive beam he-

licity for the perpendicular target �eld orientation. The raw asymmetry in the data was

found from the rate of electrons detected vs. incident beam charge Q. The beam charge

was given by the toroids in ESA. The cross-sections were proportional to the rate N=Q,

where N is the number of electrons detected. The constants of proportionality divide

out in taking the asymmetry, so the raw asymmetries were found by simple counting:

Akraw
=

(N=Q)#* � (N=Q)"*

(N=Q)#* + (N=Q)"*
and A?raw =

(N=Q)#( � (N=Q)"(

(N=Q)#( + (N=Q)"(
; (4.1)

where as previously the arrows indicate helicity of beam (# and ") and target (* and

( for parallel and perpendicular con�gurations, respectively). For the parallel con�g-

uration data, the target �eld was run approximately half the time pointing east and

half the time pointing west, where east and west refer to compass direction in ESA and

are parallel and antiparallel to the beam direction, respectively. Also, the target was

polarized in both positive and negative enhancement modes. The four combinations
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of �eld direction and enhancement mode were counted with the appropriate beam po-

larization states as overall parallel or antiparallel (N"* or N#*). For the perpendicular

target con�guration, the target was always polarized in the positive enhancement and

the target �eld was always oriented north (bending the trajectory of the east-travelling

electron beam down at the target). For parallel running, the spectrometers accumulated

events in the same helicity states, but in perpendicular running there was a relative sign

for the 2.75� and 10.5� compared to the 5.5� since they were on opposite sides of the

beamline.

The accumulation of events and incident charge was done in kinematic bins in

Bjorken x for each spectrometer. For accumulating asymmetries, E155 used one stan-

dard set of bins, dividing the region [0.01,0.90] into 38 bins, evenly spaced logarith-

mically. This set of �nely spaced bins was also later combined into a set of coarser

bins (11 bins over the same range, known as `world binning') for publication of results.

SMC and E154 published their data in similar sets of coarse bins in x, while E143

used the set of �ne bins. HERMES has used an entirely di�erent set of bins for their

proton data. Each of these spin structure measurements can be thought of as a set of

independent experiments performed at slightly di�erent kinematics, where each bin is

a separate result. The results in a particular bin a�ect those of adjacent bins through

the calculation of �ts for radiative corrections, and are of course related due to �nite

detector resolution and by overall scale factors such as target and beam polarizations.

Several electron de�nitions were studied in order to determine optimum levels for
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cuts and also to learn about detector e�ciencies and contaminations. In any beam

spill some number of high energy electrons actually traversed the spectrometers. This

number is not necessarily the same as the number of electrons that were reconstructed

from the data. Any event de�nition is characterized by two numbers: its e�ciency and

its purity. E�ciency is the fraction of the true events that were found. The overall

e�ciency for E155 was somewhat larger than 80%, with each detector system having

an individual e�ciency of greater than 90%. Purity is the fraction of events found in

the data which were true events. Typically the purity of electron de�nitions was 95%

or greater. Due to di�ering event and background rates, e�ciency and purity both

depended on kinematics.

4.1 Data Summary Tapes

The several thousand raw data tapes were processed using a group analysis code and

a batch computing system of thirty machines to make data summary tapes, known as

DST's. The group analysis code for analyzing raw data was some 20,000 lines of Fortran

90 code, and it took on the order of one day to process a single raw tape to reconstruct

all of the electron events. To study the properties of the electron event sample|the

e�ciency and purity of the cuts|would have required repeating this process for each

e�ect to be studied, an impracticable study due to limitations of computer time.

However, the slowest parts of the analysis were in the reconstruction of the raw data

in each detector subset into data more likely to be part of an electron event. The data in
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each run was processed spill by spill, as each spill was a separate record on the data tape.

In the shower counter, the raw TDC and ADC hits were processed to produce clusters|

groups of adjacent blocks which were hit at similar times and whose energy was then

added together to produce the energy of the event. In each Cerenkov counter, the raw

FADC spectrum was searched for pulses, and the peak height and area underneath each

pulse were found. The raw hodoscope TDC hits were grouped together with shower

clusters and Cerenkov hits consistent in time and consistent spatially (hodoscopes and

shower cluster) with a straight line trajectory through the spectrometer. The grouping

of hodoscope hits with a shower cluster, and possibly a Cerenkov event or two, created

a track. The processes of clustering and tracking dominated the computer time needed

by the analysis software, so the intermediate step of DST's was taken, where the DST's

had the raw data distilled into clusters, Cerenkov hits, and tracks. Also stored on DST

were enough relevant beam data to enable the spill to be cut on beam quality and

location and to know the spill's incident beam charge.

DST's for E155 runs were approximately 1/2 to 1/3rd the size of the raw data.

More important than the size of the data set was the processing time. Analyzing one

run from DST took approximately 20 minutes, compared to the twenty hours it took

to analyze a run from its raw tape.
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4.2 Run Selection

Only runs with stable beam conditions and valid target polarization measurements

were used for the asymmetry analysis. It was possible for the spectrometers to be

set individually in negative polarity or positive polarity, detecting primarily electrons

or positrons, respectively. In practice this was done infrequently due to the fringe

�elds of the spectrometer magnets a�ecting the operation of the detector phototubes,

in particular in the 10.5� spectrometer. Also, there were several occasions where a

spectrometer magnet or detector subsystem was not working properly, but the other

spectrometers were in �ne order. For these runs, analysis was performed for only the

working spectrometers' data.

One run was typically twenty to thirty minutes of real time, consisting of 150,000 to

200,000 spills. The typical electron event rate in the spectrometers was 0.5/spill for the

2.75�, 0.2/spill for the 5.5�, and 0.01/spill for the 10.5�. The number of runs analyzed

in each spectrometer is given in Table 4.1. The numbers of runs in each row of the table

(for each target material) were mostly overlapping sets.

4.3 Event Cuts

The electron de�nition used in the 2.75� and 5.5� spectrometers was a simple one:

�Class 1 track
�2 Cerenkov hits,

q
C1pkV � C2pkV > 40

�0:8 < E=p < 1:2.



65

Proton Deuteron

2.75� 5.5� 10.5� 2.75� 5.5� 10.5�

parallel e� 497 542 527 471 470 551

e+ 59 38 51 110 142 59

perpendicular e� 79 82 83 196 209 204

e+ 5 5 5 8 8 8

Table 4.1: Numbers of runs used in E155 analysis.

The basis for an event was a track. A Class 1 track was a combination of shower counter

cluster and hodoscope hits and at least one Cerenkov hit. For the electron de�nition

used here, both tanks were required to have a signal, and a cut on the product of the

peak signal voltages of the hits in the two tanks was used to maximize e�ciency. The

shower counter energy was required to be within 20% of the track momentum, since

an electron would be expected to deposit all of its energy in the shower counter, while

a pion would not. Edge clusters were not used since the energy calibration of edge

blocks was less accurate than those in the interior of the calorimeters. Though it was

used to study cuts, the shower counter neural network [66] was not part of the electron

de�nition for E155.

The de�nition used in the 10.5� spectrometer was more complicated, due to less

redundancy in the detector systems. The small angle spectrometer de�nitions were

track-based, while the 10.5� de�nition was a hybrid of track-based cuts and cluster-
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based cuts, discussed in detail in Refs. [81, 82]. In summary, the 10.5� de�nition was

as follows:

�Cerenkov hit, CpkV > Clow

�E>5 GeV
�if a track exists for the event: E/p > 0.75

�if no track exists: E/Emin > 0:9 and CpkV > Chigh and no ADC saturation

�E0=E for calculating Bjorken x (unless saturated ADC's, in which case E0=p)

�E0 > 7 GeV.

In the above de�nition: CpkV is the Cerenkov peak voltage from the FADC; (Clow,

Chigh) are cuts on minimum peak voltage of (30, 40) for runs prior to 2103 and (45, 60)

for runs after 2103; E is the TA cluster energy; p is the track momentum; and Emin is a

quantity determined by spectrometer optics as the minimum energy in the acceptance

for a given row of the shower counter [63]. The hybrid de�nition was implemented since

the hodoscope and tracking were too ine�cient to allow a tracking only de�nition. A

stricter cut on the Cerenkov pulse height was assigned (Chigh vs. Clow) for the cluster-

based part of the de�nition.

Cuts on Q2 and W 2 (Q2 > 1 GeV2 and W 2 > 4 GeV2) were later used when

rebinning the data to ensure that the events were deep inelastic scattering events and

not quasi-elastic scatters or scatters in the resonance region.

Examples of the e�ects of cuts on the raw data are shown in Fig. 4.1 for the 2.75�

and 10.5� spectrometers. The 5.5� spectrometer was similar to the 2.75� in terms of

detector performance. In Fig. 4.1 the plots in the top half of the �gure are for the

2.75� spectrometer, the plots in the bottom half for the 10.5�. The left plots show peak
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integrated voltage spectra for all Cerenkov hits in one of the spectrometer tanks, with

plots below of the spectra for events in coincidence with a good electron, as de�ned

by the other detectors in the spectrometer (large other Cerenkov hit, E/p or E/Emin

cut). The 10.5� plot with the electron cuts still has a large background peak, due to less

redundancy in the detector systems. In the 2.75� spectrometer, that peak is removed

by requiring a coincidence with the other Cerenkov tank.

The right plots show E/p spectra for all tracks, with plots below of the e�ect of

cuts on that spectrum. With successive cuts, the electron peak at E/p=1 gradually

appears out of the background of hadron tracks. This is especially evident in the

10.5� spectrometer, where the electron event rate was �0.01/spill, compared to several

recorded hadron events per spill. Since the cut on E/p was e�cient at removing the

hadron events in coincidence with Cerenkov events, the neural network was not used in

this analysis.

Cuts were also used on the beam location and quality in deciding whether a spill was

a candidate for analysis. Studies were performed by comparing results from di�erent

portions of the raster pattern and with using tight cuts on the circular raster pattern. No

signi�cant e�ects were seen, so loose beam cuts were used, as given in Table 4.2. Spills

were required to have all four sets of polarization bits in agreement for the beam helicity.

Approximately ten runs were not used because of polarization bit disagreements. The

Veto polarization bits, which were unreliable for experiment E142, performed well in

E155.
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Figure 4.1: E�ect on the event sample of cuts in the 2.75� and 10.5� spectrometers.

The plots are explained in the text.
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quantity acceptable range

good spill 0{2000

bad spill 0{2000

foil array:

x -20.0 { 15.0

x width 0.2 { 5.0

y -20.0 { 15.0

y width 0.1 { 15.0

Table 4.2: Beam cuts used for �nal analysis of E155. The spill monitor cuts are in ADC

units, the foil array cuts are in mm.

4.4 Raw Asymmetries

Asymmetries were formed �rst on a run-by-run basis, by taking the ratio of the di�er-

ence and sum of counts (normalized by incident charge) in the two polarization states.

The asymmetries were calculated for each x bin in each spectrometer. Each bin and

spectrometer had a statistical error associated with the counting of events. For one

helicity state, the counting error is given by �N =
p
N for the number of events, and

by �(N=Q) =
p
N=Q for the rate, as the error in the beam charge is neglected. In exact

form, the error on the raw asymmetry (Eq. 4.1) is given by

�Araw =
2

QLQR

q
NLNR(NL +NR)

(NL=QL +NR=QR)2
(4.2)

or approximately by

�Araw =

q
(NL=Q

2
L) + (NR=Q

2
R)

(NL=QL) + (NR=QR)
(4.3)
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in the limit of small asymmetry (QL � QR and 2
p
NLNR � NL+NR). Here the L and

R notation is used to represent the two helicity states that were combined to create the

asymmetry.

After using the raw asymmetries to calculate Ak (or A?) for each run, the runs were

combined, bin by bin for each spectrometer, adding together the results weighted by

the statistical error on Ak (or A?). This combination occurred after the correction for

rate dependence, which was dependent on beam current, and after the correction for

the electroweak e�ect, which was independent of target polarization direction. Other

corrections were made to the data after the runs were combined.

4.5 Raw Asymmetries to Ak

There were four adjustments necessary to convert the raw experimental asymmetries

to the physics asymmetries Ak and A?. They are: beam polarization (Pb), target

polarization (Pt), dilution factor (f), and nuclear corrections (C1 and C2). The equation

relating Ak (and, identically, A?) to the experimental asymmetry Araw via these factors

is

Ak =
Araw

PbPtfC1

+ C2Aother (4.4)

where for the parallel running with deuteron target, Aother = A
proton
k , and for the parallel

running with proton target, Aother = Adeuteron
k . For the proton data, C2 was taken to

be zero, as explained below. The factors in the denominator of the �rst term account

for the less than 100% polarization of the beam and target and for the composition of
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the target and its surrounding apparatus. The factors Pb, Pt, f , and C1 and C2 are

described in more detail in the following sections.

4.5.1 Beam Polarization

As described in Section 3.1.1, the beam polarization was measured with two M�ller

polarimeters. The polarimeters used the same target foils and bending magnet, but

had di�erent detector systems. The single arm polarimeter used silicon pads to detect

individual scattered M�ller electrons. The double arm polarimeter used a pair of lead

glass detector sets to detect in coincidence the two M�ller scattered electrons from a

single event.

The single arm result was Pb = 0:813 � 0:02. The double arm result was Pb =

0:805 � 0:03. The errors given are systematic, since the statistical error was typically

0.01 per measurement, and each result was the combination of many measurements

made throughout the experiment. The beam polarization used for the analysis is 0.810,

the weighted average of the two results. The error is taken to be 0.02, since the errors

are largely correlated. No statistically signi�cant variations in the beam polarization

were seen over the course of the experiment, so Pb was taken as a constant in the

asymmetry analysis. The results of the single arm measurements, taken approximately

every three days during the experiment, are shown in Fig. 4.2.
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Figure 4.2: Single arm M�ller results over the history of the parallel data taking. Each

point represents the averaged results from all single arm detectors from one day's mea-

surements, with error bars corresponding to the statistical error. The dashed line rep-

resents a constant �t to the data of Pb = 81:3%. The �2=d:o:f: of the �t is 23/19.
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Single arm Detectors

In the single arm detectors, each detector saw most of its events in a few channels. This

sideways view of the M�ller stripe as seen by the segmented detector is referred to as

the M�ller peak. M�ller peaks for run 2588 in the 48-channel �ne detector are shown in

Fig. 4.3. The notation R-L and R+L refers to the di�erence and sum of the two beam

helicity states. Here the R state had a larger cross-section, so that corresponded to the

antiparallel beam-target helicity combination. The overall sign of the beam polarization

was determined by knowing the direction of the Helmholtz coil �eld that polarized the

foils.
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Figure 4.3: M�ller peaks in the �ne detector from run 2588.

The beam polarization was determined by comparing the experimental asymmetry

with the analyzing power, de�ned as the expected asymmetry for 100% polarized beam.

(See Eq. 3.2.) Recalling Eq. 3.1, the asymmetry in M�ller scattering, Azz(�CM), is 7=9
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at �CM = 90�. The target foils are polarized �0.08, so the analyzing power is of order

(7=9) � (0:08) = 0:062. The asymmetry for this run was, from the peak heights in

Fig. 4.3, �15/300 = 0.05. Thus the beam polarization for this run was approximately

0:05=0:062 = 0:80.

However, the polarization determination was more involved than simply taking the

height of the R-L and R+L peaks. The analysis of the single arm data used the R-

L peak across the channels in each detector to generate a trial line shape for �tting

the R+L peak. The R-L line shape was allowed to have a at background, while the

R+L line shape was �t including a cubic background (as a function of detector element

location, which was essentially the ADC channel number). The analyzing power was

calculated from a Monte Carlo model code, which included: the �eld strength of B0,

Levchuk corrections [83], multiple scattering, bremsstrahlung, detector resolution, and

the gaps between the two silicon pads making up each detector. The Levchuk corrections

accounted for the smearing of the peaks due to the atomic motion of the target foil

electrons. The R-L line shape is produced by scattering involving only the polarized

M-shell electrons in the Fe and Co in the foil, while the R+L line shape is produced

by scattering involving electrons from all of the shells in the materials in the foil. The

correction is necessary since M-shell electrons have a di�erent average orbital energy

from the average of all the foil electrons, and so the R-L and R+L peaks are smeared

di�erently.

The asymmetry for a particular M�ller run was then determined by taking the
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ratio of the R-L line shape function integrated over the M�ller peak and the similarly

integrated R+L line shape. The polarization result for a particular run was determined

from the asymmetry and the calculated analyzing power.

For the parallel data, taken at E0 = 48.35 GeV, the polarization bits (for example,

bcal pmon polar in the beam155.inc include �le in the analysis code) corresponded to

helicity as: 1=positive e� helicity in ESA, 2=negative e� helicity in ESA. At 48.35 GeV

the electron spins precessed 15� as they followed the 24.5� bend in the A-line. For the

perpendicular data, taken at E0 = 38.77 GeV, the electron spins precessed 12�, so the

helicity ags in the analysis code refer to opposite polarization states with respect to

the parallel data.

As discussed in Section 3.1, because of the A-line bend the beam polarization in

ESA is a function of beam energy. Neglecting losses to synchrotron radiation, there is

a cosine dependence from the spin precession. Thus measuring the polarization as a

function of energy was a way to determine the beam energy accurately. For both the

parallel and perpendicular running an energy scan was performed with the single arm

system. The data and a �t from the parallel running scan are shown in Fig. 4.4.

The �t to the energy scan for parallel running resulted in a correction of +50 MeV

to the A-line reference magnet ip-coil readings. The average ip-coil reading for the

parallel running was 48.30 GeV (with uctuations � 0.02 GeV), so the beam energy

in the parallel data analysis was taken as a constant 48.35 GeV. For perpendicular

running, the ip-coil readings averaged 38.79 GeV. The energy scan for the lower beam
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Figure 4.4: The M�ller energy scan for parallel running (runs 576-654). The expression

on the plot is a �t of the polarization to a cosine dependence on the beam energy. Also

included is a term with E4 to account for synchrotron radiation losses. The result of

the �t is a maximum polarization of P0=0.84, with an o�set of 50 MeV in the beam

energy with respect to the A-line reference magnet ip-coil reading.
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energy resulted in a correction of -21 MeV. The beam energy in the perpendicular data

analysis was taken as a constant 38.77 GeV.

The systematic errors for the single arm M�ller system are given in Table 4.3.

foil polarizations

common 1.2%

foil to foil 1.2%

analyzing power 1.0%

Monte Carlo stat. & syst.R
B � dl

sensitivity to background shape 1.2%

sensitivity to integration range 0.4%

analysis technique 0.9%

total 2.5%

Table 4.3: Systematic error contributions to beam polarization for the single arm M�ller

system.

Double arm detectors

The double arm M�ller detectors consisted of two sets of seven lead glass blocks, one

set above the beamline and the other below. The blocks were arranged to be on the two

M�ller stripes, which came from the two wedge-shaped holes in the mask. The middle

block of each set was placed to be at �CM=90
�. The blocks furthest from the beamline

were at �CM=70
�, while those closest to the beamline were at �CM=110

�. Thirteen pairs

of blocks were used as essentially separate detectors. Each pair consisted of one block

from the top set and one from the bottom set, and most blocks were used in more

than one pair. The predicted asymmetry in each pair varied according to their �CM

(according to Eq. 3.1, which is symmetric about 90�).
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The double arm analysis accounted for dead time (typically 1-8%) and crosstalk

between the detectors [84]. The double arm detectors were sensitive to the overall

rate and a rate dependence correction was included [85]. There was no detailed study

of double arm polarimeter systematic errors. Though it was averaged with the single

arm result to produce a �nal beam polarization measurement, the double arm result is

regarded as a cross-check.

4.5.2 Target Polarization

A brief synopsis of the inserts and target materials used in E155 is given in Table 4.4.

The notation Al for NMR coil material actually refers to a copper-plated aluminum

wire.

Insert Cell Material NMR Coil Runs Dates

parallel 1 UPPER LiD Al 2-1874 2/7{3/17

LOWER LiD Al

2 UPPER NH3 Al 1876-1986 3/17{3/19

LOWER NH3 Al

3 UPPER NH3 Al 1987-2574 3/19{3/28

LOWER NH3 CuNi

4 UPPER NH3 CuNi 2575-2853 3/28{4/2

LOWER NH3 CuNi

5 UPPER LiD Al 2859-3404 4/2{4/11

LOWER LiD CuNi

6 UPPER NH3 CuNi 3405-3701 4/11{4/16

LOWER NH3 CuNi

perpendicular 10 UPPER LiD Al 3787-4388 4/23{4/30

LOWER NH3 CuNi

Table 4.4: E155 polarized target insert history [86].
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There were many problems with the proton target polarization [87]. The proton

NMR signals were inverted, and several online polarization readings were greater than

100%. These problems arose from at least two factors.

First, since E143 was microwave power limited in polarization, the E155 target cell

was metal (copper-coated aluminum), for microwave power containment. Ammonia has

a high dielectric constant, and thus between the NMR coil and cell walls, the cell itself

acted as a capacitor. Later simulations have shown that a capacitance in the target cell,

on order of that already in the Q-meter, was su�cient to violate the NMR condition

of constant current and produce inverted signals. A correction [88] was applied to the

online NMR polarization measurements based on E143 and E155 target technical run

data for 15N vs. proton polarization and an assumption of EST as a high-end anchor to

the correction. The 15N polarization measurements were not a�ected by the additional

capacitance since the Larmor frequency of 15N in the 5 T �eld was an order of magnitude

smaller than that of the proton.

Second, the proton target data taken with the Al NMR coil (10% of the proton data

set) were discarded due to small, distorted NMR signals and a large nonlinearity in

its raw physics asymmetry vs. polarization. The NMR signals were �ve times smaller

than for the CuNi coil proton data. This was possibly due to the copper plating on

the aluminum wire providing additional capacitive e�ect. In principle the coil material

itself should not have a�ected the polarization measurements.

The deuteron target polarization is used essentially as measured online. The data
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from the lower cell of insert 5 were not used for the 2.75� and 5.5� spectrometers due

to an insu�cient number of good quality TE measurements. The insert 5 lower cell

data were a large fraction (30%) of the events recorded on the 10.5� spectrometer, and

they were included for that spectrometer with a polarization correction factor of 0.5 [89]

based on normalizing the physics asymmetry of the (unused) insert 5 lower cell data in

the other two spectrometers. This correction factor was multiplicative and applied to

the measured online polarizations.

The target polarization vs. run number is shown in Fig. 4.5. Proton anneal cycles

were much shorter than those for the deuteron, as evidenced by the shorter segments

of its polarization history curves.
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Figure 4.5: E155 target polarization vs. run number, parallel data. The larger values

(near �75%) are proton runs, and the smaller values (near �20%) are deuteron runs.
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4.5.3 Dilution Factor

The polarized target assembly by necessity placed unpolarized materials in the path of

the electron beam. These materials|aluminum windows; NMR coils of copper, nickel,

or aluminum; liquid helium; gaseous helium; and air|were a small but signi�cant

amount of material compared to the amount of the target material itself. In addition

to protons and deuterons, the target material contained many other nucleons: the

�fteen nucleons in the nitrogen nucleus in the ammonia, and the six nucleons in the

lithium nucleus in the lithium deuteride. The fraction of scattered electron events in

the spectrometers that originated from scattering o� the nucleons of interest was called

the dilution factor.

The dilution factor for the proton target was de�ned as the ratio of the number

of polarizable protons (hydrogens in the ammonia) to the total number of nucleons.

(Or, more precisely, it was de�ned as the ratio of the cross-sections.) In the deuteron

target, it was the ratio of free polarizable deuteron nucleons to the total number of

nucleons. The deuteron dilution factor did not include a numerator contribution from

the e�ective deuteron in the lithium, as that was accounted for by the C1 factor as

described below. The deuteron dilution factor did include a 3.3%�1.5% correction for

oxygen contamination of the LiD material [90]. Including this correction made the

deuteron f smaller and the asymmetry correspondingly larger.

One important component of the dilution factor calculation was determining the

packing fraction for each cell of each insert. This was the fraction of volume in the cell
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occupied by the target material. Both the ammonia and lithium deuteride were in the

form of small granules, and the packing fractions were all in the range 0.52{0.61. These

numbers were determined experimentally by comparing the spin-averaged deep inelastic

scattering rates for the polarized material with the scattering rates for a similar solid

target. For the ammonia a reference target of solid carbon was used, and for the lithium

deuteride a target of beryllium was used. The solid targets and their thicknesses were

chosen to match closely the density and radiation lengths of the polarized target mate-

rials. The ratio of the solid target and polarized target scattering rates was compared to

the theoretical ratio of rates for these materials. The packing fractions were calculated

from ratios of these ratios. The packing fractions were measured as functions of Bjorken

x for each spectrometer, and with the appropriate radiative corrections to the ratios of

rates, were observed to be constant. Since each packing fraction was a simple number

(representing a ratio of volumes), and not a function of anything, this was an important

cross-check. The packing fractions by E155 insert number are given in Table 4.5.

The average dilution factors vs. x for the 2.75� spectrometer are shown in Fig. 4.6.

The 5.5� and 10.5� spectrometers had average dilution factors approximately 2% and

6% higher, respectively. This arose from the spectrometers having di�erent acceptance

for events originating in the upstream and downstream windows of the target assembly{

the 2.75� spectrometer, by its smaller angle, saw more events from these windows and

had a smaller dilution factor.

The systematic error on the proton dilution factor was 2.5%. For the deuteron
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Insert Cell Target Material Packing Fraction

1 UPPER LiD 0.526 � 0.013

LOWER LiD 0.575 � 0.013

2 UPPER NH3 (not used)

LOWER NH3 0.584 � 0.031

3 UPPER NH3 0.570 � 0.019

LOWER NH3 0.555 � 0.015

4 UPPER NH3 0.540 � 0.033

LOWER NH3 0.586 � 0.021

5 UPPER LiD 0.534 � 0.017

LOWER LiD 0.554 � 0.014

6 UPPER NH3 0.594 � 0.017

LOWER NH3 0.610 � 0.021

10 UPPER LiD 0.522 � 0.026

LOWER NH3 0.583 � 0.040

Table 4.5: Packing fractions by E155 insert number.
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Figure 4.6: E155 average dilution factor for proton and deuteron targets.

dilution factor systematic error, this value was added in quadrature to the 1.5% error

from the oxygen contamination correction, yielding a total error of 2.9%.

4.5.4 Nuclear Corrections

Aside from the polarized protons and deuterons, there were many materials in the target

that provided scattering centers for the electron beam. The dilution factor accounted for

the fraction of events originating in these materials. However, some of the other nucleons

in the target material itself were polarized, and these contributed not only counts, but
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also to the observed asymmetry. The corrections to the experimental asymmetry due

to other polarized materials are termed nuclear corrections, and denoted by C1 and C2.

Proton

There were two primary nuclear species in the proton target: 15N and 1H. The 14N

fraction of the nitrogen was 2% and had no signi�cant e�ect on the measured asymme-

tries. The choice of 15N as the preferred isotope is that corrections for its polarization

are easily interpreted in terms of a proton contribution of opposite sign. Also, since

the 14N NMR response is comparatively broad, the polarization of 15N is more easily

measured. Measurements of the 15N polarization vs. the proton polarization for the

15NH3 material were made during the target technical runs of E143 and E155.

Recalling Eq. 4.4,

Aunsubtracted =
Araw

fPbPtC1

+ C2Adeuteron ; (4.5)

the approximation of no 14N in the target yields C2 � 0. Araw refers to the raw

asymmetry of events per incident charge, as written in Eq. 4.1. Aunsubtracted refers

to the corrected raw asymmetry that, once backgrounds are removed and radiative

corrections applied, will become Ak or A?.

The factor C1 is calculated by:

C1 = 1:0 + (1� �N )
P15

Pp
�15g15

�
1

3

�
: (4.6)

Values used for the terms in Eq. 4.6 are given in Table 4.6. The EMC e�ect correction

is detailed in Ref. [91]. A derivation of Eq. 4.6 is given in Ref. [92].
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�N = 0:02 fraction of N that was 14N instead of 15N

P15
15N polarization, see Eq. 4.7

Pp corrected proton polarization, see Section 4.5.2

�15 = �1=3 Clebsch-Gordan coe�cient for N wave function

g15 � 1 15N EMC e�ect

1=3 factor for ratio of N to H in ammonia

Table 4.6: Values for terms in the proton nuclear correction C1.

For the 15N (in 15NH3) polarization as a function of the proton polarization, a �t by

E143 [8] was used:

P15 = �(0:13561� Pp � 0:18286� P 2
p + 0:33482� P 3

p ): (4.7)

The �t was based on data from the target technical run which followed the E143 ex-

periment. For a typical proton polarization of Pp=0.80, this relation yields P15=0.16.

The average value of C1 for the proton was 1.024. Taking a systematic error of 20% on

the second term in Eq. 4.6 gives a systematic error on C1 of 0.5%.

Deuteron

In the deuteron target there were two isotopes each of lithium and deuterium. The

desired target species was 6LiD, but some fraction of the lithium was 7Li, and some

fraction of the hydrogen was 1H. The advantage of 6Li over 7Li is that, to the extent it

can be treated as an alpha particle and a deuteron, then half of the nucleons in 6LiD

are in deuterons. Derivations of the following corrections for the deuteron target are
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given in [92, 93, 94].

Again recalling Eq. 4.4, here for the deuteron,

Aunsubtracted =
Araw

fPbPtC1

+ C2Aproton ; (4.8)

for the deuteron target the corrections C1 and C2 were calculated by:

C1 = (1� �p) + (1� �L)
P6

Pd
�6g6

1

d
(4.9)

and

C2 =

��1
C1

� "
�p
Pp

Pd
+ �L

P7

Pd
�7g7

 
F2

p

2F2
d

!#
: (4.10)

Values used for the terms in Eqs. 4.9 and 4.10 are given in Table 4.7. The polarizations

of 6Li and 7Li vs. the deuteron polarization were measured in the target technical run

and found to be consistent with EST predictions [59].

The two terms in Eq. 4.9 represent contributions from the deuteron and the deuteron-

in-lithium respectively. There is a contribution of almost 1 from the free deuteron, and

of less than 1 for the deuteron in the lithium (since it isn't a free deuteron and is some

fraction of the time in other states). To �rst order C1 = 1:86. The combination fC1

can be viewed as an e�ective dilution factor, and for the lithium deuteride fC1 � 0:34.

The systematic error on the C1 factor is 2.7%.

To �rst order C2 is small since the �'s are small. The two terms in Eq. 4.10 are for

the residual protons (that were supposed to be deuterons) and for the 7Li. The overall

e�ect of the correction C2Aproton is of order 5%. The relative systematic error on this

second term of Eq. 4.8 is 12.6%.
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�p = 0:025 fraction of H that was 1H instead of D

�L = 0:046 fraction of Li that was 7Li instead of 6Li

Pd measured deuteron polarization

Pp = 0.04 proton polarization (an estimated limit)

P6 � Pd
6Li polarization, actually used EST estimate

P7 � 3� Pd
7Li polarization, actually used EST estimate

�6 = 0:866 model calculation of e�ective neutron polarization

(as fraction of 6Li polarization) in 6Li = � + p+ n

g6 � 1 6Li EMC e�ect

�7 =
2
3
= 0:667 Clebsch-Gordan coe�cient for extreme shell model

e�ective polarization of the proton in 7Li as

a fraction of the 7Li polarization

g7 � 1 7Li EMC e�ect

F2
p=(2F2

d) used to get
�p
�d

=
�p

�p+�n

d = 0:925 = 1� 1:5!D free deuteron D-state correction

!D = 0:05� 0:01

Table 4.7: Values for terms in the deuteron nuclear corrections C1 and C2.
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4.6 Ak Corrections

Once Ak (and A?) were calculated from asymmetries in count rate with adjustments

for target polarization, beam polarization, dilution factor, and nuclear e�ects, further

corrections were applied. These included small corrections for: electroweak e�ects; rate

dependence; pion/positron contamination; and detector resolution. Finally, radiative

corrections were applied, yielding results for the Born-level physics asymmetries.

4.6.1 Electroweak Correction

A small correction [95] was made for the electroweak asymmetry [96]. This is an asym-

metry in the deep inelastic scattering of left and right-handed electrons in the process

eR;LN ! eX, which arises due to the interference of the electromagnetic scattering

amplitude with that for the weak interaction.

This e�ect does not depend on the target polarization, so it can be minimized ex-

perimentally by taking data with the target polarized each direction half of the time.

Consider two polarization con�gurations: target polarization parallel to positive helicity

beam; and target polarization parallel to negative helicity beam. They have oppositely

directed beam polarizations, and hence opposite electroweak asymmetries. However,

their deep inelastic spin structure asymmetries have the same sign. When combined to

create the DIS spin structure asymmetry, the two con�gurations' electroweak asymme-

tries will cancel.

Compared to the asymmetries uncorrected for the electroweak e�ect, the corrected
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E155 asymmetries were �1% larger in the proton and �5% larger in the deuteron.

4.6.2 Rate Dependence Corrections

A small correction was made to the 2.75� and 5.5� spectrometer data for rate depen-

dence. The rate dependence was studied and calculated using a method identical to

that used in E154 [97, 98]. The method, known as `pulse �ction,' used the experimental

raw data to simulate higher-rate data taking. By adding together the raw data hits

from successive spills and taking into account detector dead time, the electron recon-

struction e�ciency at twice the rate (as compared to the actual data) was determined.

Extrapolating from this simulated high rate to the experimental rate provided an esti-

mation for the event losses at the experimental rate, as compared to a system with no

rate dependence.

These rate dependence corrections were �1% and the corrected asymmetries were

larger than the uncorrected.

4.6.3 Pion/Positron Contamination

The spectrometers were designed to detect high-energy electrons scattered from the

polarized target. However, much radiation and many particles are produced in the

process of deep inelastic scattering. Some combination of the decay of neutral pions and

pair production by real photons produced electron-positron pairs, and the electrons were

detected in the spectrometers just like deep-inelastic scattered beam electrons. This

pair-symmetric background [99], known as the positron contamination, was measured



91

by reversing the polarity of the spectrometer magnets and recording the rate of positrons

in the detectors. In E155 there was only a small asymmetry in the production of the

positron-electron pairs.

The measured ratio of positrons to electrons by x bin is shown in Fig. 4.7. There

was a signi�cant rate of pair-symmetric background in the lowest few bins of each

spectrometer which, if not corrected for, would have diluted the asymmetry.

Positron Contamination by x Bin

2.75 deg.

Proton
5.5 deg.

Proton 10.5 deg.Proton

DeuteronDeuteronDeuteron

0
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0.2

0.3
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0.2
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Figure 4.7: The e+=e� ratio in the three spectrometers.

The other main component of background was hadron events. These were primarily

pions that were produced as part of the fragmentation of the target nucleons struck

by the electron beam. Protons and kaons were produced at a rate a factor of �10
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smaller than the pion rate [100], hence the hadron contamination of the electron event

sample is referred to as pion contamination. The pion contamination of the electron

events was an x-dependent quantity, since pions were much more likely to be produced

with low momentum. The thresholds of the Cerenkov tanks were selected to be at the

momentum where the ��=e� ratio was 1. Below these momenta the tanks provided

a needed rejection against large pion rates, but setting the threshold higher would

have resulted in reduced electron e�ciency. Above the Cerenkov threshold the only

rejection for hadrons was the E/p ratio. Some small fraction of charged pion events

deposited enough energy in the shower counter to pass the E/p cuts that were used.

The description immediately following is of an analysis procedure used for the 2.75� and

5.5� spectrometers. The 10.5� spectrometer will be discussed at the end of this section.

The fraction of pion events contaminating the electron event sample was estimated

by �tting the E/p spectrum of a pion de�nition (Class 2 track) and then �tting the E/p

spectrum of an electron de�nition (Class 1 track, Cerenkov signals
q
C1pkV � C2pkV >

40) to a double-Gaussian plus an appropriately normalized component of the �t pion

spectrum shape [101]. This is shown in Fig. 4.8 for one representative x bin (p�14 GeV)

in the 2.75� spectrometer.

The functional form used to �t the pion E/p distribution for the range [0.2,1.8] was,

for y�(x) = (E=p)pion(x):

y�(x) = a1e
a2x

3+a3x
2+a4x+a5 : (4.11)

This determined the constants a2, a3, a4, and a5. Then, with these constants �xed, a new



93

ID
Entries

          81408
         276211

co
un

ts
   

 

ID
Entries

          21408
          27429

E/p

co
un

ts
   

 

Pion definition

Electron definition

1

10

10 2

10 3

10 4

10

10 2

10 3

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

Figure 4.8: E/p ratios for a pion de�nition and an electron de�nition for the 8th x

bin in the 2.75� spectrometer. The solid curve is a �t to the shape of the pion E/p

distribution normalized to the electron de�nition distribution in the range [0.2,0.4]. The

dotted curve is a �t to the electron distribution by a combination of a double-Gaussian

and the solid curve.
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a1 was found by normalizing the function y�(x) to the E/p distribution for the electron

de�nition over the range [0.2,0.4]. This background function was then used in addition

to a double-Gaussian to �t to the electron E/p distribution, ye�(x) = (E=p)electron(x),

for the range [0.2,1.8]:

ye�(x) = y�(x) + a10e
� 1

2
(
x�a11
a12

)2
+ a13e

� 1

2
(
x�a14
a15

)2
: (4.12)

The coe�cients a6, a7, a8, and a9 were reserved for other functional forms.

With increasing x, the pion E/p distributions acquired a small shoulder and even-

tually a small peak at E/p=1 due to the falling pion rate and higher level of electron

contamination of the pion de�nition. Also, at 19 GeV (x bin 13, at x=0.044) and higher

in the 2.75� spectrometer, and at 16 GeV (x bin 21, at x=0.11) and higher in the 5.5�

spectrometer, the pions (but not the kaons and protons) were above Cerenkov thresh-

old. Constraints on the pion E/p shape were used to preserve a pion-like distribution

in spite of these e�ects. Constraints were also used on the two Gaussian components of

the electron contribution. All of the constraints used are summarized in Table 4.8.

The �tting procedure was carried out for the four combinations possible for elec-

tron/positron data and proton/deuteron target. For each combination a sample of ten

runs was selected and the E/p spectra from those runs for the electron and pion def-

initions were added together by x bin to form the E/p distributions used in the �ts.

The pion contamination in a particular x bin was determined by calculating the ratio

of integrals of the y�(x) function to the ye�(x) function over the E/p region [0.8,1.2].

The results for the four combinations are shown in Fig. 4.9. There is a slight shoulder
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Figure 4.9: The hadron contamination by x bin for both electron and positron running.
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parameter min max

a2 1.50 1.90

a3 -6.00 -5.70

a4 1.60 2.10

a5 5.50 6.50

a11 0.90 1.10

a12 0.02 0.09

a14 0.90 1.10

a15 0.10 0.50

Table 4.8: Constraints on the parameters used in calculating pion contamination.

visible in the curve for each spectrometer at the Cerenkov threshold. The pion contam-

ination in the electron runs was less than 2% for all x bins. The pion contamination

in the positron runs grows with x since the positron rate falls rapidly with increasing

momentum.

Once the positron and pion contaminations were calculated, they were used to adjust

the measured asymmetry and obtain the desired, uncontaminated asymmetry Ae� [102]:

Ae� =
1

�e�
[Ae�measured � �e+

1� ��+
(Ae+measured � ��+A�+)� (���A��)] : (4.13)

This is based on the relations

Ae�measured = �e�Ae� + �e+Ae+ + ���A�� (4.14)

and

Ae+measured = (1� ��+)Ae+ + ��+A�+ : (4.15)

The asymmetries Ae� and Ae+ are the true asymmetries for deep inelastic scattering

electrons and for electrons produced in pair-symmetric processes. The subscript `mea-
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sured' indicates an asymmetry measured in the experiment, which was contaminated by

hadrons (and the pair-symmetric background for electron runs). The pion asymmetries

and positron asymmetry were small and taken to be constant, as given in Table 4.9.

These constants were calculated from �ts to the asymmetries in the lowest x bins, where

the contaminations were most signi�cant.

Proton Deuteron

A�� 2.75� 0.0058 -0.0003

5.5� 0.0113 0.0035

A�+ 2.75� 0.0106 -0.0007

5.5� 0.0346 0.0076

Ae+ 2.75� 0.0250 -0.0260

5.5� -0.1000 -0.1300

Table 4.9: Constant values used for contamination asymmetries.

The � coe�cients are used to represent the relative rates per incident beam charge.

For an electron run, �e� + �e+ + ��� = 1, which is to say that the number of observed

events was the total of the number of true deep inelastic scattering events, the number

of pair-symmetric process electron events (the `positrons'), and the number of hadron

background events (the `pions'). For a positron run, (1 � ��+) + ��+ = 1 represents

the number of positrons (term in parentheses) and the number of positive hadrons that

constituted the entire event sample. The �e+ factor was only used in describing electron

run rates. These � factors are directly related to the contaminations shown in Figs. 4.7
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and 4.9. Equations 4.14 and 4.15 symbolically represent that the measured asymmetries

arise from each of these components and their respective asymmetries.

For the 10.5� spectrometer, and for all three spectrometers in perpendicular data

taking mode, the contamination asymmetries were all taken to be zero. The coe�-

cients ��� and ��+ were also taken to be zero. This reduced Eq. 4.13 to a dilution of

the deep inelastic events by pair-symmetric backgrounds only. The 10.5� spectrometer

did not have enough redundancy to make a useful pion de�nition, so the contamina-

tion of hadrons in the electron data was approximated by using the uncorrected (for

hadron contamination) positron data as a combined correction for both pair-symmetric

backgrounds and hadrons.

4.6.4 Resolution Corrections

Using the optics model of the spectrometers, and a parameterized �t to world spin struc-

ture function data as a model for the asymmetry, the e�ects of detector momentum and

angle resolution were estimated [103]. A multiplicative correction, shown in Fig. 4.10

was applied to the measured asymmetry. The correction shown was applied to the

proton target data, and a similar correction (di�ering slightly due to model asymmetry

values) was applied to the deuteron data.

4.6.5 Radiative Corrections

The spin structure functions g1 and g2 parameterize the spin-dependent part of the

lowest-order, single-photon exchange Born-level process shown in Fig. 2.1. The exper-
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Figure 4.10: Resolution corrections to the parallel asymmetry, by spectrometer.

imental cross-sections and asymmetries, however, contain contributions from higher-

order processes, such as those shown in Fig. 4.11.

These processes, accounted for by radiative corrections, are broken into two classes:

internal and external. Internal are those which occur within the �eld of the scatter-

ing nucleus. Internal processes, calculated to order �3, include bremsstrahlung, vertex

corrections, vacuum polarization, and also quasi-elastic and elastic scattering contri-

butions. External corrections [104, 105] correct for losses due to bremsstrahlung both

before and after the scattering process. The polarized corrections were calculated using

computer code (RCSLACPOL, developed at SLAC) based on Ref. [106].

The �rst-order Born approximation makes the assumption of single photon exchange

in the interaction. Two-photon exchange, though of the same order as (b.) and (d.) in

Fig. 4.11 (and which would contribute as an interference term at the �3 level), is not

fully included in the radiative corrections. Multiple photon exchange is included in the
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Figure 4.11: Feynman diagrams for internal and external processes considered in radia-

tive corrections.
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limit that all but one of the photons are soft, and it must be included to cancel infrared

divergences arising from other diagrams. The full two-photon exchange calculation is

di�cult since it requires accounting for all of the intermediate hadron and electron

states between the two photon vertices.

The radiative corrections [107] were large at the lowest x of each spectrometer,

up to 30% in the lowest few bins for the proton, and smaller for the deuteron. At

low x the corrections made the proton parallel asymmetry values more positive. For

both targets they were broken into two parts, a radiative dilution factor (fRC) and an

additive correction (ARC). The radiative dilution factor, the unpolarized radiative cor-

rections, accounts for the fraction of the events in each bin that was radiated down from

Born-level processes in higher x bins. The additive correction, the polarized radiative

corrections, adjusts the asymmetry in each bin for the e�ect of the events from higher

x on that bin's asymmetry. Thus the fRC changes the e�ective number of events in a

bin, and the ARC changes the e�ective asymmetry, with these changes made to reect

the Born-level process rather than the radiated processes observed in the experiment.

4.7 Ak and A? Asymmetries

The asymmetries Ak for proton and deuteron targets are shown by spectrometer in

Fig. 4.12. Similarly, asymmetries A? for proton and deuteron targets are shown by

spectrometer in Fig. 4.13. The data are presented in the �ne binning, de�ned as 38 bins

spaced equally (in ln x) over [0.01,0.90]. In the parallel data, for all three spectrometers,
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both targets exhibited a signi�cant positive asymmetry. The perpendicular data is

largely consistent with zero.

Tables of the Ak and A? results are given in Appendix C.

4.8 Systematic Errors

The systematic errors used in this thesis for Ak are given as approximate scale percent-

ages in Table 4.10. Over all x the largest errors are from the target polarization, dilution

factor, and beam polarization. These are factors which directly scale the asymmetries.

The signi�cant x dependence of the radiative corrections uncertainty is neglected in this

table. The radiative corrections errors listed are the contributions to the systematic er-

ror on the measured region integral values, which roughly translate to errors on the

asymmetries. Further discussion on systematic errors and a breakdown of the system-

atic errors as functions of x for the spin structure function g1 are given in Appendix D.

The perpendicular target orientation data was a small subset of the overall E155 data,

and as a consequence the measurements of A? and g2 are statistics limited.

proton deuteron

Pbeam 2.5% 2.5%

Ptarget 6. 4.

D-in-Li extraction 2.7

dilution factor 2.5 2.9

e+/� contamination 1. 1.

radiative corrections 1.5 4.

total 7.2% 7.4%

Table 4.10: Approximate asymmetry systematic errors as relative uncertainties.
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Figure 4.12: Proton and deuteron Ak for E155.



104

           E155 A⊥   proton

2.75o spect.

A
⊥
   

   
   

   

5.5o spect.

x

10.5o spect.

-0.2

-0.1

0

0.1

-0.5

-0.25

0

0.25

0.5

-0.5

0

0.5

10
-2

10
-1

1

           E155 A⊥   deuteron

2.75o spect.

A
⊥
   

   
   

   

5.5o spect.

x

10.5o spect.

-0.1

0

0.1

-0.2

0

0.2

0.4

-0.5

0

0.5

10
-2

10
-1

1

Figure 4.13: Proton and deuteron A? for E155.
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Chapter 5

Results

5.1 The Structure Function g1(x;Q
2)

The asymmetries of the preceding chapter were combined to yield the structure function

g1 and the ratio g1=F1 for each bin in the measured kinematic region. Since the A? data

in E155 was obtained at a di�erent beam energy, the function g1(x;Q
2) was determined

from the Ak data only:

g1 =
AkF1

D0

"
E0 + E 0

E0 + E 0 cos(�)

#
+ g2

"
2Mx

E0 + E 0 cos(�)

#
: (5.1)

In the above equation, g2 is taken to be a leading twist-2 theoretical prediction, g
WW
2 [108],

an assumption consistent with existing data (including the A? data from E155 [109]).

This prediction for g2 relates it to g1 by:

gWW
2 (x;Q2) = �g1(x;Q2) +

Z 1

x

g1(y;Q
2)

y
dy : (5.2)

The data from the three spectrometers were combined and evolved to Q2=5 GeV2,

using a process described below. Data from other experiments were similarly combined

and evolved, allowing g1 to be plotted as a function of x, as in Fig. 5.1. It is also

interesting to plot xg1 as a function of x, as in Fig. 5.2, since the log scale distorts the

relative contribution of each bin to the integral
R 1
0 g1 dx. The third plot in each �gure

includes the extracted neutron result for E155, obtained from rebinned proton and
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deuteron results and Eq. 2.6. These plots compare experiments which utilized a variety

of beams, targets, and detector systems. There is a remarkable consistency between the

many experiments. The SMC data reach to lower x than any other experiment, but the

E155 data are much more precise down to x=0.015.

A �t to world data, including E155, was made using the functional form:

g1=F1 = x�(a+ bx + cx2)(1 + �=Q2) (5.3)

where separate coe�cients were used to �t the proton and neutron data, and the

deuteron data were included using Eq. 2.6. The coe�cients of the �t are given in

Table 5.1. This �t was a result of the radiative corrections process|calculating the

radiative corrections required input parameterizations for many quantities, including

the Born asymmetries measured in this experiment. This necessarily iterative process

converged after very few iterations. The model for the asymmetries was provided in

this �t form and these coe�cients are the result of the converged process. The �t has

a total �2 of 493 for 493 degrees of freedom.

coe�cient proton neutron

� 0.615 -0.082

a 0.715 -0.056

b 1.331 -0.319

c -1.766 0.830

� -0.165 -0.138

Table 5.1: Coe�cients for proton and neutron functional �ts to world data on the

proton, neutron, and deuteron.
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Once g1(x;Q
2)=F1(x;Q

2) was calculated, the data were rebinned into a set of coarse

bins, also known as world binning, listed in Table 5.2. This rebinning was accomplished

bin min x max x

1 0.010 0.020

2 0.020 0.030

3 0.030 0.040

4 0.040 0.060

5 0.060 0.100

6 0.100 0.150

7 0.150 0.200

8 0.200 0.300

9 0.300 0.400

10 0.400 0.600

11 0.600 0.900

Table 5.2: Bin edges for coarse world binning.

by combining into each coarse bin the �ne bins whose hxi fell within its limits. The hxi,

hQ2i, and g1=F1 of the selected �ne bins were averaged, each weighted by its statistical

error on g1=F1. This is correct assuming that g1=F1 is a constant within the coarse

bin, a valid assumption given the precision of the data. The bins were recentered using

di�erences bewteen �t values of Eq. 5.3 for the weighted average hxi and the center of

the bin. Tables 5.3 and 5.4 give the E155 results for g1 and g1=F1 by spectrometer for

the coarse world binning.
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hxi hQ2i g1=F1 � stat� syst g1 � stat� syst

2.75� 0.015 1.22 0.050 � 0.011 � 0.004 0.369 � 0.084 � 0.036

0.025 1.59 0.061 � 0.010 � 0.006 0.298 � 0.048 � 0.030

0.035 2.05 0.083 � 0.010 � 0.007 0.313 � 0.036 � 0.027

0.050 2.57 0.132 � 0.010 � 0.009 0.371 � 0.029 � 0.025

0.080 3.24 0.184 � 0.011 � 0.013 0.341 � 0.021 � 0.023

0.125 4.03 0.201 � 0.015 � 0.017 0.247 � 0.018 � 0.021

0.175 4.62 0.315 � 0.028 � 0.022 0.278 � 0.024 � 0.019

0.250 5.06 0.403 � 0.028 � 0.029 0.236 � 0.016 � 0.017

0.350 5.51 0.486 � 0.060 � 0.036 0.172 � 0.021 � 0.013

0.500 5.77 0.585 � 0.069 � 0.044 0.092 � 0.011 � 0.007

5.5� 0.050 4.01 0.237 � 0.104 � 0.009 0.735 � 0.323 � 0.031

0.080 5.36 0.172 � 0.013 � 0.013 0.346 � 0.026 � 0.026

0.125 7.17 0.236 � 0.009 � 0.017 0.309 � 0.012 � 0.023

0.175 8.90 0.279 � 0.014 � 0.022 0.255 � 0.013 � 0.021

0.250 10.64 0.396 � 0.013 � 0.029 0.231 � 0.007 � 0.017

0.350 12.60 0.516 � 0.025 � 0.037 0.171 � 0.008 � 0.012

0.500 14.02 0.608 � 0.028 � 0.045 0.078 � 0.004 � 0.006

0.750 15.70 0.701 � 0.108 � 0.045 0.010 � 0.002 � 0.001

10.5� 0.125 10.99 0.329 � 0.060 � 0.018 0.445 � 0.081 � 0.026

0.175 13.18 0.309 � 0.026 � 0.022 0.286 � 0.024 � 0.022

0.250 17.19 0.451 � 0.016 � 0.029 0.261 � 0.009 � 0.017

0.350 22.73 0.567 � 0.030 � 0.036 0.178 � 0.010 � 0.012

0.500 26.88 0.529 � 0.050 � 0.045 0.060 � 0.006 � 0.005

0.750 34.73 0.742 � 0.468 � 0.045 0.008 � 0.005 � 0.001

Table 5.3: E155 proton results for g1=F1 and g1.
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hxi hQ2i g1=F1 � stat� syst g1 � stat� syst

2.75� 0.015 1.22 -0.033 � 0.016 � 0.001 -0.234 � 0.115 � 0.011

0.025 1.59 0.011 � 0.014 � 0.001 0.051 � 0.068 � 0.006

0.035 2.05 0.016 � 0.014 � 0.001 0.059 � 0.052 � 0.005

0.050 2.57 0.030 � 0.015 � 0.002 0.082 � 0.041 � 0.004

0.080 3.24 0.059 � 0.016 � 0.003 0.103 � 0.028 � 0.005

0.125 4.03 0.079 � 0.021 � 0.005 0.089 � 0.024 � 0.006

0.175 4.62 0.107 � 0.041 � 0.008 0.083 � 0.032 � 0.006

0.250 5.06 0.192 � 0.042 � 0.012 0.096 � 0.021 � 0.006

0.350 5.51 0.301 � 0.098 � 0.017 0.086 � 0.028 � 0.005

0.500 5.77 0.389 � 0.129 � 0.024 0.047 � 0.016 � 0.003

5.5� 0.050 4.00 -0.266 � 0.170 � 0.002 -0.787 � 0.504 � 0.006

0.080 5.37 0.006 � 0.020 � 0.003 0.012 � 0.038 � 0.006

0.125 7.16 0.079 � 0.014 � 0.005 0.094 � 0.016 � 0.006

0.175 8.90 0.099 � 0.022 � 0.008 0.080 � 0.018 � 0.006

0.250 10.62 0.184 � 0.020 � 0.012 0.090 � 0.010 � 0.006

0.350 12.59 0.305 � 0.044 � 0.017 0.081 � 0.012 � 0.005

0.500 14.01 0.349 � 0.057 � 0.025 0.034 � 0.006 � 0.002

0.750 15.73 0.576 � 0.220 � 0.029 0.006 � 0.002 � 0.001

10.5� 0.125 10.98 -0.020 � 0.095 � 0.006 -0.025 � 0.117 � 0.008

0.175 13.19 0.157 � 0.042 � 0.008 0.127 � 0.034 � 0.007

0.250 17.22 0.194 � 0.027 � 0.012 0.094 � 0.013 � 0.006

0.350 22.65 0.309 � 0.053 � 0.017 0.077 � 0.013 � 0.005

0.500 26.97 0.330 � 0.092 � 0.024 0.028 � 0.008 � 0.002

0.750 34.79 0.428 � 0.903 � 0.028 0.003 � 0.007 � 0.001

Table 5.4: E155 deuteron results for g1=F1 and g1.
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5.2 Q2 dependence

The world data on g
p
1 exhibit a clear Q

2 dependence, as shown in Fig. 5.3. The scaling

violation is similar in character to that of Fig. 2.2. At low x, the structure function

increases with Q2, and at high x it decreases with increasing Q2.

There is only a small dependence on Q2 for the ratio g1=F1. This is not surprising

since the polarized and unpolarized structure functions evolve in Q2 according to similar

DGLAP equations. In Fig. 5.4 and 5.5 the mostly at behavior of the ratio for both

the proton and the deuteron is evident.

With the addition of the 10.5� spectrometer, the kinematic coverage available to ESA

with the upgraded A-line is su�cient to �ll the gap between the electron experiments

at SLAC and DESY and the muon experiments at CERN.
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Figure 5.3: g
p
1 for E155 and other experiments vs. Q2. The dashed curves are the

proton �t from Eq. 5.3. The points and curves have been multiplied by the factors in

parentheses for clarity.
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Figure 5.4: g1
p=F1

p for E155 vs. other experiments. The multiple points in each bin

for E155 are for the separate spectrometers. The dashed curves are the proton �t from

Eq. 5.3.
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Figure 5.5: g1
d=F1

d for E155 vs. other experiments. The multiple points in each bin for

E155 are for the separate spectrometers. The dashed curves are the deuteron �t from

Eq. 5.3.
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For testing sum rules, which make predictions for the structure function integrals at

constant Q2, the data are evolved to some common Q2. For E155, Q2= 5 GeV2 is chosen

as a compromise between the midpoint of the experimental range (1 GeV2 < Q2 <

40 GeV2) and the low Q2 of most of the events (the average Q2 weighted by events

is �3.5 GeV2). Since there is little Q2 dependence to the ratio g1=F1, one method of

evolution used by recent experiments has been to assume the ratio is a constant:

g1(x;Q
2
c) =

 
g1(x;Q

2)

F1(x;Q2)

!
F1(x;Q

2
c) (5.4)

where Q2 represents the experimental value and the c subscript represents the common

Q2
c=5 GeV

2.

Another method, which was used in this analysis, is to add (or subtract) to the

measured g1(x;Q
2) according to the Q2 dependence of the �t of Eq. 5.3:

 
g1(x;Q

2
c)

F1(x;Q2
c)

!
=

 
g1(x;Q

2)

F1(x;Q2)

!
+

2
4
 
g1(x;Q

2
c)

F1(x;Q2
c)

!
fit

�
 
g1(x;Q

2)

F1(x;Q2)

!
fit

3
5 : (5.5)

5.3 Measured Region Integrals

The kinematic region measured by E155 was 0:014 < x < 0:9 and 1 < Q2 < 40 GeV2. If

the three spectrometers' data are combined for each target and evolved to Q2=5 GeV2,

the following integrals are obtained:

Z 0:9

0:014
g1

p dx = 0:131� 0:002� 0:010 (5.6)

Z 0:9

0:014
g1

d dx = 0:043� 0:003� 0:003 (5.7)

Z 0:9

0:014
g1

n dx = �0:040� 0:005� 0:012 (5.8)
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including the extracted neutron result.

5.4 Extrapolation and Sum Rules

Testing the predictions of sum rules requires converting the experimental structure

function results to integrals from Bjorken x=0 to x=1 at a �xed Q2. To obtain experi-

mental numbers at �xed Q2 for �p1 =
R 1
0 g

p
1(x;Q

2) dx and �d1 =
R 1
0 g

d
1(x;Q

2) dx, the data

must �rst be evolved from their measured Q2 to the �xed Q2, and then extrapolations

calculated for the unmeasured low x and high x kinematic regions.

Based on the E154 next-to-leading order pQCD �t [11, 110] (which included world

data prior to E155) contributions at Q2 = 5 GeV2 can be estimated for the unmeasured

low x region, [0,0.014]:

Z 0:014

0
g
p
1 dx = �0:006� 0:004� 0:002� 0:009 (5.9)

Z 0:014

0
gd1 dx = �0:014� 0:004� 0:002� 0:005 (5.10)

and the contributions from [0.9,1.0] are negligible. The three error terms are for sta-

tistical, systematic, and theoretical/evolution errors, respectively. A comparison of the

low x E155 data to the E154 �t is shown in Fig. 5.6. The deuteron data agree well with

the �t, while the proton data are larger by a factor of 1:5 � 0:45=0:30. A normaliza-

tion factor of up to 2.0 for the proton contribution would not take it outside the given

evolution error of 0.009, so the low x contribution is taken simply as given above.
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Figure 5.6: Low x E155 results compared to E154 NLO �t.
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Combining the low x E154 �t contributions with the above E155 measured region

results yields:

�p1 =
Z 1

0
g
p
1 dx = 0:125� 0:005� 0:010� 0:009 ; (5.11)

�d1 =
Z 1

0
gd1 dx = 0:029� 0:005� 0:004� 0:005 : (5.12)

Since these integrals are at a constant Q2 = 5 GeV2, they can be combined to �nd an

E155 result for the Bjorken sum rule:

�p�n1 =
Z 1

0
[gp1 � gn1 ] dx =

Z 1

0

"
g
p
1 � (gd1

2

(1� 1:5!D)
� g

p
1)

#
dx (5.13)

= 0:187� 0:011� 0:020� 0:020 (5.14)

which is consistent with the theoretical value of 0.182�0.005. These results can be seen

in a common pictorial format in Fig. 5.7. For comparison, the �nal SMC results are [13]:

(�p1)SMC =
Z 1

0
g
p
1 dx = 0:120� 0:005� 0:006� 0:014 ; (5.15)

(�d1)SMC =
Z 1

0
gd1 dx = 0:019� 0:006� 0:003� 0:013 : (5.16)

Due to the higher SMC beam energy, these values are for a higher constant average

Q2 = 10 GeV2. Both �p1 and �p1 decrease with increasing Q2, so the evolution of the

SLAC data to the average Q2 of the SMC data results in both the proton and deuteron

integrals for SMC and E155 being consistent at the 1-� level.
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Figure 5.7: E155 Results for �p1 and �
d
1 compared to sum rules. Also shown is the E154

result for �n1 . The data are at the common Q
2 = 5 GeV2, and the widths of the bands

represent �1� total errors on each value. The Bjorken sum rule is con�rmed, while the

Ellis-Ja�e sum rule is violated.
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5.5 NLO �tting

5.5.1 Method

As a brief description, �tting the data in a next-to-leading order (NLO) perturbative

quantum chromodynamics (pQCD) scheme is done as follows. This method is identical

to that of E154 [11] and closely follows that of Refs. [111, 112]. The process starts with

low Q2 polarized parton distributions

�qi(x;Q0
2) = Aix

�iqi(x;Q0
2) (5.17)

where qi(x;Q0
2) are unpolarized parton distributions (quark, sea, gluon) provided in

one of several published global analyses of unpolarized structure function data. At the

low Q2 the assumption is made that the parton distributions are valence-like, behaving

like xa as x! 0. The �t chose the parameters Ai and �i such that the polarized parton

distributions were most consistent with the spin structure function data. The reason

for using the unpolarized distributions as a basis for the polarized distribution functions

is that they both arise from the same partons, as discussed in Section 2.1. In the naive

parton model there is a positivity constraint that j�qij � qi since the di�erence of two

quantities cannot be larger than their sum. Arguments for the behavior of the polarized

parton distributions as x! 1 [113] are also used in selecting the �t form of Eq. 5.17.

The unpolarized parton distributions used for the results reported here are from

Ref. [39]. They are given in Table 5.5. The assumption was made of a avor symmetric

sea (u = d = s = s), allowing the nucleon structure to be described by four distributions:
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valence quarks uV and dV ; sea quarks Q; and gluons G. The sea quark distributions

are parameterized by �Q = 1
2
(�u+�d)+ 1

5
�s, a combination of the distributions that

represents the sea contribution to g1. The distribution given in Table 5.5 is 1
2
(u + d)

from Ref. [39], since this reference uses s = s = 0. The sea quark contributions in this

�tting method are small and these choices do not a�ect the quality of the �ts.

uV (x;Q
2
0) = 0:632x�0:57(1� x)3:09(1 + 18:2x)

dV (x;Q
2
0) = 0:394x�0:57(1� x)4:09(1 + 18:2x)

Q(x;Q2
0) = 0:62x�0:80(1� x)8:5(1� 2:3x1=2 + 5:7x)

G(x;Q2
0) = 20:80x0:60(1� x)4:1

Table 5.5: Unpolarized parton distributions from Ref. [39], known as GRV98. They are

given at the input scale Q2
0=0.40 GeV

2.

For consistency, the values for �S(Q
2) used in this �tting procedure also followed the

prescription of Ref. [39]. An iterative process was used to generate values from the given

implicit solution to the exact running of � at NLO. Using the value �S(M
2
Z) = 0:114,

this method results in �S(5 GeV
2) = 0:26.

The polarized parton distributions are evolved to the experimental Q2 by NLO

DGLAP equations. Then,

g1(x;Q
2) =

1

2

X
i

e2i [Cq 
�qi + CG 
�G] (5.18)

where Cq and CG are perturbative Wilson coe�cients. The Wilson coe�cients and

the splitting functions of the DGLAP equations have been calculated for the polarized

case to NLO in the MS scheme [37, 38]. These coe�cient functions in leading order
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are Cq(x) = �(1 � x) and CG(x) = 0, which reproduces the naive parton model result

g1 =
1
2

P
i e

2
i�qi.

The NLO DGLAP evolution process (Eqs. 2.25 and 2.26) and Eq. 5.18 both contain

the convolution 
:

(f 
 g)(x) =
Z 1

x

dy

y
f(y)g(

x

y
) : (5.19)

The DGLAP equations are integro-di�erential equations, and as such not easily tractable

as written. In the process of using the polarized parton distributions at some input scale

Q2
0 to calculate g1 at experimental Q

2, use is made of Mellin transforms. A function of

x, f(x), where x = [0; 1], can instead be written as a function of moment n:

f(n) �
Z 1

0

dx

x
xnf(x) ;

where f(n) is the Mellin transform of f(x). The Mellin transformation and the convo-

lution integral of Eq. 5.19 are related in that the Mellin transform of the convolution

of two functions is equal to the product of the individual Mellin transforms, as shown

in the following:

(f 
 g)(n) =
Z 1

0

dx

x
xn(

Z 1

x

dy

y
f(y)g(

x

y
))

=
Z 1

0

dy

y
f(y)

Z y

0

dx

x
xng(

x

y
)

=
Z 1

0

dy

y
ynf(y)

Z 1

0

dz

z
zng(z)

= f(n) g(n) : (5.20)

The above steps are: switching the order of integration, which requires changing the

limits appropriately; then making the substitution z = x=y. Thus, the DGLAP equation
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convolutions can be converted to simple products in Mellin n-moment space. The Mellin

transforms of the splitting functions P are called anomalous dimensions and denoted

by . These are also calculated to next-to-leading order in Refs. [37, 38]. By Mellin

transformation the DGLAP equations reduce to a system of linear equations and are

easily solved numerically. The inverse Mellin transform, where n = c+ z ei�, is:

f(x) =
1

�

Z 1

0
dz Im[ei� x�nf(n)] (5.21)

where c is a constant chosen to select a contour of integration to the right of all sin-

gularities of f(n) in the complex n-plane. This inverse transform is also calculated

numerically.1

Perturbative QCD is tested to the extent that the DGLAP evolution describes the

Q2-dependence of the polarized parton distributions, and that a set of polarized parton

distributions can consistently describe the data. As a result, the polarized parton

distributions permit extraction of ��, �G, �1
p, �1

n, and �1
p�n.

5.5.2 Results

The following �t results are presented in the MS scheme at Q2 = 5 GeV2. Using Eq. 5.17

and Table 5.5, the coe�cients A and � given in Table 5.6 yield the polarized parton

distributions which are obtained from the �t. The parameters � were all bounded to

be greater than zero. The parameter �Q was restricted to the range [0,0.5] and the

parameter �G was restricted to the range [0,2].

1The CERN library routine rgquad was used, with integration limits of 0 and 10. The integration

is done using the 24-point Gauss-Legendre quadrature formula, with c = 2:1 and � = 1:9.
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Value Stat. Syst.

Au 1:10 +0:05
�0:09

+0:08
�0:09

Ad �0:51 +0:05
�0:13

+0:04
�0:04

AQ 0:005 +0:03
�0:01

+0:06
�0:01

AG 1:51 +3:57
�0:65

+2:83
�0:64

�u 0:64 +0:04
�0:04

+0:05
�0:06

�d 0:02 +0:08
�0:02

+0:04
�0:02

�Q 0:00 +0:19
�0:00

+0:25
�0:00

�G 0:41 +0:82
�0:30

+0:61
�0:23

Table 5.6: Coe�cients for polarized parton distribution �t to world data on g1(x;Q
2)

for proton, neutron, and deuteron.

The resultant polarized parton distributions are shown in Fig. 5.8. The overall

�2=d:o:f: for the eight-parameter �t was 285=290 = 0:98. The success of the �t in

describing the data can also be measured in terms of total �2 per number of data points

for each experiment, as shown in Table 5.7. In general the �t agrees extremely well

with the data, with the notable exception of the E155 proton target. (The precision of

the E155 data causes it to drive the error of the proton �t. In the case of the proton

data, where EMC, SMC, and E143 contribute relatively little to the overall �2, the E155

data are forced to contribute relatively more. Allowing an additional �t parameter for

normalization of the E155 proton data results in a scale factor of 0.95, meaning that

the �t is improved when the E155 proton g1 data are scaled to have values 5% smaller

than given in Table 5.3. This normalization reduces the �2=d:o:f: for the �t to 0.96,

and the total �2 for the E155 proton data from 42 to 36.)
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Figure 5.8: The polarized parton distributions corresponding to the �t parameters of

Table 5.6.
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Experiment Points �2

E154 n 17 8.3

E142 n 8 3.7

E143 p 81 64.0

d 81 91.2

SMC p 12 5.3

d 12 15.2

HERMES p 20 28.4

n 9 2.7

EMC p 10 6.1

E155 p 24 42.0

d 24 18.4

Total 298 285.3

Table 5.7: Contribution of each experiment to total �2 of the �t.

Given polarized parton distributions, many of the quantities of interest may be

determined. For proton and deuteron integrals, the �t obtains:

�p1 = 0:120 +0:006
�0:005

+0:007
�0:007 ; (5.22)

�d1 = 0:028 +0:006
�0:005

+0:006
�0:006 : (5.23)

For the Bjorken sum rule, the �t result is:

�
p�n
1 = 0:180 +0:004

�0:004
+0:007
�0:007 ; (5.24)

which again can be compared to the theoretical prediction of 0.182�0.005. Thus in this

formalism the Bjorken sum rule is veri�ed to better than 3%.
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Lastly, for the quark helicity content and gluon spin contribution, the �t results are:

�� = 0:24 +0:06
�0:05

+0:05
�0:06 and �G = 2:5 +0:6

�0:7
+1:0
�1:0 : (5.25)

For each quantity, the �rst pair of uncertainty values is statistical and the second

systematic. (Similarly sized errors arise due to theoretical considerations such as input

parton distributions and the choice of �S(M
2
Z), but they are neglected here.) The un-

certainties were calculated by performing a large number of �ts, typically 800, where

for each �t the data points have been scattered for their statistical or systematic uncer-

tainty according to a Gaussian distribution. The statistical errors in the �ts were found

by scattering each data point independently. The systematic errors were found by scat-

tering all points from each experiment in unison, since the systematic uncertainties in

each experiment were mostly correlated scale factors such as target polarization, beam

polarization, and dilution factor. The errors on the �t quantities were determined from

the RMS of the distributions of the results for each quantity, with the separate plus

and minus errors being determined from the part of the distribution greater and less

than the central value, respectively. The distributions of the values for 800 �ts with

data points scattered by statistical uncertainty are shown in Fig. 5.9.
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Figure 5.9: Distribution of �t results for 800 �ts with input data points scattered by

statistical uncertainties. The RMS width of each distribution was used to determine

the uncertainty on the central value for the given quantity.

5.6 Conclusion

E155 has precise data on the spin structure functions gp1(x;Q
2) and gd1(x;Q

2) over a wide

kinematic range. The world data set is remarkably self-consistent, and it now provides

enough coverage and statistical power to begin rendering sensible interpretations of the

spin structure of the nucleon in terms of polarized parton distributions.

E155 independently veri�es the Bjorken sum rule at the 1-� level. The world data

set, including E155, is also consistent with this fundamental prediction.

The E155 NLO �t result for �G has large uncertainty but it seems to indicate a pos-

itive contribution. More experimental data directly sensitive to the gluon distribution
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need to be obtained before any conclusions can be drawn about the gluon contribution

to nucleon spin. The experiment COMPASS at CERN and the currently deferred E156

at SLAC both propose to study �G using the asymmetry in open charm photoproduc-

tion. HERMES is a continuing experiment and has the power of particle identi�cation

in semi-inclusive scattering to provide another level of detail in the study of nucleon

spin structure.

The world data constrain well the small quark contribution to the helicity of the

nucleon. Further precision for determining polarized parton distributions and �� will

require data at lower x. Though there are some theoretical guidelines, without data the

behavior of the polarized structure functions at low x exists only as speculation. Reach-

ing lower x than E155 will require a larger beam energy than 50 GeV, and achieving

precision will require an intense, highly polarized lepton beam and a target or beam of

polarized nucleons that can produce a su�ciently high event rate. This measurement

will have to come from experiments with polarized beams either at an existing storage

ring accelerator, possibly HERA at DESY, or at a yet-to-be-built facility, such as a

�xed target program at the Next Linear Collider (NLC).
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Appendix A

Tracking Code

The tracking code accomplished the task of sorting through the �15 shower counter

clusters, �10 Cerenkov pulses in each tank, and several hundred hodoscope hits in each

spectrometer in every spill. The code used the shower counter clusters as its starting

point. Each cluster was �rst matched with any Cerenkov pulses that were in time

coincidence (corrected for time of ight). Then the hodoscope �ngers in time with the

cluster were searched for overlaps, and hodoscope clusters were formed in each set of

planes. All possible combinations of front plane clusters and rear plane clusters (for

the 2.75� and 5.5� spectrometers) were looped over, in a search for any that had an

acceptable �2 given the time and space resolutions of the detector systems. If any

combinations were acceptable, the track combination with the best �2 was kept for

each shower cluster and copied into a data structure of tracks in the spill.

This strategy was coded in the routines trk drv.f and trk fit.f in the analysis

software. A owchart of the essential logic of these routines is shown in Fig. A.1.

The tracking in the simpler 10.5� spectrometer was accomplished in the same code

framework, with three notable di�erences. First, the looping over possible combinations

of front and rear hodoscope cluster combinations had one dummy loop (triggered by

the value of the variable trg npkg). Second, since the 10.5� hodoscope only provided
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y coordinate information, the tracking algorithm was given a fake point (at x=0 and

z=5 m in spectrometer coordinates, invoked by the logical variable trc TenFakeX) which

was to good approximation the image of the target as seen looking back through the

optics of the spectrometer. Third, the momentum and angle look-up tables were indexed

di�erently as compared to the other two spectrometers. In the all three spectrometers

the shower counter y location and y slope of the track were used as indices to the

look-up tables to �nd the momentum of the track and the scattering angle � at the

target. In the small angle spectrometers, the x location and x slope were used to �nd

the scattering angle � at the target. In the 10.5� spectrometer, the shower counter x

location and the momentum of the track were used to �nd the scattering angle � at the

target.
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subroutine trk_drv

Yes

No
2

function trk_fit
− check time chi
    Track ok?

Throw away 
worst hit. Still 
enough hits
for a track?

Yes

No

Yes

No

Yes

NoThrow away 
worst hit. Still 
enough hits
for a track?

2
function trk_fit
− check total chi
    Track ok?

Good track.  
Mark hits as used.  
Call trk_get_kine to get 
track momentum and angles.
Save track to
tks_tracks structure.

Loop over combinations
of rear and front 
hodoscope clusters.

Make hodoscope clusters
(call trk_checkbox).

Look for Cerenkov hits
(call trk_get_cher).

Loop over clusters.

Copy hits into trk_spill 
structure (call trk_get_spill).

Figure A.1: Flowchart depicting the logic of the routine trk drv.f.
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Appendix B

Magnetic Measurements of M�ller

Magnet B0

The �eld of M�ller magnet B0 was measured in 1995 and in 1996. The results of the

�eld map and �eld integral were used in determining the analyzing power of the M�ller

detectors.

The �elds were mapped in a �ne grid using a Hall probe, and the path integrals for

the M�ller trajectories were calculated from the Hall probe map as well as measured

using several long ip-coils. The Hall probe integrals were 0.7% larger than the ip-

coil results. The Hall probe map scaled by 0.993 was used in a Monte Carlo routine to

calculate the analyzing power of the M�ller detectors for E154, and the ip-coil numbers

were used for E155.

In Table B.1, the integral �eld strength of B0 is listed as a function of current. The

values were measured with the so-called `Long long' ip-coil (resting in its frame) on

top of the septum, where it was located approximately on the trajectory of a typical

M�ller scattered electron. In E154 the magnet was run at 900 A, while for E155 the

magnet was typically run at 1000 A or higher. The data are also displayed in Fig. B.1.
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Current (A)
R
B dl (T�m)

301 1.112

499 1.839

602 2.221

699 2.580

801 2.950

900 3.298

Table B.1: Integrated B dl vs. magnet current, measured with the `Long long' ip-coil.
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Figure B.1:
R
B dl vs. current curve. Measured with the `Long long' ip-coil resting on

top of the center of the septum.
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Appendix C

Tables of Asymmetry Results

Following are tables of results on Ak and A? for the proton and deuteron. The

values include radiative corrections. The A? tables do not include systematic errors

since the data are statistics limited. The primary systematic errors are scale factors, as

given in Table 4.10. The Ak data were taken with beam energy E0=48.35 GeV, while

the A? data were taken with E0=38.77 GeV.
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� � 2.75�

Proton Deuteron

hxi hQ2i Ak � stat� syst hxi hQ2i Ak � stat� syst

0.014 1.00 0.025 � 0.048 � 0.004 0.014 1.00 -0.005 � 0.069 � 0.003

0.015 1.09 0.029 � 0.020 � 0.004 0.015 1.09 -0.006 � 0.028 � 0.001

0.017 1.20 0.056 � 0.014 � 0.004 0.017 1.20 -0.057 � 0.020 � 0.001

0.019 1.32 0.037 � 0.014 � 0.004 0.019 1.32 -0.003 � 0.019 � 0.001

0.022 1.45 0.037 � 0.013 � 0.004 0.022 1.45 0.003 � 0.019 � 0.001

0.024 1.59 0.038 � 0.012 � 0.004 0.024 1.59 0.014 � 0.018 � 0.001

0.027 1.73 0.053 � 0.011 � 0.004 0.027 1.73 0.005 � 0.017 � 0.001

0.031 1.88 0.051 � 0.011 � 0.004 0.031 1.88 0.016 � 0.017 � 0.001

0.035 2.04 0.060 � 0.011 � 0.004 0.035 2.04 0.000 � 0.016 � 0.001

0.039 2.21 0.049 � 0.010 � 0.005 0.039 2.21 0.015 � 0.016 � 0.001

0.044 2.39 0.079 � 0.010 � 0.005 0.044 2.39 0.068 � 0.015 � 0.001

0.049 2.59 0.080 � 0.010 � 0.005 0.049 2.58 -0.009 � 0.015 � 0.001

0.056 2.77 0.066 � 0.010 � 0.005 0.056 2.77 -0.009 � 0.015 � 0.001

0.063 2.97 0.078 � 0.010 � 0.005 0.063 2.97 0.004 � 0.015 � 0.001

0.071 3.17 0.086 � 0.011 � 0.005 0.071 3.17 0.033 � 0.015 � 0.001

0.079 3.37 0.097 � 0.011 � 0.005 0.079 3.36 0.045 � 0.015 � 0.001

0.089 3.57 0.078 � 0.011 � 0.006 0.089 3.57 0.027 � 0.015 � 0.001

0.101 3.77 0.079 � 0.011 � 0.006 0.101 3.77 0.038 � 0.016 � 0.001

0.113 3.97 0.049 � 0.011 � 0.006 0.113 3.97 0.036 � 0.016 � 0.001

0.127 4.17 0.076 � 0.011 � 0.006 0.128 4.17 -0.002 � 0.016 � 0.002

0.144 4.36 0.089 � 0.011 � 0.006 0.144 4.36 0.038 � 0.016 � 0.002

0.162 4.54 0.097 � 0.012 � 0.006 0.162 4.55 0.029 � 0.017 � 0.002

0.182 4.72 0.089 � 0.012 � 0.006 0.182 4.72 0.033 � 0.018 � 0.002

0.205 4.88 0.085 � 0.013 � 0.006 0.205 4.89 0.041 � 0.019 � 0.002

0.230 5.04 0.086 � 0.013 � 0.006 0.230 5.04 0.045 � 0.020 � 0.002

0.259 5.18 0.112 � 0.014 � 0.006 0.259 5.19 0.037 � 0.021 � 0.002

0.292 5.33 0.097 � 0.015 � 0.006 0.292 5.33 0.057 � 0.022 � 0.002

0.328 5.46 0.095 � 0.015 � 0.006 0.328 5.47 0.060 � 0.025 � 0.003

0.370 5.57 0.082 � 0.016 � 0.006 0.370 5.58 0.049 � 0.028 � 0.003

0.416 5.68 0.106 � 0.018 � 0.006 0.416 5.68 0.000 � 0.031 � 0.003

0.468 5.78 0.101 � 0.020 � 0.006 0.468 5.78 0.090 � 0.037 � 0.003

0.527 5.87 0.048 � 0.023 � 0.006 0.527 5.87 0.094 � 0.044 � 0.003

0.593 5.94 0.049 � 0.026 � 0.006 0.593 5.95 0.113 � 0.053 � 0.003

0.668 6.00 0.053 � 0.031 � 0.005 0.668 6.00 -0.020 � 0.062 � 0.003

0.751 6.06 0.080 � 0.037 � 0.005 0.751 6.07 0.089 � 0.069 � 0.003

0.846 6.12 0.211 � 0.061 � 0.004 0.846 6.12 -0.069 � 0.085 � 0.003

Table C.1: E155 results for Ak, 2.75
� spectrometer.
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� � 5.5�

Proton Deuteron

hxi hQ2i Ak � stat� syst hxi hQ2i Ak � stat� syst

0.057 4.01 0.204 � 0.086 � 0.008 0.057 4.00 -0.215 � 0.140 � 0.002

0.063 4.39 0.181 � 0.039 � 0.009 0.063 4.39 0.034 � 0.061 � 0.002

0.071 4.83 0.124 � 0.025 � 0.009 0.071 4.83 -0.004 � 0.038 � 0.002

0.080 5.30 0.135 � 0.019 � 0.010 0.080 5.30 -0.002 � 0.028 � 0.002

0.090 5.80 0.136 � 0.015 � 0.010 0.090 5.80 0.010 � 0.023 � 0.003

0.101 6.32 0.145 � 0.014 � 0.011 0.101 6.32 0.071 � 0.021 � 0.003

0.113 6.87 0.140 � 0.013 � 0.011 0.113 6.87 0.014 � 0.020 � 0.003

0.128 7.43 0.183 � 0.013 � 0.012 0.128 7.43 0.053 � 0.019 � 0.003

0.144 8.02 0.198 � 0.012 � 0.013 0.144 8.02 0.084 � 0.019 � 0.004

0.162 8.62 0.174 � 0.013 � 0.013 0.162 8.62 0.057 � 0.020 � 0.004

0.182 9.23 0.182 � 0.013 � 0.014 0.182 9.23 0.068 � 0.021 � 0.004

0.205 9.85 0.187 � 0.014 � 0.014 0.205 9.85 0.065 � 0.021 � 0.005

0.230 10.48 0.234 � 0.014 � 0.015 0.230 10.48 0.114 � 0.023 � 0.005

0.259 11.11 0.217 � 0.015 � 0.015 0.259 11.11 0.089 � 0.024 � 0.006

0.292 11.73 0.233 � 0.016 � 0.016 0.292 11.73 0.145 � 0.026 � 0.006

0.328 12.33 0.224 � 0.017 � 0.016 0.328 12.34 0.123 � 0.028 � 0.007

0.370 12.94 0.253 � 0.018 � 0.016 0.370 12.94 0.163 � 0.032 � 0.007

0.416 13.52 0.251 � 0.019 � 0.016 0.416 13.53 0.106 � 0.036 � 0.007

0.468 14.08 0.204 � 0.022 � 0.016 0.468 14.09 0.103 � 0.043 � 0.007

0.526 14.60 0.221 � 0.026 � 0.015 0.526 14.63 0.146 � 0.052 � 0.008

0.592 15.11 0.222 � 0.032 � 0.015 0.592 15.12 0.259 � 0.065 � 0.008

0.666 15.58 0.195 � 0.042 � 0.014 0.666 15.59 0.252 � 0.085 � 0.007

0.749 15.99 0.269 � 0.058 � 0.012 0.749 16.00 0.030 � 0.111 � 0.007

0.843 16.34 0.253 � 0.104 � 0.009 0.843 16.35 0.148 � 0.153 � 0.006

Table C.2: E155 results for Ak, 5.5
� spectrometer.
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� � 10.5�

Proton Deuteron

hxi hQ2i Ak � stat� syst hxi hQ2i Ak � stat� syst

0.130 10.04 0.350 � 0.149 � 0.017 0.130 10.04 -0.004 � 0.228 � 0.005

0.145 11.14 0.324 � 0.060 � 0.018 0.145 11.14 -0.006 � 0.096 � 0.006

0.162 12.35 0.243 � 0.039 � 0.019 0.163 12.37 0.207 � 0.063 � 0.006

0.182 13.70 0.311 � 0.031 � 0.021 0.182 13.70 0.107 � 0.049 � 0.007

0.205 15.14 0.328 � 0.028 � 0.022 0.205 15.15 0.166 � 0.046 � 0.008

0.230 16.65 0.416 � 0.029 � 0.024 0.230 16.67 0.086 � 0.047 � 0.009

0.259 18.27 0.366 � 0.032 � 0.026 0.259 18.28 0.206 � 0.051 � 0.010

0.291 20.02 0.514 � 0.035 � 0.027 0.292 20.04 0.249 � 0.057 � 0.011

0.328 21.86 0.495 � 0.038 � 0.029 0.328 21.86 0.186 � 0.062 � 0.012

0.369 23.80 0.465 � 0.041 � 0.031 0.369 23.78 0.370 � 0.073 � 0.013

0.413 25.85 0.382 � 0.054 � 0.032 0.414 25.90 0.211 � 0.098 � 0.015

0.465 27.94 0.420 � 0.088 � 0.033 0.465 28.04 0.332 � 0.153 � 0.016

0.524 30.11 0.401 � 0.142 � 0.034 0.524 30.19 0.366 � 0.253 � 0.017

0.590 32.28 0.648 � 0.204 � 0.033 0.590 32.36 -0.183 � 0.389 � 0.017

0.663 34.73 0.556 � 0.338 � 0.032 0.661 34.79 0.315 � 0.649 � 0.017

Table C.3: E155 results for Ak, 10.5
� spectrometer.
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� � 2.75�

Proton Deuteron

hxi hQ2i A? � stat hxi hQ2i A? � stat

0.022 1.15 0.019 � 0.092 0.022 1.15 -0.040 � 0.069

0.025 1.25 0.020 � 0.037 0.025 1.25 0.001 � 0.028

0.027 1.35 -0.043 � 0.027 0.027 1.35 0.011 � 0.020

0.031 1.42 -0.017 � 0.028 0.031 1.42 0.010 � 0.020

0.035 1.48 -0.035 � 0.028 0.035 1.48 0.018 � 0.020

0.039 1.56 -0.029 � 0.028 0.039 1.56 0.046 � 0.020

0.044 1.65 -0.048 � 0.027 0.044 1.65 -0.032 � 0.020

0.049 1.76 0.022 � 0.027 0.049 1.76 0.006 � 0.019

0.056 1.86 -0.024 � 0.028 0.056 1.86 -0.031 � 0.020

0.063 1.95 0.011 � 0.028 0.063 1.95 0.003 � 0.020

0.071 2.05 0.005 � 0.028 0.071 2.05 0.007 � 0.020

0.079 2.16 -0.008 � 0.028 0.079 2.16 -0.033 � 0.020

0.089 2.26 0.017 � 0.029 0.089 2.26 0.019 � 0.021

0.101 2.35 -0.023 � 0.029 0.101 2.35 0.014 � 0.021

0.113 2.45 -0.058 � 0.030 0.113 2.45 0.034 � 0.021

0.128 2.55 0.004 � 0.030 0.128 2.55 0.002 � 0.022

0.144 2.64 0.018 � 0.031 0.144 2.64 0.006 � 0.023

0.162 2.72 -0.085 � 0.031 0.162 2.72 0.013 � 0.023

0.182 2.80 -0.001 � 0.031 0.182 2.80 -0.021 � 0.024

0.205 2.88 -0.021 � 0.032 0.205 2.88 -0.024 � 0.024

0.230 2.96 -0.002 � 0.033 0.230 2.96 0.001 � 0.025

0.259 3.03 0.030 � 0.034 0.259 3.03 -0.004 � 0.027

0.292 3.09 -0.019 � 0.037 0.292 3.09 -0.094 � 0.029

0.328 3.15 -0.069 � 0.040 0.328 3.15 -0.014 � 0.032

0.370 3.20 0.014 � 0.043 0.370 3.21 -0.018 � 0.035

0.416 3.26 0.043 � 0.047 0.416 3.26 0.050 � 0.040

0.468 3.29 -0.047 � 0.053 0.468 3.29 -0.027 � 0.046

0.527 3.33 -0.029 � 0.059 0.527 3.33 -0.022 � 0.054

0.593 3.36 0.005 � 0.066 0.593 3.35 -0.012 � 0.063

0.667 3.38 -0.082 � 0.075 0.668 3.38 0.049 � 0.074

0.752 3.40 -0.122 � 0.093 0.751 3.40 -0.008 � 0.085

0.846 3.43 -0.024 � 0.150 0.846 3.42 -0.349 � 0.105

Table C.4: E155 results for A?, 2.75
� spectrometer.
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� � 5.5�

Proton Deuteron

hxi hQ2i A? � stat hxi hQ2i A? � stat

0.072 3.71 0.102 � 0.149 0.072 3.71 -0.131 � 0.108

0.080 4.03 -0.088 � 0.080 0.080 4.03 0.021 � 0.058

0.090 4.39 -0.041 � 0.058 0.090 4.39 0.044 � 0.042

0.101 4.76 0.020 � 0.048 0.101 4.76 -0.009 � 0.035

0.113 5.14 -0.028 � 0.043 0.113 5.13 0.062 � 0.032

0.128 5.52 0.050 � 0.040 0.128 5.52 -0.011 � 0.030

0.144 5.91 -0.006 � 0.039 0.144 5.91 0.028 � 0.029

0.162 6.31 0.002 � 0.039 0.162 6.31 0.090 � 0.029

0.182 6.69 0.011 � 0.039 0.182 6.69 -0.011 � 0.030

0.205 7.07 0.026 � 0.041 0.205 7.07 -0.026 � 0.032

0.230 7.45 0.051 � 0.042 0.230 7.45 -0.018 � 0.034

0.259 7.83 0.009 � 0.045 0.259 7.83 0.054 � 0.036

0.292 8.19 0.063 � 0.047 0.292 8.19 0.098 � 0.039

0.328 8.53 -0.037 � 0.051 0.329 8.53 -0.016 � 0.042

0.370 8.89 0.064 � 0.055 0.370 8.88 -0.065 � 0.047

0.416 9.23 -0.032 � 0.061 0.416 9.23 0.061 � 0.053

0.468 9.54 -0.104 � 0.070 0.468 9.54 -0.004 � 0.061

0.526 9.82 0.001 � 0.080 0.527 9.82 0.049 � 0.074

0.593 10.08 -0.174 � 0.095 0.592 10.08 -0.095 � 0.089

0.666 10.35 0.045 � 0.117 0.666 10.36 -0.034 � 0.112

0.750 10.59 -0.316 � 0.158 0.749 10.57 0.263 � 0.143

0.843 10.79 0.348 � 0.268 0.843 10.79 0.052 � 0.189

Table C.5: E155 results for A?, 5.5
� spectrometer.
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� � 10.5�

Proton Deuteron

hxi hQ2i A? � stat hxi hQ2i A? � stat

0.129 7.58 0.009 � 0.186 0.129 7.58 -0.018 � 0.139

0.144 8.38 0.007 � 0.120 0.144 8.38 -0.128 � 0.090

0.162 9.27 -0.145 � 0.106 0.162 9.27 -0.023 � 0.079

0.182 10.32 0.100 � 0.098 0.182 10.33 -0.173 � 0.075

0.205 11.44 0.072 � 0.093 0.205 11.46 -0.136 � 0.070

0.230 12.62 -0.105 � 0.095 0.230 12.63 0.077 � 0.074

0.259 13.78 -0.090 � 0.103 0.259 13.77 0.022 � 0.080

0.292 14.97 0.121 � 0.114 0.292 14.94 -0.172 � 0.090

0.328 16.14 -0.033 � 0.119 0.329 16.09 -0.136 � 0.097

0.370 17.23 -0.054 � 0.121 0.370 17.23 -0.051 � 0.102

0.416 18.43 0.041 � 0.130 0.417 18.42 -0.100 � 0.111

0.468 19.44 0.092 � 0.135 0.469 19.47 0.080 � 0.119

0.528 20.44 0.044 � 0.144 0.527 20.49 0.098 � 0.136

0.593 21.49 0.014 � 0.158 0.593 21.59 -0.040 � 0.156

0.668 22.64 0.012 � 0.177 0.667 22.73 0.448 � 0.179

0.750 23.72 0.503 � 0.217 0.750 23.77 -0.356 � 0.209

0.845 24.84 -0.264 � 0.327 0.845 24.94 -0.053 � 0.241

Table C.6: E155 results for A?, 10.5
� spectrometer.
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Appendix D

Systematic Error Breakdown

The systematic errors for the spin structure function results come frommany sources.

The dominant sources come from the target system: polarization, dilution factor, and

nuclear corrections. The other most signi�cant sources of systematic error are radia-

tive corrections and beam polarization. These are all treated (some as x-dependent

quantities) as scale errors on Ak.

Fits to the unpolarized functions F2 [22] and R [21] are used in transforming the

experimentally measured quantity Ak to g1=F1 and g1. The uncertainties in these �ts

are treated as systematic uncertainties on g1=F1 and g1. The following relations were

used in calculating their contributions (neglecting terms with A?):

@(g1=F1)

@R
=

�y

(1� �)(2� y)
Ak ; (D.1)

@g1

@R
=

F1

D0

 
�� 1

(1 +R)(1 + �R)

!
Ak ; (D.2)

@g1

@F2

=
1

D0

 
1 + 2

2x(1 +R)

!
Ak : (D.3)

The contribution of each factor for g1 is given in Table D.1 for the proton and

in Table D.2 for the deuteron. The polynomial E155 �t to world data (Eq. 5.3 and

Table 5.1) was used to generate the systematic error contributions, to ensure that the

systematic errors varied smoothly with x.
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Table D.1: Proton systematic error contributions. The column headings represent:

Pb, beam polarization; Pt, target polarization; f , dilution factor; C1 and C2, nuclear

corrections; F2 and R, unpolarized structure functions; and RC, radiative corrections.
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Table D.2: Deuteron systematic error contributions. The column headings represent:

Pb, beam polarization; Pt, target polarization; f , dilution factor; C1 and C2, nuclear

corrections; F2 and R, unpolarized structure functions; and RC, radiative corrections.
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