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ABSTRACT

The only one-particle t-channel exchangei mechanism which is thought to con-
tribute to the reaction m° + p-- po + p involves the exchahge of a & meson. We
use our measurements of the differential cross sections and densily matrices
of the reactions ni +p— p:b +pand 7 + p.-.p0 + n to calculate the differential
cross section and density matrix for ° + p»po + pat 15.0 GeV/e.

To make the required measurements a new technique was developed using
optical spark chambers to view the decay products of the p mesons. The re-
coil proton wag viewed for events where the square momentum transfer to the
proton exceeded about .04 (GeV/ c)z. In the experiment, conducted at the
Stanford Linear Accelerator Center, we obtained at 15.0 GeV/c 811 events
from the channel 7 +p—p +p, 772 from x + p— p +p, and 817 from
7 +p—p°+n.

We present the differential cross sections and density matrix elements for
these three channels. The energy dependence of these quantities is determined
by including data from other experiments.

The differential cross section and density matrix elements for the reaction
7+ P -—-po + p at 15.0 GeV/c are calculated. This data has the general fea-
tures expected in a reaction dominated by w-exchange but fails to agree in the
region [t] £0.3 (GeV/ 0)2 with a detailed calculation based on the dual-absorption
model.

A test of the vector dominance model is performed by comparing the two
reactions ¥ + p — po + p and zro +p— po + p. We find agreement in shape but
an overall normalization difference consistent only with a significantly lower

value of 'yi/ 4T,

ii



ACKNOWLEDGEMENTS

There were many people who helped and encouraged me in my graduate
years and I want to thank them all very much. There are two people of
special influence whom I would like to mention individually. Professor
Martin L. Perl served as my advisor for this experiment. He always
held my professional development of primary importance and was ready
to listen and discuss any problems and ideas; all of this I deeply appreciate.
From Bill Toner I first began to learn the most difficult and important

lesson of all which is objectivity.

iii



TABLE OF CONTENTS

I.. Introduction and General Considerations . . . . .
A. Physicsof1r0+p-+p°+p c s s e e s s
B. MethodtoMeasurew°+p—-p°+p e e e
C. Present Experimental Status . - « » - . . .

D. Choice of Apparatus; General Considerations

H . Apparatll S « & 8 & ® 8 3 8 8 3 » ® B B s s *

A. General Description . . . . . . . . .
B, Beam .+ v « o o o s o o o s 5 s o s v e
C. Liquid-Hydrogen Target . . . . . o ..
D. Charged Particle Spectrometer . . e e s
E.n'oDetector...‘......
F. Proton Spectrometer . . . . . e s e
"G. VetoCounters . . . . . . .
H. Optics « « v o o o & o o o o« » .« o e e
1. Electronics System . . . . . . e e
J. Performance of the Apparatus . s s e .
IIlI. Data Reduction and Event Selection . . . .

A. Introduction . . . . . . . .. ‘e e
C.Measuring.............,
D. Geometrical Reconstruction e s e s e s
E. Selection of Elastic Events . . . .« o e e
F. Selection of K* Events . . . . . e
G. Selection of p0 Events . . . . . N

iv

11
11
13
15
16
19
19
22
24
24
24
26
26
27
27

28



IV.

H.

I.

J'

Sos:lc::ctionoingh-tpi Events « « ¢ v o ¢ ¢ o o v o« v u
Belection of Low-t o~ EVents « « + « o o o o o o o « o &

Data Reduction and Event Selection Efficiency . .« . . « .+ &

Extraction of p Cross Sections and Density Matrices ., . . . . .

Al

F'

Intr Oduc tion . e » e & s & @ . s » LI T ) L] LI ) « L R ]

H

Extraction of dN/dt and Prm!

Correction for Experimental Event Losses « « - « « + « .+ .
Backgrounds and Contaminations .+ « « « ¢ « ¢ ¢ « + - o .

(b./dt and pflm‘ s e @ « & & 5 3 e = » u * 8 & & s e & e @

Overall Statistical and Systematic Errors . « - . . « « « .

+
Discussion of the Reactions 7 +p->pi+p v e e e e e e

The Reaction 1r°+p—~p°+pa.nd Conclusions - - + « + « « « + &

A.
B.
CI

DI

E'

. do H o o
Calculatjon of —— and pmm‘ form +p-~p +p
Basic Testzsofthe Data .+ + « « o ¢ o ¢ ¢ s o s s o o = @
Comparison with Other Experiments; The Dual Absorption Model
Energy Dependence of crp(:rop—-pop) s e s s e e s e s e

. 0 0 o}
Comparisonof 1 +p—p +pandy+p—7m +p;

The Vector Dominance Model . . . ¢« &+ « o « « o s » =

F. Summary and Conclusions . . . . . . . « . « . « . « .

References ., . . . . v v v o o o o v o o o s o o o o o o o o

30
34
38
44

44

48
53
60
67
T0
74
74
78
80

82

- = 83

91

94

A s st e et i me o o s



10.

11.

12,

LIST OF TABLES

Estimated po Event Loss from Neutron Vetoes . . .

Apparatus Absorption Losses « . « « « ¢« « ¢+ o .

Backgrounds and Contaminations From nm Mass Fits

Total 7w Fluxes Through the Hydrogen Target
Target Empty Subtractions . . . . . . . .

do

+
at* Prmt for 1r+ +p—p +patl5.0GeV/c

_%ovt_’ p:;m.. form + P ~p- +pat 15.0 GeV/e

do H

at P mm' form +p —--p°+n at 15.0 GeV/c

Overall Statistical Errors . « « « « + o« &

Overall Systematic Errors . « + « + « « &

dt

H o A0
P! forn +p—p +patl5.0GeVic . . . .

vi

.

49 .nd Errors for 1° + p —~p° +pat 15.0 GeV/e

50
52
56
61
61

64

65

66

68

69
75

76



1. Feyﬁman diagram showing possible t-channel exchanges in the
reactions IN—-pN , , ., . . ., . .
2. Elevation view of the apparatus . . . . « .« « + + . . . .
3. The LH2 target and supporting structure . . . . . . . . . . .
4, Trigger counter hodoscopes . . . + « + ¢« « ¢« v o o+ o o
5. FElevation and cross-sectional views of the target veto
lead-scintillator sandwich counters . . . . . . . . .
6. DV lead-scintillator sandwich veto counters . . . . .
7. CT fast multiplicity counting circuit . . . . . e e e e
5. Missing mass spectrum (M) for the reaction Tp-TTX,
all events, and events with 665 < Mmr <865 MeV. . . . . .
9. Invariant mass spectrum (]ﬁm) for the reaction T p— 7 7 n . .
10. Cuts made to select events belonging to the channel ﬂ'ip - wivrop
when the proton is detected: (a) Minimum distance of approach
of the extrapolated 1ri and p tracks; (b,c) Vertex location within
the target volume; (d) Mass of the recoil system is that of a
proton; (e) Effective mass of the yy system is that ofia ©
11. The ability of the scanners to correctly select from two y-ray
showers the one with more energy as a function of : (a) The
170 rest frame decay angle; (b) The reconstructed energy dif-
ference between two photons v e e s e s e
12. Calculated resolutions as a function of momentum transfer.

LIST OF FIGURES

12

14

17

18

21

29

31

33

36

Curve (a) assumes there is no ° ambiguity; (b) assumes the
scanner always makes the incorrect choice; (¢) attempts to
model the actual scanner based on the data in Fig. 11 -

vii



13.

14.

15.

16.

17.

18.

19.

20,

21,

22,

23.

+ 0 -0, . . ey s ,
The # # and 7 7 invariant mass distribution for the reaction

+ + o
TP T AP o « o o v o v o o o o o

Ratio of expected to observed number of photons for Ki — ‘ﬂ'i r°
events as a function of the photon energy; the overall normali-
zation isarbitrary . . . . + . < ¢ oo oo .

The apparatus acceptance as a function of the "physics variables."
The cos 6";} and @} distributions assume t = -.01 (GeV/c)2
and M =765 MeV; The t and M distributions assume iso-

o

Comparison of thé angular distribution of observed events (histo-

tropic distributions in cos 9; and ®* . . . . 0 0 e e e e e

grammed) and the underlying distribution obtained when the
apparatus acceptance is removed (solid curve)

Typical Mmr spectrum and associated theoretical fit (see text)

Mass and momentum transfer distributions of the high-t sample
of contamination events. The low-t backgrounds obtained from
the mass fits are also shown . . .

The s-p wave interference density matrix elements as a function
of momentum transfer for the reactions ﬂip —»pip andT p — ;? n

The differential cross sections as a function of momentum transfer
for the reactions T p — p p and T p — o’n ..

The p density matrix elements as a function of momentum transfer
for the reactions 7 p — p°p and R

The energy dependence of the cross sections for nip — pip.
Reference 20 traces the sources used in this figure. .

The cross section and density matrix elements as a function of the

momentum transfer for the reaction 1r0p - po p at 15.0 GeV/¢c

viii

39

43

47

49

55

57

59

62

63

71

7



24,

25.

26.

27.

28.

29.

Absorption corrections to the reaction 1r°p — pop. The bubbles
represent elastic scattering « + - « « + « ¢ o o v 000
Comparison of our measurement of the cross section for
irop — pop with the dual-absorption fit to the 16.0 GeV/¢ data .
The energy dependence of the cross section for nop — pop. The
curve is a fit of a Regge form (see fext) . . . . . .
Vector dominance expansion for the reaction yp — 1r°p e e e
The ratio of 7° photoproduction from neutrons and protons
as a function of momentum transfer . .
A comparison of yp — 7r0p and 1r0p — pop as a test of the vector

dominance model

79

84

85

88

89



CHAPTER 1

INTRODUCTION AND GENERAL CONSIDERATIONS

A. Physics of 7ro + p--po +p

Our theoretical analysis will be based on the t-channel exchange model
for two-body reactions--a model which is illustrated in Fig. 1. The effect
on this model of absorption corrections is discussed briefly in Chapter V.

G 0 and IGr =1 non strange bosons can contribute, in this

Only* I
approximation, to the general class of p production reactions v+ p—p + N.

This is also illustrated in Fig. 1.

U P
: 1=0"or I~
P porn
2134429

FIG, 1--Feynman diagram showing possible t-channel
exchanges in the reactions 7N — pN,

Considerable experimental effortl’ 2 has been devoted to the particular
channel 7~ + p—p° + n which can only have terms involving 7, A, and A,
exchange, the known IG =1 non strange bosons. The 7 has, by far, the
lightest mass and has been expected to be the dominant exchange at small
momentum transfer in this'particular channel, but recently very high
sta:tistics experiments2 have found behavior that can be explained by A2

exchange for [t| as low as 0. I(GeV/c)z.

*1 stands for isospin.



It bas only recently been realized® that the isolation of the 1O = 0

exchasge mechanisms is also possible, through the indirect study of the
reaction 7+ p— po + p. It is very easy to show that the amplitudes for

a° + P— po + p involving IG =1  exchanges are zero, for the boson vertex
in Fig. 1 would involve the coupling of two I = 1 particles, both with 13 =0,
toformal=1, 13 = 0 state (the po) and the Clebsch-Gordan coefficient for
this combination is zero.

The only known mesons that can contribute to ° + P— po + p are the
w and ¢. Further it is known that the coupling of the ¢ to the NN system
is small4 and in this case is negligibles. Thus, the reaction © o+ p— po + p,
in this appfoximation, is an example of the exchange of a single particle,
the spin-1 @ meson.

In Chapter V our measuﬁements of 7° + p—»po + p will be examined in
this context. In particular, the effects of absorption mechanisms wiil be
discussed; and a test for w-exchange, valid even when absorption is pre-
sent, will be applied to the data. Also, by using the lower energy meas-

urements, the energy dependence of the reaction 4+ p --p0 + p and,
thus, of the w-trajectory will be determined.

Quite apart from the previous considerations, the reaction 1r° +p— po +p
is interesting because of its connection, through the Vector Dominance
Model, to the reaction vy + p—-iro + p. In Chapter V, we shall examine this
connection,

B. Method to Measure T+ R-—’po +p

Since a direct measurement is not, at this time, possible, we have used

an indirect method based on isospin conservation. Let Au)\ {mp —pN) be
N
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the amplitude to produce a p with helicity 4 where the nucleon helicities are
éollectively denoted AN. The following equations result from an isospin

analysis in the s-channel.

2
A (T e'e =8
N

A3/2 L 254 V20

(zP—P D)= %
u?\ MN 3 p)\N

V2,82 V2o, 12

(n' P—p n) -
3 p:?\N 3 uAN
3/2 1 1/3
A (np——pp)'—A 3 A
’MN p?\N 3 u?\N
A 3/2 and A 1/2 are the isospin 3 and 1 amplitudes which, assuming
,u?\N .u)\N 2 2

isospin conservation, depend only on the total isospin. Then

o 1 + +
A At @%p_p’p) =3 [A A*. (np—p D)
UA N vAN 2 ”AN VAN

* B Ay - * —_’O
+A Ale(:rp——pp) A A”N(np pn):\-

HAy KAy
(1.1)
It is conventional to introduce the density matrix defined by
H _2*:.. = *
Puv & : :A,uA Av?\ ’ (1.2)
N N
AN

The element pr;I is the probability of finding the p, once it is produced, with

helicity 4. The normalization condition is

-3~



H
= 1_
pr

7

In terms of the density matrix Eq. (1.1) becomes

H
py

B o o 1
b dt 'n‘P-—*,DP) 2 P

dr , + +
v _df-(" p—~p D)

+ B do(- - H do , - 0
Puy at (Tt PP P -p,, g (rP—p 1)
(1.3)

Setting 4 = v and summing gives

%%(wop —~p°p) = % -%(fp — P+ %n’p»p'p) - %(Tr'p ——pon)]
(1.4)
Equations (1.3) and (1.4) represent a complete prescription for extracting
the cross section and density matrix elements for the reaction 1r0 +p— p° +p
from measurements of the reactions

1t +p—pt+p

1 +p—p +n. (1.5)
Experimentally, the p is observed indirectly through the decay

p—7% + w. Using the expérimental measurement of the rr four-momentum
the four varia..bles of interest can be calculated, These are: t, the square
of the foﬁr—momentum transfer to the p; Mmr’ the invariant mass of the
71 system and of the p; and cos 9; and CP»Z , the spherical angles of the
7w pair in the a7 rest frame. We shall hereafter refer to this set of four
variables as the "physics variables."

C. Present Experimental Status

To this date, three experiments have been reported which study the.

-4 -



reaction 1° + P -—--p0 + p. All have used bubble chambers as their means

of particle detection. Michael and Gidal6 have studied the reaction

T+ =—.p+ + p at 2,67 GeV/c. By combining this measurement Wii;h sim-
ilar measurements7 using a 7 beam the cross sections and density matrix
elements for 1+ P —»po + p were obtained. Michael and Gidal have sep- |
arated the 7 + P ——po + p cross section into natural and unnatural parity
exchange components and, at small-t, find significant unnatural parity
contributions, rather surprising as the w is a natural parity particle.
However, this experiment does use data from two distinct measurements
to isolate the reaction 7° + p—»po + p with Eq. (1.3) and Eq. (1.4) and

is highly sensitive to any relative normalization errors.

A6.0 GeV/c experiment8 at Brookhaven has used the same apparatus
to measure all three of the reactions (1.5). The authors conclude that
their results are consistent with pure w-exchange in the reaction 1r0 +p—
po + p, in definite contrast to the 2.67 GeV/c data. The authors fit

—g—:— (ﬂop —»pop) with the form

do, o

2bt _2
praly p—0"p) A3

CNEY (1+tamz-72£ @) (1.6)

which is suggested by the dual-absorption model of Hararig; r is related to
the scattering radius of the proton and is =1 fm by their fit.

Finally, a recent experiment at CERN10 has appeared. These authors
have studied all three reactions (1.5) at 16.0 GeV/c and obtained the cross
section and density matrix for 1r0 +p -»po + p. This experiment, in con-
trast to the 6.0 (GeV/c) results but in agreement with the 2.67 (GeV/c) data,
finds a non-zero contribution from the exchange of an unnatural parity particle.

They also fit their data with the dual-absorption model form of Eq. (1.6).
-5 -



At this point there is no consistent interpretation of these results.
All three experiments show results qualitatively in- agreement with the form
of Eq. (1.6), but differing amounts of unnatural parity contribution. More
experimental information is needed. Further, there are compelling rea-
sons to attempt the experiment using different experimental techniques.

D. Choice of Apparatus; General Considerations

In studying the reactions il P ——pi + p bubble chambers have an
intrinsic difficulty for small values of t. The 7 from the p decay is not
detected so the recoil proton must be detected, which at low values of t
is difficult because of the short proton range. This bias becomes serious

2
for It} £0.1(GeV/c) 8,11

All the bubble chamber experiments discussed
in Section C have observed pronounced dips mg—‘: (1r°p-—- pop). These dips
are suggested by the dual-absorption model9 but may, in fact, be attributable
&

]
*4 p—pt + p data.

to scanning biases in the 7

To overcome this difficulty we developed a new method of investigating
the reactions T+ p-—-p:E + p. An optical spark chamber system was de-
signed to detect both the 7 and no, through the decay of 1r°-.-y + «v; no longer
is it necessary to detect the recoil proton. However, a different type of
problem, again agsociated with small-t values, may occur.

In this method the four -momentum of the 7 and the angles of the two
photons are measured. To reconstruct the recoil four-momentum and the
two photon energies at all one must assume that the recoil system is, in
fact, a proton and that the two photons do, in fact, come from the decay
WO-»')/ + v, and even then two solutions for the unmeasured variables resuit
because of the identical nature of the two photons; this is the so-called 7°

ambiguity.



In order for us to observe a ni and two photons and yet mistakenly label
the recoil particle as a proton or mistakenly assume the photons come from
one 7r0 decay, additional particles must have been produced; for example
the recoil system might have been a A+ (1238). Our solution is to detect
these additional particles with high efficiency either in the spark chambers
or in an extensive veto counter system, both sensitive to charged particles
and photons. We then veto these events either optically from extra spark
chamber tracks or electronically. In addition, we provided spark chambers
to detect the recoil proton when it was able to penetrate the hydrogen target
and support structure. For [t[ >.08 (GeV/c)zthe proton was always ob-
served.

This proton measurement also allowed us to resolve the 7° ambiguity.
When the proton was not observed other information was required. In about
half the cases the mere knowledge that the proton was not seen, hence that
|t]<.08 (GeV/c)2 was sufficient. Otherwise we determined the relative

energies of the two photons from the spark chamber data.



CHAPTER I

APPARATUS

A. General Description

The two final states of interest in this experiment, corresponding to the
pi and po, are 1 yyp and 7¥77n. To detect these we built the apparatus
shown in Fig. 2, consisting of eight functionally distinct sections. The beam_
delivered positive or negative charged pions of known momentum to the liquid

hydrogen target. Fast forward secondary charged particles were detected

and momentum analyzed in the charged particle spectrometer consisting of

optical spark chambers T R T3, a large magnet, and scintillation counter

1 T2
hodoscopes CT and RG. Photons were detected by the 1r_°_ detector consisting
of T2, T3, T 4’ and scintillafion counters FG and RG. Protons escaping the

target were detected by the proton spectrometer. The veto system consisting

of scintillation counters TV, DV, and A3 detected most charged particles and
photons which were missed by the above systems. The optics system enabled

us to accurately record the data. The electronics system generated a trigger

if the scintillation counter information met predefined criteria, operated the
spark chambers and camera, and recorded the scintillation counfer information
for later use.

These systems are discussed in detail in the following sections of this

chapter; in the last section the performance of the apparatus is discussed.

B. Beam
Pions, along with electrons, kaons, and muons, were produced by

passing the SLAC 18.0 GeV/c electron beam through a 1 radiation lengih

-8 -
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FIG. 2--Elevation view of the apparatus.




beryllium rod. We accepted particles at an average angle of 1° to the primary
electron beam. The first two stages selected a momentum bite of +0.5%.

The beam was brought to an achromatic focus at the end of the second stage.
Here a small trigger counter (Bl) was placed along with a lead brick collimator
to suppress halo particles. The third stage of the beam carried the beam
forward to a focus at the hydrogen target. A large counter (HD) was positioned
1.5 m upstream of the hydrogen target. Finally, 1.2 m upstream of the target,
we placed a very large veto counter, AIAZ’ with a small hole through which
the beam passed. This counter vetoed all particles which would have missed
the 2 cm diameter hydrogen target. A good beam particle was signalled by

the combination B,. HD. ALA, .

The phase space of the beam was measured with small optical spark
chambers. The beam measuf;'es (FWHM) .45 cm wide by .55 cm high with
an angular phase space of 2.‘0 mrad by' 2.25 mrad.

The electron contamination in the beam was initially large (e ™/ 7 "=50)
but was reduced to <0.1% by the insertion of 2. 0 radiation lengths of lead at
the momentum focus. The ,'.Li contamination in the beam was determined with
a i telescope containing 1.95 m of iron to filter out all hadrons. The con-
tamination for both the v*and 7~ beam was found to be 3.5+ 0.5%. The con-
tamination of K* was easily found as our apparatus detected the decay

* + 1° in the vicinity of the hydrogen target. The K" contamination in

Ki——ﬂr
the 7t beam was .84% .10% and the K~ contamination in the 7~ beam
.25+ . 05%.

The contamination of p and p was not measured. However, the results

obtained for the SLAC 82" bubble chamber ™ beam can be applied to our beam.

- 10 -



Thus, the p contamination to the 7+ bea.m12 was approximately 0.6 £ 0.2%;

the p contamination to the 7~ beam 13 was negligible.

C. Liquid Hydrogen Target

Fig. 3 shows the target structure from the side and in cross section.
The hydrogen cell was made from clear 0.006" thick mylar in the form of a
circular cylinder 50 c¢m long and 2.0 cm in diameter. The cell was enclosed
in an aluminum-mylar vacumn jacket. The downstream end of this structure
was a . 040" aluminum dome. The top and sides of the target enclosure were
made from .040" aluminum. To escape the target and its structure in these
directions a proton required at least 35 MeV kinetic energy ( | t [> .07 (GeV/ c)z).
The bottom of the target structure was made from . 010" mylar; the minimum
kinétic energy required to escape was 20 MeV for a proton, corresponding to -

an event with |t| ~. 035 (GeV/c)z.

D. Charged Particle Spectrometer

The momentum and scattering angle of fast forward charged particles
were determined with a large magnet and spark chambers Tl, Ty, and T3
(see Fig. 2). The SLAC 54" pole diameter magnet was used with the gap
width set to 36" and the vertically bending field set to yield [Bdl = 27 kg-m.

Two spark chambers, Tl and TZ’ detected charged particles before
entry into the magnet. T, contained seven plates 12" by 12". Each plate
was made of two layers of . 001" aluminum foil; we call these thin plates.
The gaps between plates in all chambers were 3/8'" wide. T, consisted of
13 plates, 4' x 4'. The upstream three were thin plates. Each of the down-
stream 10 plates was made from three 1/ 8" x 4' x 4' stainless steel plates

glued together. A rectangular region through the center of each plate was

_.11..
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cut out, then both sides covered with . 001" aluminum foil. Thus, the central
region of these plates formed a thin plate chamber while the outer region
formed a thick plate chamber. These rectangular holes varied smoothly in
size from 9.5" wide by 17.4" high for the upstream plate to 10. 9" by 19. 9"
for the downstream plate. Mylar patches were used to deaden T 1 and T2

to beam particles. This technique was moderately successful.

Charged particles exiting the magnet were detected in the first seven
plates of T3 which were 4' x 6' thin plates. Mylar patches deadened these
plates to the beam.

The number of charged particles upstream of the magnet was counted by
a 16 element scintillation counter hodoscope CT shown in Fig. 4. Charged
particles downstream of the magnet were detected by a second hodoscope BG,

placed between T, and T,. About 20% of these charged hadrons interacted

3

in the downstream 10 thick plates of T, and fired additional RG counters.

3
The RG hodoscope is also shown in Fig. 4.
E. 7° Detector

7° mesons were detected by converting the two photoné from their decay
in thick plate spark chambers. In about 70% of our events both photons
passed through the inner thin plate sections of TZ’ through the magnet,
through the first seven (thin) plates of T3, and into the thick plate sections

of T, and T 4 T, contained 10 thick plates made by laminating a . 10" sheet

3 3
of lead between two . 13" thick aluminum sheets; these units were 4' wide by
6' high, and each plate totaled .52 radiation lengths of matter. T 4 consisted
of 17 thick plates identical in construction to the thick plates of T3. Between
T3 and T 4 Ve placed a 1" thick stainless_steel plate and the scintillation

counter hodoscope RG. The total amount of matter in this system was 15.4
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radiation lengths. The RG counters detected charged particles and photons,
via their showers. |

Since the typical p* event had one charged particle and two electromagnetic
showers in T3/T 40 We made extensive efforts to insure high multi-track chamber
efficiency. The lamination process, described in the previous paragiaph, was
de\}eloped to produce flat, smooth plates; this was desirable, we thought, to
prevent spurious sparks from robbing good ‘sparks. We produced smobth
plates, but with occasional bows of as much as .050". This did not noticeably
degrade the performance of the chamber. To'insure that there was ample
electrical energy available we used very large electrical capacitors and very
high voltages. Each chamber divided into pairs of electrically independent
gaps. Each pair of gaps was equipped with 20, 000 pfd of capacity and operated
at about 15,000 volts. The total electrical energy stored for each chamber was
18 joules. |

Photons at larger angles to the beam were detected in the steel sections
of T,. As discussed in Section D of this chapter, the downstream 10 plates of

2

T, were 3/8" stainless steel (5.3 radiation length total) with rectangular holes

2

through the middle. Behind the steel section of T, we positioned a scintillation

2
counter hodoscope FG, shown in detail in Fig. 4.

F. Proton Spectrometer

This system consisted of two spark chambers placed beneath the target;
as mentioned in Section C, protons from events with [t |2 .04 (GeV/ c)2 and
heading downwards were able to escape the target and its associated struc-
ture. The seven thin plates of R1 (Fig. 2) and the upper seven thin plates of

R2 measured the proton recoil angle. The lower 24 plates of R2 were made
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of aluminum sheet enclosed on both sides with aluminum foil. Thig could, in
principle, provide a measure of the proton's momentum through its range; in

this experiment only the protor angle measurement was used.

G. Veto Counters

As mentioned in Chapter I an extensive veto system was of crucial im-
portance to suppress contaminations. Surrounding the hydrogen target on the
three sides not covered by the proton spectrometer were placed four-layer
lead-~scintillator sandwich counters (TV in Fig. 2). These units are shown
in detail in Fig. 5. Between the target and the inner TV counter we placed
0.050" of lead in addition to the .16" of aluminum in the TV and target

| structure to suppress accidental vetoes from knock-on electrons coming
from the hydrogen target. Approximately 37 MeV of kinetic energy was re-
quired for a proton to reach fnd fire a TV. Thus, events with |t[ 2 .07
(GeV/e)2 were either vetoed or seen in the proton spectrometer.

Downstream of the target we placed a second veto system named the
DV. This consisted of two layers of scintillator separated by lead and
aluminum, totalling 2.4 radiation lengths. This unit is shown in detail in
Fig. 6. An inner rectangular hole about 7" by 10" allowed charged particles
to pass through while a larger hole in the ke a.d—aluminum layer and in the
downstream counter plane allowed photons to proceed to the thick plate of
T3/T 4 and to the thick plate sections of T,,.

Finally, we placed a small counter (A3 in Fig. 2) in the beam 1.0 meter
downstream of the hydrogen target. A good pi or p¢ event had no count in

A3.
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H. Optics

The spark chambers were viewed directly by a 70 mm camera positioned
70" from the magnet and with a demagnification of 75. To obtain the third
(depth) dimension each chamber was equipped with a stereo mirror view.

Fiducial marks (zenon flash tubes) were placed at the four corners of
the magnet and were flashed for every picture. They were measured for
every frame and defined the origin, tilt angle of the film in the camera, and
magnification. Numerous other flashing fiducials were spread about but
never used in the data analysis. In addition, each chamber was equipped with
so-called dc [iducials which were turned on at the beginning of each roll for
g few frames. These fiducials supplied a check of the mirror constants; no
changes in the mirror orientation from the survey values were found except
for a élight displacement of the 'I‘l mirror. |

Pictures of straight through beam tracks allowed a check of any syste-

matic shift of a chamber mirror; a small (=1 mm) shift in the T, origin was

1
found and corrected.

I Electronics System

The electronics system served many functions: The number of beam
particles incident on the target was counted; an event trigger was generated
when the scintiilation counter information matched a preset "trigger" pattern;
and data was sent to the data box to be recorded on film and to an on-line
PDP-8 for diagnostic use.

As discussed in Section B of this chapter, a good beam particle was de-
fined by the combination B, - HD- (_AIK;) ; that is, a count from the B, and HD

counters in coincidence and no count from the hole-veto counter AlAz'
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The information from the CT hodoscope (see Section D) was used to de-
termine the multiplicity of charged particles upstream of the magnet. The
technique used is illustrated in the logical diagram of Fig. 7. The signals
from the 16 CT counters were sent to discriminators producing standardized
-0.7 volt 12 nsec wide pulses. All the CT pulses were combined in an OR
circuit and the resultant pulse, clipped to 7 nsec width by a discriminator,
was used to select the interior 7 nsec of the 12 nsec CT pulses; this technique
eliminated time jitter differences between CT counters.

The strobed pulses were then added in linear mixers; the height of the
output pulse was directly proportional to the number of counters firing. A
-window discriminator selected signals with pulse height in a given range.
For p* runs we used CT = 1 and for p° runs CT = 2.

The RG and FG counter information was treated in a similar fashion to
the CT. The multiplicity wa; determined with the same design circuit. For
our p* data, we required (RG + FG) 2 2 and RG 2 1, and for the p° data,
RG 2 2, FG= 0.

The veto information from the TV, DV, and A3 counters was combined
with OR circuits. A master coincidence was finally formed with all the
above information input. For the p* we required a beam particle upstream
of the magnet, one and only one count from the CT (i.e., one 1r*), at least
one count from the RG counter (i.e., at least one 7* downstream of the magnet),
and at least one additional count from the RG or from the FG hodoscopes (at

least one photon), and no veto firing. Symbolically, our trigger is written

as (Bl-HD-(KIKZ)) *(CT=1) (RG21) - (RG+FG 2 2)  (TV+DV+A,).
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For the po we required two charged particles upstream and two charged
particles downstream of the magnet and no particlés in the thick plate section

of T,. Symbolically this reads (Bl-HD-A?Kz) - (CT=2) * (RG 2 2)-

(TV+DV+ A3 + FQ).

Once the trigger condition was met, a signal was sent to trigger the
spark chambers. Also, the state of all of the counters was recorded via a
latch system. This information was sent to the data box and to an on-line
PDP-8. A counter that had fired was indicated on the data box - and on film -
by a neon light. The roll and frame number was also displayed on the data
box both with nixie tubes and with neon lights in BCD code.
| We monitored accidental vetoes by forming B . V ey Where Bis the beam
signal and Vdel means the veto signal out of time (delayed). This loss averaged

around 8% and was corrected.for roll by roll.

J.  Performance of the Apparatus

All counters were checked on cosmic rays before installation. The
efficiency was invariably high. We use 100ig% as the trigger counter efficiency.
No anomalous effects in the data associated with an inefficient trigger counter
were found.

The veto counters were also highly efficient on cosmic rays. In the
experiment they were in regions populated by many low energy particles; thus
it is not clear lwhat to give for an efficiency. Inefficiencies in those counters

will only result in more background pictures.
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The spark chamber efficiency is a complicated function as it may depend
on many variables. On single charged tracks the chambers are known to
be = 100% efficient. To gain information about the chamber performance in
the actual experimental condition we studied, for charged tracks, the distri-
bution of the number of sparks measured per track. Chamber inefficiency
losses occur When a track has too few sparks to be measured. For TZ’ T3,
Rl’ and R2’ the requirement was three or more to be measured; for Tz we
only required two or more. By this method we found our apparatus efficiency
to detect a charged track was 100 i(l)%.

The previous technigue is not a useful way to determine the photon de-
tection efficiency, for the dominant problem is one of finding the photons on a
scan. We have no way, in this experiment, of calibrating absolutely the chamber
photon detection efficiency. However, by studying the decays of the k¥ mesons
in the beam we are able to determine the relative chamber, scanning‘, and
measuring efficiency as a function of photon energy. This will be discussed in
the next chapter. To summarize, we find no change in the T3/T 4 Chamber
efficiencies over the photon energy range 200 MeV < Ey <13 GeV. As the

chamber detection efficiency should be very high for E,, = 13 GeV (showers

Y
here typically have > 20 sparks) we will assume the chamber detection effi-

: +
ciency to detect both photons is 100_2%.
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CHAPTER III
DATA REDUCTION AND EVENT SELECTION

A. Introduction

Our data consists of 66 rolls (3400 pictures/roll) of p+ target full, nine
p+ target empty, 65 p target full, 10 p target empty, 6 1/2 o target full,
and one po target empty roll. We also have gome 8.0 GeV/c data but have
not been able to analyze it because of poor beam quality and high backgrounds.

All the rolls were scanned and candidates for events sent to the meas-~
uring table; here the event was rescanned and, if still a potential good event,
measured. Next, the real space positions of tracks were reconstructed from
the film measurements. Our data contains four known types of events: elas-
tic events, K© decay events, pi- events, and po events. Methods to identify
each type of event were develgped. In the pi= case, this included a special
scan of all the events to determine the relative photon energy; as explained
in Chapter I, this was needed to resolve the 7 ambiguity. The final results
of this process were three sets of events, p+, po, and p“. Finally, the effi-
ciency of this process, and of each substep, to find good events was deter-
mined.
B. Scanning

The film was first scanned by the SLAC Hummingbird flying spot digi-
tizer which decoded the data box; the trigger counter information and the
roll and frame number were obtained., Next, scanners of the SLAC CDA
group examined the film; briefly they recorded the following information:

1. NRN

For the p-t data the number of rear neutrals in '1‘3/ T, was recorded.
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A rear reutral was defined as a shower-like track‘beginning in the thick
plate regions of T, or in the first or second gap of T 4 which pointed in a
general way toward the target in both the direct and stereo views.
2. NRPI
For p'h and p0 data, the number of rear pions (charged tracks) was
recorded. A rear pion consisted of three or more sparks laying on a straight
line in the thin plates of T3 which pointed generally toward the target in the
stereo view (the magnet bends vertically) and made an angle to the nominal
beam line (i.e., to the horizontal) of not more than 45°.
3. NFPI
The number of front pions was recorded. A front pion was defined
as a track in both ’I‘1 (two or more sparks) and in T2 (three or more sparks
with at least one in the first three gaps) which formed a straight line in the
direct view pointing toward the hydrogen target.
4. NFN
For the pi data, the number of front neutrals was recorded. The
scanners were requested to look for a front neutral only if a FG trigger
counter had fired; as discussed later this was a mistake. A front neutral
was a shower-like track appearing in the thick plate section of T, (i.e., not
in the first three gaps) which pointed in the general direction of the target
in both direct and stereo views.
5. NPRO
The number of proton tracks in R, and R, was recorded. While
fairly broad classifications were used, we included in later analysis only
those tracks appearing in both R, and R2 pointing toward the target in the

direct view.
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The efficiency of the scan will be discussed at the end of this chapter.
C. Measuring

Potential events were sent to the measure table. The scan was veri-

fied by the measurer and the event measured on the SLAC NRI system.

For the p-h data, we normally chose as p candidates, events with two,

and only two, neutrals (NRN + NFN = 2) and with at least one charged part-
icle in Tl’ Tz’ and T3; this is in the spirit of the optical veto as discussed
in Chapter I. However, we measured events with two or more neutrals for
about 15 rolls of data. By selecting K* events in this sample {(a 3-C fit) we "
were able to determine the event loss (accidental veto rate) when restricting
. ourselves to two neutral events; this will be discussed in detail in the next
chapter.

For the p0 data, we measured all events with two or more charged
particles both upstream and downstream of the magnet. By using the CT
counter information we were able to throw out, with excellent ( ~10 nsec)
time resolution, accidental tracks.

- The measurers were asked to measure all the visible sparks on charged
tracks, in both direct and stereo views, and three points, including the initial‘
spark, along a neutral track (by using the first spark measurement we veri-
fied the neutral track did indeed start in the thick plate section of T, or T3/ T 4).

The four main fiducials were also measured.

D. Geometrical Reconstruction

The measurement data and data box information were sent to the com-
puter program LOCUS which performed the following tasks:
1. The fiducial measurements, established the relation between the

real space and film coordinates. Using the known mirror positions the
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real space three dimensional coordinates were reconstructed from the NRI
measurements of tracks. l

2., Tracks in 'I‘1 and T2 were matched together by fitting straight lines
simultaneously in direct and stereo views. The XZ distribution from these
fits indicated a measuring and reconstruction accuracy per spark of 0.75 mm
in real space.

3. The CT counter information was used to discard TlTZ tracks not
passing through an active counter.

4. Remaining TlTZ tracks were extrapolated through the magnet in
the stereo view (the magnet bends in the vertical) and matched with T3
charged tracks. The direct view information was then used to determine the
track's momentum. The momentum resolution of our system for a track with
momentum P is (FWHM) § P/P = 4% x P/(15.0 GeV/c). This number has
been checked on 8.0 and 15.0 GeV/c beam tracks.

E. Selection of Elastic Events

The presence of elastic events in our p‘h data is seen as a sharp peak
around i5.0 GeV/c in the Tl'—h momentum spectra. We remove elastic events
by applying the ©° momentum cut of 14.1 GeV/c; this removes no pt events.
The presence of elastics may seem a bit strange as our trigger requires two
or more counters downstream of the magnet and we require two neutral tracks
to be seen on the scan. Elastically scattered pions frequently fire two RG
counters by interacting in the thick plates of T3; and accidental tracks
and/or products from the thick plate interactions are occasionally perceived

as neutrals,

F. Selection of K-k Events

+
Our beam contained a small K meson component. Our apparatus
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accepted with high efficiency the K* decays in the region of the hydrogen
target. We have about 2000 K+ decays and 800 K~ decays. These K e‘}ents
have many uses, as we shall find, and must also be removed as a contamina -
tion to our pj" events. We identify K events by the following procedure: the
beam and charged pion four-momentum are known, hence we can reconstruct
the missing mass which should be that of a z°. Actually, we do a least-
squares fitting procedure assuming the missing particle is a ° (a 1-C fit),
Potential K's are selected by a xz cut. The n° must be .coplanar with
the observed two photon plane: we make a coplanarity cut., Next we recon-
struct the energies of the two photons. This process is straightforward
‘and rather similar to the methods used to select pi events when the recoil
proton is seen.

Fairly broad cuts are made when rejecting K ewents from our p data.
When selecting K events for giagnostic purposes we use tighter cuts and,
usually, restrict the decay region to the {arget area.

G. Selection of po Events

Our p° trigger selects events 7 p — 7 1X°. We measure the beam 7~
and the final state 1r+ and © four-momentum and consequently can determine
the four-momentum of the X° system. The X° mass distribution is shown in
Fig. 8a. The neutron peak is seen strongly with a long high mass tail with
no clear structure. In particular no sign of the A°(1238) nucleon resonance is
seen; however, the mass resolution is inadequate to rule out the presence of a
a° signal completely. We have tried to enhance any A° signal by selecting
events with a 7 7 mass in the p band 665 < m__ <865 MeV. Figure 8b shows
this distribution. Again there is no A° seen.

Our Monte Carlo simulations indicate that the neutron mass distribution
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should be symmetric. We have used the low mass side of the neutron peak
to subtract off the high mass side of the peak; again no A° signal is seen. l
Finally we have restricted our data to symmetric T decays where our
missing mass resolution is sharpest and find no A° signal. We estimate
our A® contamination to the p° data to be 5 £ 5%.

'This result is reasonable even though the p°A° cross section is larger
than the pon cross section. 14 Even at t ~ tmin the A° appears with about
50 MeV kinetic energy added to the Q value for the decay of about 160 MeV.
The decay state is 2/3 a°n and 1/3 7 p; our veto system is sensitive to both
of these. Thus, we would expect to veto (and evidently do) A° events with
high efficiency.

Next we select a1 events with the X° mass cut. The X° mass reso-
lution is a function of the 1r+1r‘ decay; for symmetric decays we choose events
with the X° mass within 300 MeV of the nominal neutron mass while for
asymmetric decays we take events within 600 MeV of the neutron. These
points correspond to a three standard deviation cut.

The po meson is clearly seen in the 7r+7r_n mass distribution (Fig. 9).
We select p0 events in the range 665 < mm_i 865 MeV; 817 events in the
region 0°< It1 < 1.0 (GeV/c)2 were found.

H. Selection of High-t o~ Events

The high-t o* region is defined by |t| > .08 (GeV/c)>. In this region
+
the recoit proton from good 7ri pP—T 1r°p events must be visible in Rl and

R. or have been detected in the TV veto counters. Events with protons

2
were kinematically analyzed with a program which shall be referred to as
PROE. PROE selected visible proton events fitting the above reaction in

the following way:
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Only two neutral events were considered; the loss of good events
due to accidental picture vetos will be determined in the next
chapter.

There must be one and only one " track passing through a firing
or trigger counter.

There must be at least one recoil track.

All tracks must pass the fiducial cuts (See Section G).

K™ and elastic events are rejected (Sections F and G).

The distance of closest approach between the T and p is computed;
Fig. 10a shows this distribution and our good vertex cut.

The inbexlaction vertex must fall within the hydrogen target volume.
Fig. 10b shows the vertex distribution along the beam and the tar-
get cut. Fig. 10c shows the transverse distance distribution and
cut.

Four-momentum conservation is used to compute the recoil and
each photon's momenta. The invariant photon-photon mass squared
m,w2 , is calculated and a 7° mags cut made; Fig. 10e shows this.
The recoil mass squared, ml_:2 , is also calculated and a proton mass

cut made as shown in Fig. 10d.

All high-t events must pass PROE. In addition we eliminated from our

final sample events with one neutral in T3 and one neutral in Tz‘ This was
because of our belated realization that the low energy photons typical in T,
did not necessarily fire the FG counters; our T2 neutral scan was conditioned
on a FG firing. Once we had decided not to use this data, we rejected all
events with a FG firing. This, of course, will cause a slight accidental loss

of good events which we shall determine in the next chapter.
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Our final sample contained 146 15.0 GeV/c p= high-t events and 144 15.0
GeV/cp hign-t events.

I. Selection of Low-t pi Events

The low-t region is defined by itl < 0.08 (GeV/c)z. For 1t! £ 0.03 (GreV/c)2
no protons are seen while for 0.03 < |t] <0.08 (GreV/c:)2 about 20% of the events
will have protons. We are not able to separate the proton and no-proton region
because of limited azimuthal angle resolution in this region; if there is a
proton seen we use PROE, described in Section H, to select events. If no
proton is seen we use a second program, NOPROE, to select events. However,
before NOPROE can be used we must concern ourselves with the 7° ambiguity
present when the proton is not cbserved.

In order for NOPROE to determine the unmeasured variables when the
proton is not seen it must agsume the recoil system is a proton and the two
photons come from the decay of a #°; and it must know how to match the part-
icles in the hypothesis with the tracks observed in the experiment. Additional
information must be supplied to tell it which gamma goes with which neutral
track. Depending on the assignment made, it can obtain two kinematically
different solutions; in 45% of the cases one or the other solution can be rejected
because it has iti>0.08 (GeV/ c:)2 which is not allowed since We have seen no recoil
track. In the other 55% we determine which photon hé.s the higher energy
and so resolve the ambiguity.

All two neutral events were returned to the scan table. Three methods
of relative energy determination were investigated: the number of sparks
in each shower was counted; the length of each shower was measured (and if
it went out the back of the chamber); a subjective estimate based on shower

opening angle and spark brightness was made. All methods yielded similar
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results. The method used for the balance of the data follows:

1. If both tracks stopped in the chamber the longer was assigned the

higher energy.

2. If neither stopped in the chamber, the scanner's subjective estimate

was used.

3. If only one stopped in the chamber it was considered the less ener~

getic.

We are able to calibrate this method using the K decay events. In Fig. 11a
we plot the energy discrimination accuracy as a function cos 9;0 where 9;0 is
the 1° decay angle in the 1° rest system. In Fig. 11b the ordinate is the photon
energy difference.

We have made studies using Monte Carlo techniques to investigate the
effects of the 7r° ambiguity on the physics variable for this experiment, t, m_
cos ©%, and cbz ; we have found no systematic effects but a loss of resolution
in these variables. In these studies we always used t to resolve the 1° ambi-
guity if possible; otherwise we used various models for the energy discrim-~
ination scan. We have also included measuring errors and momentum errors
in our simulation. Fig.12 shows the results. The curves labelied (a) are com-
puted assuming the scanner always makes the correct choice; in the high-t
region, where there is no ambiguity, this is appropriate. The curves (b}
assume the scanner always makes the wrong choice and are the worst case.
The curves (c) simulate the real scanner.

Once the energy discrimination scan is available the program NOPROE
is used on no-proton events to sblve for the proton four-momentum and the
two photon energies.

We then select low-t wi wop events as follows:
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There must be two and only two neutral tracks; they must pass the
fiducial cuts.

There must be exactly one ':r:h track present; it must pass the fidu-
cial cut.

K decay and elastic events are rejected.

If there ig a track in R1 and R2. which makes a good vertex with the
":s: the event must belong to the channel wip_.qri-:rop as determined by
PROE; if it passes PROE with it| <0.08 (Gev/c)2 it is a good proton~
visible low-t event (of course events passing PROE with 1ti> 0.08
(GeV/ c)2 are high-t events). If the event fails PROE it is rejected;
accidental picture veto losses will be determined in the next chapter.
If there is no good-vertex proton we require that the 7 must intercept
the hydrogen target at a point also intercepted by the beam (taking

account of measuring uncertainties). The resultant vertex must lie

in the target.

Events surviving these steps are called good low-{ 1:rh 'n'op events. Fig. 13

+ -
shows the 7 7 and T T mass distribution of the low-t and high-t events. The
p meson in each case is very clearly seen. The K" mesons have been sub-

- ' +
tracted in these plots. A vestige of the K can be seen in the p+ data; we are

subtracting about 1400 K" events so it is not surprising that a few remain.

We select our final p+ and p- samples by combining the low-t and high-t

events and making the mass cut 665 < m < 865 MeV, We have finally 811 p+

events and 778 p- events.

Data Reduction and Event Selection Efficiency

The procedures described in this chapter were designed to detect, pro-

cess, and finally produce all good p events for analysis. However, events
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FIG. 13--The 1r+1r° and 7 7° invariant mass distribution for the

reaction ntp — 7570p.
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were occasionally lost, either in the scanning and measuring step or by
subsequent failure to pass the various cuts.

We considered several ways to deal with this problem. We could have
put all our film through the process again and again until all events were

found, but this approach was considered impractical. Instead we chose to

reprocess a sample of the data and, by comparison with the initial pass, at- .

tempt to understand our efficiency function. We sent through the data .anal-
ysis system for the second time eight rolls of p , eight rolls of p~, and
one half each of two different roils of po.

It is important to understand any correlations between the data analysis
process efficiency and the physics variable of the experiment; we may, for
example, expect a logs for p:t events when cos 9p~ 1 for this corresponds
to low energy photons which may be more difficuit for the scanner to detect.
Or, we may expect a loss of events in the high-t region because a vigible
proton must be measured.

Let P denote the original pass and P2 the extra pass. Let the data be

1
divided into N, kinematical regions such that within the ith region there

k
is a uniform efficiency ei per pass to detect an event; for example, we may
divide the data into low-t and high-t regions and further subdivide the data
by photon energy. Within each region we must make the statistical as-~
sumption that each event has an equal chance of being detected by the data
analysis process.
Let Ni be the number of events in the ith region detected on P1 and

N“; the number detected on the second pass, and Nllz the number detected

on both passes. The best estimate of the efficiency from this data is
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N
with statistical error

o =\/ei(?--s")(1—ef)

<V

The po data was analyzed in this way. No systematic biases were

found and we obtained the efficiency for the data analysis step of

DA _
€ = .77+ .05

T

We have divided our pi data into low-t and high-t regions and into low
photon energy and high photon energy regions. We have also looked for
inefficiencies associated with proximity of the spark chamber tracks to
the beam areas which were deadened with mylar pziches which sometimes
flared. The only effect discovered is a low-t /high-t difference, We thus
give our results in terms of a data analysis efficiency to detect a 7 and two

DA

photons, € ?‘ﬁ‘}" and an efficiency to detect a proton, Ep . We find, com-

bining the p* and p_ data, which within statistics are identical, that

DA _
Cpuy = T3 .02
EI]))A = .84+ .05

We have determined the loss rate within each substep of the data anal-
ysis procedure and find, for the low-t data:
1. Scanning: ~12% of the good events are lost here.

2. Measuring: ~4% of the good events are lost here.
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3. Geometrical reconstruction: =~ 6% lost here; this step catches most
measurer errors. |
4, Event selection: ~4% lost here; this step is sensitive to measurer
aucﬁracy.
Finally, we emphasize these efficiencies are for the data analysis step
only and do not include apparatus inefficiencies. We have argued in the
last chapter that the apparatus efficiency to detect charged particles is
high, consistent with 100%. We have just concluded that the data analysis
efficiency is uniform in the photon energy. By using the K* decay events
we can investigate the combined apparatus and data analysis detection
“efficiency. We have simulated K* events, including the apparatus accept-
ance assuming 100% photon acceptance in T3/ T & these events have been
binned according to the energy of the softer photon. The data has also been
binned and a ratio of the data to prediction formed. Fig. 14 shows the result.
The normalization is arbitrary, but no loss in efficiency is seen for low

photon energy.
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CHAPTER IV

EXTRACTION OF p CROSS SECTIONS AND DENSITY MATRICES

A. Introduction

In this chapter the extraction of the cross sections and densily matrix
elements from our raw p+, po, and p data is discussed. Using a maximum
likelihood method we fit for dN/dt, the unnormalized cross section, and
pmm' , the density matrix elements, taking into account the acceptance of
the apparatus. dN/dt is corrected for known losses. Non-p 77w backgrounds
are subtracted. Estimates of contaminations from other channels are made
and appropriate suiatra.ctions performed. The p cross sections and density

matrix elements are presented and the systematic errors are estimated.

B. Extraction of dN/dt and pnI:m'

Our raw data consists of events selected by methods described in the
previous chapter and with the cut 665 < Mmr < 865 MeV. If the apparatus
detection efficiency is perfect, dN/dt is extracted by counting the number
of events in a t bin, and Pram' by studying the =7 rest frame angular dis-
tribution. However, when the detection efficiency is finite and a function
of the physics variables of the experiment, the problem is more difficult
and, in the extreme case of zero detection efficiency in some regions
(generally the case in practical experiments), one must make assumptions
about the underlying angular distributions to proceed at all.

We assume only £ = 0 and £ = 1 partial waves are present in the T
apgular distributions. This provides a completely adequate description
of our data; a high statistics 15.0 GeV/c po experiment has also found this

15

to be true We also assume parity conservation which in any ar rest
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frame coordinate system with the y-axis perpendicular to the p scattering

16 m-m'

plane takes the form Pm' = (-1 p_ ,» Under this assumption

m, -m

the most general ar angular distribution is:
1 3 2 3 1 2
{ * % I i . — * — * -
W(cos Gp, .':pp) pp [2 sin ep + 5 (poo + 3P B)(3 cos © o 1)

. 2
-3/2 : O* * _ i * *
3 Re pwsm 2 pcos cpp 3p1, -1 sin epcos ZCPp

+2\/:_3—Re Pog CO8 e; -2./(:T Re Pig sin O; cos CP;] (4.1)

We have not, as of yet, specified the orientation of the z-axis within the
p scattering plane. The helicity frame orientates the z-axis opposite to the
recoil nucleon direction as viewed in the 77 rest frame. The Gottfried-Jackson
frame is specified with the z-axis in the direction of the beam as viewed
m the 77 rest frame; this frame is popular when a 7 is excha.nged”. Here,
though, the helicity frame is more appropriate and will be used exclusively.
The density matrix is a matrix of probability. In Eq. (4.1) the normali-

zation
Poo * 2Pyt P =1 (4.2)

has been used. We shall ultimately subtracf Py and renormalize for our
study of the p meson. Notice that we do not determine Py from the w7
angular distribution but only the combination Py T -;—ps. Section D of this
chapter will deal with the determination of Py Also, we do not measure

Im P1o° Imp ., and Im P51 because of parity invariance.

s0
The actual technique used to estimate dN/dt and Pmm! follows:
We first place our data, with the mass cut 665 < Mmr < 865 MeV, in bins

*
in t. Within a t-bin of width At, we subdivide the data into bins in cos Op
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and ¢* such that nii:j is the number of observed events in the ith cos 9"; and

b o
bin,
I 9 P )
We now make a prediction Nij for this bin, Let D(M_) represent a
Breit~-Wigner mass distribution and e(t, Mmr, €os 8;, (p;) the apparatus

detection efficiency. Then

865
& k;
— ) At D dM 4k d(cos ©%)dg* W{cos O* p®)e(t, M, cos 6% ,p*
‘(dt .465 M, dM o At 4 p)dcpp ( pcpp)( - pcpp)r
& - Bin
1} 865
| S vor pam

665

We then minimize -fn L with respect to dN/dt and p____,, where the like-

lihood function is defined as

t
it
Legg H—e 4 |
T 1
ij nij'

The errors in dN/dt andlpmm, are defined as the increment necessary to
increase -nL by 0.5 while maintaining a minimum in all other variables.
The acceptance function € (t, M'mr' cos 9“;), fP’;)) has been calculated
with a Monte Carlo program which determines if a specified event is de-
tected by the apparatus and then integrates over the interaction vertex
location, the production azimuthal angle, and the ° decay. We show in
Fig. 15a and Fig 15b the calculated p=t acceptance as a function of cosre“’)‘
and CP; with Mmr =765 MeV and t = -. 01 (GeV/c)z. Also, we show in Fig.
15¢ and Fig. 15d the dependence of € on t and Mmr assuming an isotropic
decay distribution (pOO + %ps = %). The most significant feature is the
decreasing acceptance as cos 9; —+1, This limit corresponds to asymmet-
ric p decays; the low acceptance results from high energy 7 mesons being
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lost in the deadened beam areas of the-spark chambers, low energy T mesons being
swept 9ut by the magnet, and photons from a low energy © mijssing the
chambers.

In Fig. 16 the modification of an underlying angular distribution by our
acceptance function is illustrated for low-t p+ data. The curve is the under-
lying distribution; the observed events are histogramed.

C. Correction for Experimental Event Logses

In this section all known possible sources of event losses are tabulated.
1. Events Vetoed by Knock-on Electrons.

Here we are concerned only with the case of a knock-on electron
from a charged particle associated with the event in question firing a veto.
Purely accidental vetoes, no matter what the source, are dealt with in item
(3). Moving perpendicular to the beam line a knock-on electron had to pene-
trate 1 cm of hydrogen (on the average), .15" of aluminum, .05" of lead,
and exceed the counter threshold to fire a TV. Of course, higher energy
knock-ons do not move perpendicular to the beam line and so must penetrate
a correspondingly greater thickness. Quantitatively we calculate a negli-
gible probability for such a veto.

2. Neutron Vetoes

This applies to p0 events and refers to vetoes in the TV counters
from the recoil neutron. We have estimated this correction in a simple Wé.y.
but, because of our lack of knowledge of counter thresholds, can not deter-
mine it accurately. Tablel shows the results and the estimated systematic

errors.
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FIG. 16--Comparison of the angular distribution of observed events
(histogrammed) and the underlying distribution obtained
when the apparatus acceptance is removed (solid curve).
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TABLE 1

ESTIMATED po EVENT LOSS FROM NEUTRON VETOES

t _BIN EVENT LOSS
.000 -- .015 7+ 5%
.015 -~ .030 7x5%
.030 -- .045 6 % 5%
.045 -- .060 5+ 4%
.060 -- ,080 4= 4%
.080 -~ .12 3+ 3%
12 -~ .20 2 + 2%
.30 -- .35 1+1%
.35 -- .60 1+1%
.60 --1.0 1+ 1%

3. Accidental Electronic Vetoes
This source. of lost eve-nts was discussed in Section I of Chapter II;
on the average about 8% of our events were lost from accidental vetoes. The
statistical error in this correction is negligible; our estimate of the systematic
uncertainly is + 0.5%.
4, Apparatus Detection Efficiency

This was covered in Section J of Chapter II. We found

+,.00 +
€=1.0h__05 p events

— . 0
t’:‘—l.O_‘02 p events

These errors are our estimate of the systematic uncertainty.
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5. Absorption of Initial and Final State Particles

Here we refer to the loss of events through secondary interactions

Carlo simulations. For each t-bin we used the observed p angular distri-
bution; the path length in the hydrogen target was computed and found to be,
on the average, 25 cm for the beam particle, 14 c¢m for each secondary w,
and 15 em for each photon. We also locked at the loss rate as a function of the
7w decay angles and found, when all secondary particles were included, only
a weak dependence. We thus make only an overall correction as shown in
Table 2; our estimate of the systematic uncertainty is included.
6. Loss of Events by n Decay

To first approximation the decay r-p + v changes only the track
momentum. As Mmr and t depend only weakly on the ﬂ':l: momentum, we suffer
no loss of events in the low-t p:b regions. In the high-t and in the p0 regions a
loss of events will occur because the recoil mass is altered sufficiently to fail

the proton or neutron cut. We have estimated this and find losses of

0 low-t ,oi

+=
12 0.5% high-t p
1+ 0.5% p°

The estimated systematic uncertainty is shown.
7. Data Analysis Efficiency
Chapter IIl was entirely devoted to the data analysis process and

the last section to its efficiency. We found

_ o E
€ DA LT3 £ .02 low-t p
. +
eDA-.Glzb.OS high-t p
= 0
GDA LT+ .05 p
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TABLE 2

APPARATUS ABSORPTION LOSSES

Type of Absorption

Beam in Target

Final State Hadrons in
Target

Photons in Target

Final State Hadrons in
Chambers and Counters

Photons in Chambers and
Counters

Total

Data Point Loss
o 2.5 + 0.5%
o° 2.5 % 0.5%

+
o] 1.5+ 0.3%
o° 3.0 0. 6%
ot 2.6 % 0.5%
(o]

p - ——

+
p 0.5 0.1%
0’ 1.0 £ 0.2%
ot . 5.041.0%
(o]
p ———
ot 11.5 = 2.0%
p° 6.5+ 1.0%
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The errors shown here are statistical. In addition, we estimate
there is an overall systematic uncertainty of 5% in this correction.
8. Picture Veto Loss: Neutrals
We rejected pi events with more fhan two neutral tracks found on
the scan. Occasionally, a good event was accidentally rejected. By using
our sample of events with more than two neutrals and identifying K” mesons
we measured this loss rate to be 8% for pi events with a statistical error
of 3%. We estimate a negligible systematic error,
g9, Picture Veto Loss: =
We rejected pi events with a second charged track in the m spectrom-
meter which survived the CT cut. The accidental veto rate was 1.9 = 0.5%,
with an estimated negligible systematic error.
10. Picture Veto Loss: Recoil
We rejected pi events with a recoil track in R1 and R2 which made
an acceptable vertex with the r track but did not have an acceptable pi fit. The
accidental veto loss as determined from K* decay events was 0.6 = 0.2%,
with an estimated negligible systematic error.
11. Accidental Veto Loss: FG Veto
We ultimately did not use the data with neutrals in Tz. We then rejected
all events with a FG counter firing. This introduces an accidental veto rate
which was found from the K* decay events to be 1.1 * 3% with an estimated
negligible systematic error.
12. Failure to Convert a Photon
In scanning for events we required both photons to convert before the
third gap of T 4 The probability of this is 99.6% and is a neglibible correction.

D. Backgrounds and Contaminations

In this experiment we are concerned with the states pip and pon but
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detect the states ﬂi'irop and 7' 7 n. The existence of a p:b or p° in the inter-
mediate state must be inferred from the #7 invariant mass and from the

77 angular distribution. We term as backgrounds events belonging to the
channel 77N but not having a p in the intermediate state. Also our data

(particularly our low-t p:t) may have contaminations from other (higher

multiplicity) channels which are misidentified as belonging to the channel
raN.

In addition to the two usual sources of information about this problem -
the 77 invariant mass and angular distributions - we have a third way of studying
the low-t pi contaminations. In the high-t region we can use the proton recoil
angle measurement to isolate a sample of high~t contamination events; this
sample can then be extrapolated into the low-t region.

To begin, we consider the 7 mass distributions which are given in
Fig. 9 and Fig. 13; these show clearly dominant p peaks with some flat
background and contaminations. We have {it to these distrbutions, for
various ranges of t, a relativistic Breit-Wigner 18 (Mp =765 MeV,

I“‘0 = 160 MeV) plus a phase space background 19‘. The 71 mass-dependent
acceptance function has been included in this fit agssuming the non-p events
to be in a s~wave. Table 3 lists the results of this fit; the errors shown are
statistical. A typical fit is shown in Fig. 17, in this case, the high-t p+
data. The p+ and p- results are, within statistics, equal; in subsequent
calculations the average will be used.

The 77 mass fits only measure backgrounds and contaminations which
are "'flat" in Mmr relative to the p. A contamination to the low-t pi data
which would exhibit a p mass structure could come, for example, from the

+ + +
channel 7™ + p--p + A where our veto system failed to detect the A+.

~ 54 -



EVENTS / 25 MeV

40 I

20

|0 +— L/

K
[

0 1

| i
15 p* DATA

0.08<1tl < 1.0 (GeV/e)?

| ]

g

N

500 600

700 800

900 1000

2134A20

FIG. 17--Typical M__ spectrum and associated theoretical fit (see text).
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TABLE 3

BACKGROUNDS AND CONTAMINATIONS FROM 7w MASS FITS

(G(_a“;f/clz __l_égt _1_".}3__ _1_53_?
.000 - . 015 12 = 6% 12 + 5% 8+ 5%
.015 - . 030 6 + 4% 7 + 5% 6 = 5%
.030 - .045 9+ 5% 8 + 6% 18 = 6%
.045 - .06 16 = 8% 15 + 8% 15 + 7%
.06 -~.08 18 + 10% 26 + 13% 16 + 8%
.08 ~1.0 10 £ 9% 16 £ 8% 15+ 7%

Thus, we need to study the r7 mass structure of the pLL contaminating events;
fortunately our experimental design enables us to do this.

As previously mentioned, we are able to isolate high-t p:E contaminations.
These are events which our analysis programs determine to be in the high-t
region but which have no observed proton, as they should if they are irom the
channel 1r+1r°p. Either they are contaminations or the proton has been lost
through some inefficiency. We have argued in Chapter II, Section J, that the
spark chamber efficiency is high but in Chapter Il, Section J, found a 16 = 5%
inefficiency in the data analysis process to find a proton. An appropriate
subtraction must be, and has been, made from our high-t contamination
samples.

Figure 18 contains the results. Only a small p signal is seen in the
Mmr distribution. As we are going to eventually argue that the p component
of the contamination is small, we point out now that the remaining p signals
can be fully explained by a 5-10% inefficiency in the TV counters.

We also show in Fig. 18 the t-distribution of the contamination events.
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The dependence is, within statistics, expénential. We have also plotted, in
the low-t region l:!tf <.08 (GeV/ 0)2] , the results from the 7r mass fits.
Notice that the points from these two classes of events seem to fall on the
same curve, suggesting that the two classes may be, in fact, identical. This
would mean that the low-t events samples by the 77 mass fits contain no ap-
preciable backgrounds and that the contamination samples exhibit no appre-
ciable p structure in Mmr’
We have already argued that our data is consistent with the second implication,

that the contaminations exhibit no p structure. But is it also consistent with the
implication that the low-t backgrounds are small? We can gain more information
about this by studying the 7w angular distribution. As discussed in this chapter,
‘Section B, the presence of a s-wave background may maifest itself in non-zero values
of the density matrix elements Re pgo and ReIéI1 which measure the interference
between the s and p-waves. F1g 19 shows these elements.

A clear s-wave background is found in the po data., The p*- data is, on
the other hand, consistent with no low-t background at all. Actually, it would
be somewhat surprising if we did find a very large s-wave term in the p* data.
A simple symmetry argument, based on the Bose statistics of the nw state,
shows that I + J is even where I and J are the isospin and relative angular
momentum of the 77 state. In the po case the s-wave state can have either
1=0 or I=2 while in the ,c>i cases I=0 is prohibited. Since low quantum numbers
are favored we would expect this ;o:b s-wave to be suppressed relative to the
po which is, after all, only ~12%.

We put all these results together and conclude that the 1ri1r° low-t data
has a contamination but no s-wave background, that the contamination has no

appreciable p structure, and that the amount of the contamination can be
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FIG. 19--The s-p wave interference density matrix elements as a function of momentum
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adequately determined from the 7w mass fits. In the high-t pd: data a small
background subtraction, determined from the 77 mass fits, must be made.
A s-wave background subtraction, determined from ry mass fitting,
must also be made to the po data. In addition, in Section G of Chapter II
we identified a 5 + 5% pOAo contaminati on which must be subtracted.
Corrections to the density matrices for these contaminations must also
be made. In all cases, except for the pvo contaminations, we have assumed
the average 7r angular distrbution {o be isotropic. For the pvo contamination
we assumed the same angular distribution as the pon signal; this approximation
is not good for very small t (|t} < mﬂz) but is adequate for our purposes.
Some cautioni is in order for we can not rule out the possibility of a
b—like contamination with a considerably steeper slope than that shown in
Fig. 18. This contamination would be small in the high-t{ region but could
be of quite significant size for low values of t. In faét, the typical particle
production cross sections tend to have slopes of 8-11 (GreV/c)—2 whereas the
slopes of the overall contamination, shown in Fig. 18, are around 5 (GeV/c) _2.
The possible systematic error has been estimated by taking a slope of

12 (GeV/c) '_2; we use the conservative figure of = 15%.

H

E. dofdtandp ',

To compute the cross section we must normalize the experiment. The
beam and electronics used in monitoring the beam were discussed in Chapter
JI. Table 4 lists the {otal beam fluxes after correction for the K, pu, a.nd p
contaminations; the errors shown are [Surely statistical in origin.

The hydrogen target was (50.0 + 0.5) cm long and was operated at an
average pressure of 33.5 = 3 psi corresponding to a2 number density of

2 -
(.405 + ,005) x 10 3cm 3.
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TABLE 4

TOTAL 7 FLLUXES THROUGH THE HYDROGEN TARGET

Data Point Total 7
15 p' (target full) (72.6 % 0.4) x 10°
15 p  (target full) (71.7+ 0.4) x 108
15 p° (target full) (40.2 £ 0.3) x 10°

The target empty corrections in this experiment have turned out to be
small, Within statistics the target empty t-distributions and 77 angular
distribution are the same as the target full and so represent only a normali-
zation correction. Table 5 gives the actual values; the errors shown are

statistical. The systematic uncertainty is small.

TABLE 5

TARGET EMPTY SUBTRACTIONS

Data Point Target Empty Subtractions
150" 6.7 = 2.3%
15p 9.4+ 2,6%
150° 0.6 0.4%

In our ané.lysis we have only included events such that 665 < Mﬂ < 865 MeV.
As a model to estimate the number of p events excluded by this cut, we have
used a | relativistic Breit-Wig’nerlB: 43% are lost. This correction .depends on
which Breit-Wigner form one chooses; we estimate the resulting systematic un-
certainty in the overall normalization to be £15%.
After all the corrections detailed in this chapter, we arrive at the p cross
sections and density matrix elements (in the helicity frame) which are shown

in Fig. 20 and Fig. 21; the errors included only statistical effects. The s-wave
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reactions p —p*p and 7p — p°n.
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subtractions have been made so that the density matrix normalization is

The numerical values for these data are given in Tables 6, 7 and 8.

H

H

Poo ¥ 2Py =1

TABLE 6
—%, pnl;lm, for 1 + p—-—p+ +p at 15.0 GeV/c

@;i,'/c)z %% 1ub'/(c::ev/c)2 p(ﬁ pll;l_l Re plg

.000 - . 015 533 £ 65 .70 = .09 .00 = .04 .00 £ ,04
.015 - . 030 504 + 65 .63 % .08 .07+ .03 .01+ .04
.030 - . 045 526 + 65 .67+ .07 .02+ ,03 .13+ .03
.045 - . 060 320 = 60 .65 12 .11+ .03 .13+ .03
.06 - .08 190 + 40 .38 ,15 .11 ,07 .14 = .06
08 - .12 139 + 35 .25+ 25 .36 10 .08 % .06
.12 - .20 75 + 25 15 .21 17 %, 12 .16 = .07
.20 -.35 40 + 12 .33+ .19 .28 = .11 .16 = .06
.35 - .60 13+ 5 .23 = .40 .15 + .17 .00 £ ,14
.60 -1.0 10+ 3 .00 .25 43 % .14 .00 = .09

Only statistical errors are shown

Density matrix in helicity frame
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TABLE 7

—%?t— , p]I:m, fort +p—p +D at 15.0 GeV/ec
Gev/e? " Hb/GeV/e)’ e Re py
.000 - .015 559 + 70 .78 £ .08 - .03x.02 .08 £ .03
,015 - . 030 515 & 70 .61 .09 .07+ .03 .08 % .03
.030 - .045 383 £ 55 .60+ ,09 LOT+ .04 L11 % .03
.045 - . 060 256 £ 55 .34 £ .20 .21+ .08 .06 .04
.06 - .08 165 + 35 .30+ ,16 .19 % .06 .21:!:’.03
.08 -.12 118 + 27 .05+ .25 .32+ ,10 -.12 % .09
.12 -.20 123 + 32 .26 % .16 .22 % .09 .18 + .04
.20 - .35 29+ 8 .23+ .23 .35 £ .12 .14 = .07
.35 -.60 7+ 3 -.19 % .40 .03+£.18 .08+ .14
.60 -1.00 5+ 4 .25 £ .36 .28 + .30 .12*_.11

Only statistical errors are shown

Density Matrix in helicity frame
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TABLE 8

%’t-. Propy TOTT +D ~p° + 1 at 15.0 GeV/c
LG(lat\}/c)z "%UT wb/(GeV/c)” p-olo{ P 1},1—1 Re p 1%
.000 - .015 595 + 72 .82+ .08 .01%.03 .00+ .03
.015 - ,030 658 + 83 .89 = ,07 ~,01+.03 .05+ .03
.030 - .045 286 + 60 .88 % ,08 -.02x.03 .16 = .05
. 045 - . 060 340 = 65 912,10 .02 .02 .14 = .06
.060 - .080 235:&42;‘" .83+ .11 -.07x,04 .21 £ .03
.08 - .12 125 + 25 .53+ .10 -.02+ ,04 .24 x .05
.12 -.20 75 + 14 .51+ .07 -.03 % .04 .25 = .05
.20 - .35 24+ 5 11 +£.13 .36 .10 .01+.05
.35 -.60 12 3 .06 & .07 256 £ .11 07,07
.60 -1.00 4% 1 -.10+ .20 b2 .12

Only statistical errors are shown

Density matrix in helicity frame
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F. Overall Statistical and Systematic Errors

We plan, ultimately, to use Eq. (1.3) to derive the cross sections
and density matrix elements for the reaction o+ P — p0+ p. As many of the
corrections apply to all three states of the p, the systematic and some over-
all statistical uncertainties will tend fo cancel. It is important to estimate
the correlations in this experiment.

First consider the statistical uncertainties, for example, the target
empty subtractions. The statistical errors in these subtractions are large
because of our limited sample, but uncorrelated since the subtractions are
determined independently for each data point.

Another example is the data analysis inefficiency correction discussed
at the end of Chapter III. Here we assumed the ,o+ and p corrections were
equal and used the average for both points; the p+ and p_ corrections are
completely correlated in this case. Table 9 tabulates the 6verall sfatistical
corrections and the p+/ p correlations. At the bottom we have listed the
total overall statistical corrections and correlations.

Table 10 gives the equivalent list of significant overall systematic errors.
We have estimated some of the pi/ po correlations as 0.5; this is because there
is some similarity but not complete equivalence in the ,oi and po corrections.
For example, we estimate the systematic uncertainty in the acceptance cor-
rections as +5%; the ,e;-:E and p0 corrections are similar in that they both in-
clude the acceptance of a 7 but different in that the pi involves the acceptance
of two photons instead of a 7 as does the po.

At the end of Table 10 we have totalled up the corrections and corre-
lations assuming each type of correction to be independently estimated

(i.e., the errors from different corrections have been added in quadrature).

- 67 -



TABLE 9

OVERALL STATISTICAL ERRORS

Corre- Corre-
lation lation
+ -~ o + *, O
Source p p p 0 /p° p/p
Data Analysis
Efficiency 4% 4% 5% 1.0 0.0
Picture Veto
Losses 3% 3% 0% 1.0 0.0
Normalization 1.7% 1.7% 1.8% 0.0 0.0
Target Empty
Subtraction 2.5% 2.5% 0.4% 0.0 0.0
Total 6% 6% 5% 0.7 0.0
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In Table 10 we have not included the systematic uncertainty in the sub-
traction of the pi contamination, discussed in Section D of this chapter, since
it is not an overall uncertainty but applies only to the low-t pi region. We

estimated this uncertainty to be £15%, and will keep track of it separately.

TABLE 10

OVERALL SYSTEMATIC ERRORS

Corre- Corre-

lation lation
Source o o o o /o 0*/o°
Absorption Losses 2% +2% 1% 1.0 0.5
Neutron Vetoes -- -- +3% - -~
Apparatus Inefficiency 5% 5% 2% 1.0 0.5
Data Analysis Inefficiency 5% 5% 5% 1.0 0.5
Acceptance Correction 5% 5% 5% 1.0 0.5
S-wave Subtraction 5% 5% 5% 1.0 0.5
Normalization 2% 2% 2% 1.0 1.0
Mass Cut Correction £15%  *15%  +15% 1.0 1.0
A% subtraction For p° - — 5% - --

Total 19% 19% 18% 1.0 0.8

- 69 -



CHAPTER V

DISCUSSION OF THE REACTIONS 7~ +p —p~ + p

At the end of Chapter IV we gave the differential cross sections and
density matrix elements for the reactions s P —;pi + p. The basic aim
of this paper is to combine these measurements to study the reaction
° + P _.p° + p. However, in this chapter we briefly discuss these channels
as separate enfities.

Looking at Fig. 20 we see that, as expected from other measurements,
the differential cross section is dominated by a sharp forward peak. Most
of the total channel cross section comes from the range 0< |t| < 0.5 (GeV/ 0)2.
Thus, the total channel cross section U(‘Kip —-pip) is to good approximation

only a measure of the forward peak. We find
cr(1r+p —wf?)-l-p) =509 pub

oT p—p p) =47+ 9pb
The errors include the * 17% overall systematic uncertainty previously
discussed.
In Fig. 22 we plot these total cross section values as a function of P AR’
the total incident laboratory momentum. We also include lower energy
bubble chamber datazo on this plot. We have fit to this data the conventional

equation
_ -n
T=Kpap
We find

n(r p—p p) = 1.80 £ 0.08

n(x p—p p)=1.87+0.15.
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These results are in good agreement with other determinations of this
guantity. 21

Returning to the shape of the forward peaks in Fig. 20, we find that
for [t > 0.03 (G(-)V/c)2 our do/dt's are in fair agreement with a bubble chamber
measurement 10 at 16 GeV/c. And our do/dt's represent reasonable extra-
polationg of lower energy do/dt measurements. But for [t < 0.03 (GeV/ c)2
we must observe that we have not been able to resolve one of the questions
which led us to carry out this experiment. With large errors do/dt (7 p—sp p)
shows a peak as t—0, while do/dt(r p—p' p) is roughly flat as t—0. This

10 at 16 GeV/c.

is in disagreement with the hydrogen bubble chamber results
_The bubble chamber data shows a dip in both differential cross sections as
t —0,

Now, the basic experimental question is whether the bubble chamber ex~
periments have a bias gg_a_t_igsic finding low-t events in the reactions ’IT:!: +p— pi+ p.
This bias could occur in scanning hecause the low-t events have short proton
tracks and may have a small angle between the initial and final charged pion
tracks. There is disagreement between experimentalists as to whether this
bias can be tested for and corrected. The experimenters who carried out
the 16 GeV/c bubble chamber measurement looked for this bias, found it
only in one of the reactions, and corrected for it. On the other hand, the
authors of a paper describing a 6 GeV/c bubble chamber measurement of
these reaction58 believed that there is a significant scanning loss for
1£1<0.1 (GeV/ c)2 events, even at this lower energy where the bias should
be less severe. Therefore, they do not use their data for |t| < 0.1 (Ge'V/c)Z. '

In our experiment we had hoped to resolve this question for we do not

have a bias against low-t events. We do not see the forward dip observed

-T2 -



" in the bubble chamber experiment, but we have the possibility of the low-
est-t bins having an excess of events through contamination by events from
other topo_logies. We have discussed this in detail in the previous chapters;
we do not believe that there could b« wufficient contamination to fji!? in the
dip, but we cannot prove this. Therefore, we regard the question as to
the very small-t behavior of the reactions T+ p—ppﬂ: + p as still dnresolved.
The theoretical prejudice is certainly that a very forward dip should
exist, but it is wrong for an experimentalist to be swayed in his observation

by this consideration.
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CHAPTER VI

THE REACTION 7° + p—p° + p AND CONCLUSIONS

do H o o
A. Calculatmn of =~ at and Pm! form +p—p +Pp

In Chapter I we deduced the following formulae:

do_. O o 1 | do + + do , - - do_ . - o
G (Fp—p P =3 [‘E{(F P—p P + - G{T PP P) g (FP—p n)]

(6.1)
H 1| H Hd - -
Puy dt S (mp—p p)——-[m, at (T'p—p D)+ P up dt (T PP P
H
“Puyat (ﬂ p—p n)] (6.2)

‘Because of various correlations some care in the propagation of errors
through these formulae must be exercised. We have already touched on

the subject of correlations infthe systematic errors (Section F, Chapter IV).
Because of the loss of acceptance when cos 9;—~:t 1 there are also corre~
?;; . In particular, pI(;IO
and %GE— are strongly correlated. These correlations are known and have

lations in the statistical errors on p H , and

been gystematically used in the error propagation.
By dividing Eq. (6.2) by Eq. (6.1) the density matrix elements for
T+ pP— po + p are obtained, It is advantageous to do this as the systematic

errors on d

d_c: , strongly correlated between the three reactions, tend to

cancel. In fact, the systematic errors on pnlim, (1r°p —.pop) turn out to be

rather small and will be neglected; on the other hand, the systematic errors
do

on 3 (1r°p - pop) are large and may not be neglected.

d(T
The values obtained for ~—- (1r P—p p) are given in Table1l along with

the estimated systematic errors. We have quoted two systematic errors,
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TABLE 11

—?%;—And Errors for m° + p...po +p At 15.0 GeV/c

t %%— Overall Systematic Low-~t Systematic
(GeV/c)> [yb/(GeV/c)?'] * [,ub/(GeV/c]z [,ub/(GeV/c)z]
.000 - .015 249 £ 60 . 50 90
.015 - .30 181 & 65 50 90
.030 - . 045 312 + 55 40 75
.045 - . 060 118 & 55 30 45
.06 - .08 60 + 35 16 30
.08 - .12 66 = 25 12
.12 - .20 61 + 22 10
.20 - .35 23 + 8 3
.35 - .60 43 1

.60 -~ 1.00 5+ 3 1

*The errors in this column are statistical
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an overall systematic error and a low-t systematic associated with the un-
certainties in the low-~t contamination subtractions. Also, in Table 12 the
values for the density matrix elements are listed; only the statistical
errors, which are generally at least twice as large as the systematic
errors, are listed.

TABLE 12

H 0 o *
Prqm! FOTT +P~=p +D At 15.0 GeV/c

(Ge';/'/c)2 pI(;IO plf, -1 Re pfll0
.000 - .015 .62+ .60 .02 .20 .09 £ .07
.015 - . 030 .12 £ .50 .22+ .20 .01+ .08
.030 - . 045 .5353«‘.30 .35 .20 .03+ .12
.045 - ,060 -~ 06 % .30 .35+ .20 .03+ .12
.06 - .08 -~ 62 .40 .57 % .30 .10 .15
.08 - .12 - 18 £ .60 .70 = .05 ~24% .13
.12 - .20 ~20 % .30 .34 £ .30 L1+ .11
.20 - .35 .35 % .30 .30+ .30 .18 = .09
.35 - .60 0 .6 .0 £.6 0 *.3
.60 -1.00 0 .3 .5 .5 0.2

*Only statistical errors are shown.

In Fig. 23 we have plotted these data. The systematic uncertainties in
the values of —%% (7r°p --pop) are indicated, in a general way, by the dotted
lines; the data points can move, in a continuous manner, up or dovm within
this error corridor. The statistical errors are indicated by the conventional

bars.
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FIG. 23--The cross section and density matrix elements as a function of
momentum transfer for the reaction °p ~ p®p at 15.0 GeV/c.
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B. Basic Tests of the Data

Coéhen-Tannoudji, Salin, and Morel have shown 22 that the exchange of
a definite spin-parity in the t-channel leads to general relationships in the

gs-channel. In particular, parity conservation at the Il‘opow vertex (Fig. 1)

implies
A =-mg- Ve 1A . (6.3)
n e _M'An
A;M is the amplitude for T+ p _..po + p where the p0 has a helicity
n

¢, the incident and final protonshave helicity An" and the particle ex-
changed in the t-channel has spin Se and parity Mg As we discussed in
Chapter 1, the reaction T+ p-—-—po + p is expected to be dominated by
w-exchange in the t-channel. As the w is a vector particle,Eq. (6.3)

immediately yields AO = ( leading to the prediction

AL a
plgo =0, (6. 4)

Before testing our data against this prediction, however, we must
determine the possible effect of the so-called absorptive corrections on
Eq. (6.4). These corrections refer to the loss of the initial and final
state particles (Fig. 1) because of secondary interactions. Gottfried and
Jackson, in their pioneering paper”on this subject, show that the calcu-
lation of absorption corrections is formally equivalent to the calculation of
the two diagrams shown in Fig. 24. In these diagrams the bubbles repre-
sent elastic scattering. The connection to elastic scattering occurs through
the optical model assumption that the elastic scattering is purely a shadow
of the inelastic processes. Thus, the experimental fact that helicity is con-
served in elastic scattering, 23 when applied to the diagrams of Fig. 24,
leads to the conclusion that Eq. (6.4) continues to hold when initial and
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FIG. 24--Absorption corrections to the reaction °p — p%p.
The bubbles represent elastic scattering.
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final state absorption is taken into account.

Our data, shown in Fig. 23, is consistent with (6. 2) and thus consis-
tent with simple w -exchange. It would, in fact, be rather amazing if we
found (6. 2) not true because of the generality of the arguments leading to
it; yet, two out of the three other experiments (discussed in Section C of
Chapter I) find large values of Pf)lo . These two are the experiment at

2,67 GeV/ c6 and the experiment at 16.0 GeV/clO; the experiment at

H

6.0 GeV/c® and our experiment at 15.0 GeV/c find values of Poo

con-
sistent with zero.

The situation is very confusing; the conclusion made in this paper is
‘that these nonzero values of pgg are most likely j;he result of systematic
problems. When we use data from these other experiments, the errors

on their cross sections will he accordingly increased.

‘C. Comparison with Other Experiments; The Dual-Absorption Model

The 16.0 GeV/c data10 for 7° + p --po + p has been fit with the form
predicted by the dual-absorption model9 ; this expression has already been
given as Eq. (1.6). An excellent fif to this'data was obtained with y 3= 3
for 11 degrees of freedom. We have extrapolated this 16.0 GeV/c fit to
our energy using a similar 6.0 GeV/c fit8 as a guide. Fig. 25 shows
the result which is basically a comparison of our data to the 16.0 GeV/c.data.

The agreement is not impressive. While our data isg consistent with
the dip at |t! ~0.5 (GeV/c)z, the disagreement in the region 0 </t) < 0.3
GeV/ c)2 exceeds any known systematic effects. Furthermore, our data

shows no signs of the dip expected in the dual-absorption model as

ltl—0.0 (GeV/c)>. As discussed in Chapter V, this lack of a dip in
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FIG. 25-~Comparison of our measurement of the cross section for 7%p — %
with the dual-absorption fit to the 16,0 GeV/c data.
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%(wop——pop) results from the lack of any dip structureas t— 0.0 (GeV',/c)2
in our measurements of -g—%- (nip —~pip). There, we concluded that our mea-
surements in the small-t region could have a background contamination,
and the same reservation must be held about our data on 2%+ p--.,p0 +p
as It] -—0.0(GeV/c)z.

D. Energy Dependence of crp(:rop—-pop)

In this section the energy dependence of Gp(wop —»pop) , defined as

1,0(GeV/c)
0 o, _ dr , o o}
ofmp—pp) = [~ (v p—~p'p)di, (6.5)
0

will be studied from two points of view. To obtain the energy dependence

6,8,10

we have used data from three other experiments. As disucssed in

6,

Section B of this chapter, two of these experiments 10 have what may be

anomalous values of pg(noprop). Since we think these values arise
from systematic effects which can become very severe when one performs
the subtractions of Egs. (6.1) and (6. 2) we have correspondingly enlarged
the errors on (6.5) for these experiments.

A fit of the conventional form

-n
CXPLAB

(6.6)
to these data givesn = 1.44 % 0.25,

To study the energy dependence in more detail we have used some
simple ideas from Regge theory. 4 The simple Regge form for the

differential cross section is

do 20(t) -2
g = Ce (t) (6.7)

a(t) is the trajectory function for the w-meson. With the convenient para-
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meterization a(t) = @, -ay t , we obtain

2&0-2
0 .
crp(vr p-pop) ~ C 8 . (6.8)
ns

Fig. 26 shows the result of a fit of this form to the data. We find:
@, =0.42+0.13, (6.9)
An experiment studying the reaction KI? + p—~ K;) + p has determined
the w-frajectory intercept25 to be
o =0,47 £ 0.09,
o
in good agreement with the value obtained in this exveriment.

0
E. Comparison of T+ p—p +pand v+ p—-n'o + p; the Vector Dominance

Model

The Vector Dominance model (VDM) attempts to explain the hadronic
interactions of the photon by assuming the photon to be coupled to the known
vector mesons. 26 The VDM prediction for y + p-—-—'lro + p is shown in Fig.

27 and reads

e
2'yw

o O o) 0
A ~1p) =5 — A\ (T D—p D) + 5o~ A (Tp—wp)  (6.10)

2
Yo
We have neglected the third term in Fig. 27 because of the experimentally '

observed weak coupli.ng of the & to non-strange mesons. The photon,
and vector meson helicity, is A; the nucleon helicities are not explicitly
shown. The relative phase space factors are approximately one at high
energies. Then,

L et = 3 > ’Ah(’)’P——Irop) i
A=%1
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FIG. 26--The energy dependence of the cross section for 7°p — p°p.
The curve is a fit of a Regge form (see text).
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or

5 2
8 Y do H H
&(Z%)—ci? brp—=1°p) = 20~ (1D —~p"D) '(—9') 21176 dt (°p~wp)

Y *
P o .0 o_ __
+ 2(%}) ZRe [Ah(w P -p D) AA (mp wp)].

A==x1
(6.11)

The situation concerning measurements of 'yi /4w and —yzw /4n
has been summarized;27 there, it is pointed out thaf all direct measurements
of the ¥ - p coupling yield similar values for 'yi/ 47 with a possible differ-
ence between measurerqents where the photon is on its mass shell (e.g.,
coherent v+ A—-po + A) and measurements where the photon is on the
po mass shell (e.g., e+e._—— po-—7r+ + 7). However, the latest Orsay mea-
surements>® find 'yg /41 = 0.66+0,.07, somewhat higher than the value

&
when Ref. 27 was written. ’fhe measurements for q2 =0 and q2 = mﬁ are
now in agreement and we shall use the Orsay values.

One note of caution must be sounded as a recent electroproduction
experiment29 finds O('yp—-pop) decreasing as q2 becomes spacelike and
more negative, suggesting that 'yf) /4™ may be inereasing in this region.

Returning to Eq. (6.11) we next observe that the second ferm on the
right hand side would appear to be small for |t] < 0. 6(GeV/ 0)2. Data on
the isospin related reaction 7r+ + n—w + p is available for energies less
than 9.0 GeV/c. Ref. 30 shows data for pl}fl —%‘{—(fn—- wp) for laboratory
momenta of 4,19, 5.08, 6.95, and 9.0 GeV/c. We have extrapolated this
data to 15.0 GeV/c assuming a pL AB 2.25 momenta dependence and a
t-distribution independent of energy, both suggested by the data below 9.0

GeV/c. The second term in Eq. (6.11) contributes ~ 2% for
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1t} ::0(GeV/c)2, ~ 6% for | t] = 0.3(GeV/c)2, and =10% for | ti~ 0. 6(GeV/c)2.
We neglect this term in subsequent calculations.

Finally, we consider the third term in Eq. (6.11), the isoscalar-igo-
vector interference term. Information on this term can be obtained by
including data on the reaction y+ n—1° +n. VDM tells us to write an

equation like Eq. (6.11) but with the p everywhere replaced with n. We

then use isospin invariance to write
o 0 )
A(mp—pp)=A(T n—0°n),
A A
0 0
AA(W p—wp) = _AA(N n--wn) .

Introducing the conventional notation that

-%% (yn— fron)
R =

do o
3t (re—7 p)

we arrive at

2
8\(¥ 1+R do H &
(E)(Z%) ( 2 ) a (P~ 7°p) = 2044 —a;(r°p—~ pw) (6.12)

Fig. 28 shows recent data on R for 4.7 GeV/c and 8.2 GeV/c incident pho-

ton momentea.31 This data suggests that R —1 as k,y increases and that
R>0.9at8.2 GeV/ for|t| < 0.6 (GeV/c)z. We thus approximate R =1 at 15.0
GeV/ which evidentally introduces no more than a 5% uncertainty in Eq. (6.12).
Fig. 29 shows the comparison of the two sides of Eq. (6.12); 15.0 GeV/c data
from SLAC32 has been used for %%(Vp ——rrop). We have also made the approxi-
mation that pllil-"— 1 for our data. As discussed in Section B of this chapter, piil
=1 is expected on general grounds and is consistent withour data. The comparison

shows qualitative similarity in shape but an overall large normalization difference

- 87 -



1 |
§F on—=7"n)
R_ dc- o
Ty {(yp—7 D)
e 4.7 GeV
1.5 A 8.2 GeV -~
o A A} -
¢ At
A I N 3
0.5 f -
O J 1
0O 0.5 1.O 1.9
_1' (GeV/C)2 2134 A38

FIG. 28--The ratio of 7° photoproduction from neutrons and
protons as a function of momentum transfer.
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which cannot be accounted for by any known systematic effect in our data
(see Table 11).
This discrepancy could arise because of the use of an incorrect

value of 'yi'/ 41 ., If we let our data determine *yi /4 we find

2

Y

—£ =~ 0.35,

47

This is especially interesting because other experiments relating photo-

production reactions to their hadronic counterparts also tend to find

lower values of yz /41:.27 For example, one test of VDM is to check the

equality
2
Y
8 1+R) do + H do , - o
(3)(71%)( T g et =20, "G (1p—pn) (6.13)
do -
dt (yn—7 p)

T -‘idit(vp ~7'n) t
Formally, this is almost identical to our test in Eq. (6.12). However,
the dynamics of the particular reactions involved are quite different, as
discussed in Chapter 1. Yet, a test of Eq. (6.13) at 15.0 GeV/c incident

momentum 13, 33

and atvery small t has found a qualitative similarity in
shape but a normalization difference which can be accounted for by a sub-
stantially smaller value of -ypz/ 47,

A fair summary of the situation would seem to be that experiments
which are able to isolate the v ~ p coupling find 'ypz /4w = 0.7 while exp-
eriments which do not isolate this coupling but depend on various arguments
as to the size of the other contributions find ypz /4r=0,3. 21
1t has been suggested that the existence of additional vector mesons

could explain this.27 In this model our VDM diagram in Fig. 27 would have
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to include additional terms corresponding to these additional vector mesons.
And, in fact, recent dal:aS4 indicates the existence of a heavy vector meson
with a mass of = 1.6 GeV and I =1, However, this enhancement seems

to couple predominantly to the prm system which would preclude its par-
ticipation in Fig. 27. Thus, the disagreement in Fig. 29 is unresolved

and appears to be a serious violation of the Vector Dominance Model.

F. Summary and Conclugions

In summary, we have extracted the cross section and density matrix
elements for the reaction ° + p--.-p0 + p at 15.0 GeV/c. This data ex-
hibits no signs of the presence of unnatural parity exchanges and is con-
sistent with the basic characteristics expected from w-exchange; however,
the data does not agree with detailed dual-absorption model calculations
for w-exchange. There is disagreement between this experiment and a
16.0 GeV/c bubble chamber experiment.

The energy dependence of the cross section for w-exchange determines
the intercept of the w~trajectory,a(o); we find a(o) = 0 42 1 0.13, in agree-
ment with other measurements. Finally, the relation between the processes
v+ p——ﬂ'o + p and 11'0 +p— po + p was investigated as a test of the Vector
Dominance Model. We find qualitative agreement in shape but a signifi-
cant normalization discrepancy consistent only with a lower value of '}5 /4w
than is currently obtained from direct meagurements of the Y - p coupling.

At the present time three bubble chamber experiments and one spark
chamber experiment (this experiment) on ° + P~ po + p have been re-
ported. What conclusions can one reasonably make about the relative
merits of the two methods based on this experience ?

At all but the lowest values of t, the spark chamber has a significant
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advantage in that it views not only the proton, as the bubble chambers do,
but also the two phtons from the ° decay. This extra information provides
for a more complete separation of the pp signal from the background than is
possible in bubble chamber experiments. This feature becomes especially
important at high energies. The signal to noise ratic is even more enhanced
in the spark chamber method because of the triggerability not present in
the normal bubble chaﬁlber experiment.

At low-t the two methods are in disagreement, as discussed in Chapter
V. This is clearly seen in do/dt (wip~pip). These general features are
propagated into our o+ P— po + p data. The bubble chambers may pro-
duce dips in dU/dt(Wip*pip) because of scanning losses whereas the spark
chamber method may fill in dips because of a lack of signal to noise reso-
lution due to the absence of a measurement of the recocil proton angle.

In fact, our result for dO(/dt(Tl'op-* pop) may be criticized in the low-t
region on fairly general grdunds. For t' = |t - tminl ‘small, angular
momenfum conservation requires that scattering aniplitudes have a leading

behavior in t' as follows:35

g
o 141
AAocltl

Here, n is the total helicity flip. We have argued in Section B of this chap-
ter that the helicity changes by 1 at the boson vertex. Vector Dominance

tells us that the wpp coupling is largely vector, and at high energies vector
couplings do not change the helicity. 36 Thus, we would expect a leading
behavior of |t'] in dcr/dt(nip-—»pip), predicting a dip as t'— 0. As we con~
cluded in Chapter V, the low-t behavior must be regarded as unresolved at the

present time.
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. Perhaps, the most fruitful approach would be to combine the advan-
tages of the two methods in a hybrid bubble chamber-spark chamber ex-

periment.
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