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ABSTRACT

A study has been made of neutral strange baryons and pseudoscalar mesons produced

in hadronic decays of the weak gauge boson Z0. The experiment was performed at the

Stanford Linear Accelerator Center, which has the unique capability of colliding highly

polarized electrons with unpolarized positrons. Overall production rates and spectra

of the K0 and the �0 (+��0) were measured and compared with other experiments as

well as with Quantum Chromodynamics calculations. The combination of the small,

stable beam spots produced by the SLAC Linear Collider (SLC) and the precision

vertexing capabilities of the SLC Large Detector (SLD) permitted the separation of the

hadronic events into three quark avor-enriched samples. An unfolding was performed

to obtain avor-pure samples, and for the �rst time measurements were made of K0

and �0 (+��0) production rates and spectra in uds, c, and b quark events at the Z0

pole. This measurement revealed signi�cant production di�erences. Utilizing the large

quark production asymmetry due to the polarized electron beam, high-purity quark and

antiquark jet samples were obtained. The �rst measurement of production di�erences

of the �0 baryon in quark and antiquark jets was performed, which provided clear

evidence for a leading particle e�ect at high momenta.
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Chapter 1

Introduction

A feature of Quantum Chromodynamics (QCD) [1], the prevalent theory of strong in-

teractions between elementary particles, is the con�nement of fundamental particles

(quarks) into observed hadrons, such as the proton and neutron. Quarks produced

in high energy collisions (such as the quark and antiquark in e+e� ! Z0 ! q�q) are

observed as a number of hadrons, which at high energies are grouped into \jets". The

production of �nal state hadrons from such initial partons is currently believed to pro-

ceed in three stages. The �rst stage involves the radiation of gluons from the primary

quark and antiquark, which in turn radiate gluons or split into q�q pairs until their vir-

tual mass approaches the hadron mass scale. Such a \parton shower" is calculable in

perturbative QCD, for example in the Modi�ed Leading Logarithm Approximation [2].

The next stage, in which these soft partons turn into \primary" hadrons, is not under-

stood quantitatively, although several hadronization models exist. The ansatz of Local

Parton-Hadron Duality (LPHD) [2], namely that the distribution for a given hadron

species is directly proportional to the parton distribution at some appropriate virtual-

ity, allows the prediction of the shapes of primary hadron momentum spectra, and of

the energy- and mass-dependences of their peaks.

The third stage, in which unstable primary hadrons decay into �nal state hadrons,

complicates the interpretation of inclusive measurements. It is desirable to remove the

e�ects of these decays when comparing with the predictions of QCD+LPHD. Additional

complications arise in jets initiated by heavy quarks (which are not included in available

calculations) since c� and b�quarks are known to yield leading heavy hadrons which

carry a large fraction of the beam energy (thus restricting the energy available to other

primary particles) and decay into a number of secondary particles.
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Measurements of the production rates and spectra of identi�ed particles are use-

ful for constraining hadronization models and testing the predictions of QCD+LPHD.

Several such measurements have been reported in e+e� annihilation, and QCD+LPHD

has been successful in describing the shape and energy dependence of inclusive momen-

tum spectra as well as those of identi�ed charged and neutral hadrons [3]. At a given

enter-of-mass energy
p
s, the spectrum for identi�ed pions peaks at a higher value of

� = ln(
p
s=2p) (where p is particle momentum) than the spectra of higher mass particle

types; however, little mass dependence is observed between these other species.

Previous measurements have used samples of jets initiated by equal numbers of pri-

mary quarks and antiquarks. Comparison of the spectrum of a given particle produced

in pure quark jets with that in pure anti-quark jets would provide additional informa-

tion on the hadronization process. Baryons are particularly useful for this as a baryon

can contain a primary quark but an antibaryon cannot.

In this analysis, we present the measurement of K0 and �0=��0 production in

hadronic Z0 decays collected by the SLC Large Detector (SLD). The analysis is based

upon the approximately 150,000 hadronic events obtained in runs of the SLAC Linear

Collider (SLC) between 1993 and 1995. We measure production rates and momentum

spectra in a \global" sample of all hadronic events and also in high-purity samples of

\light" (uds) and \b" (b�b) events, and in a lower-purity sample of \c" (c�c) events. The

light sample is largely free from e�ects of heavy quark production and decay, but con-

tains decay products of other unstable primary hadrons. In addition, by utilizing the

large quark production asymmetry in polar angle induced by the SLC electron beam

polarization, we compare for the �rst time the � baryon spectrum from a high-purity

sample of light quark jets with that from a similarly pure sample of light anti-quark

jets.

This thesis is organized as follows: Chapter 2 contains a brief overview of the Stan-

dard Model of the electroweak and strong interactions, discussions of hadronization

models, and analytical predictions for particle distributions. Chapters 3 and 4 discuss

the major components of the SLD detector and some speci�c details of the EndCap

CRID subsytem. Chapter 5 introduces the reader to the criteria used to record data
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events, and the selection cuts used to obtain pure hadronic samples. Here the tech-

niques used to obtained avor-tagged samples are described, along with the procedures

used to obtain high-purity quark and anti-quark samples. Chapter 6 discusses in de-

tail the techniques used to obtain clean K0 and �0=��0 samples, correct for detector

e�ects, and calculate production rates and spectra in the \global" Z0 decay sample.

In Chapter 7 these techniques are combined with the avor and quark-jet tagging pro-

cedures to obtain spectra in avor- and quark-pure samples. The experimental results

are summarized in Chapter 8.
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Chapter 2

The Standard Model

In this analysis, the special capabilities of the SLAC Linear Collider/SLC Large De-

tector (SLC/SLD) will be used to study the hadronization process in Z0 decays. After

a brief review of the electroweak physics pertinent to this analysis, we will provide

an overview of the theory of strong interactions (QCD). Models of the hadronization

process will be discussed, along with some analytic predictions of hadron distributions.

2.1 The Standard Model of the Electroweak Interaction (EW)

The theory of electroweak (EW) interactions was developed by Glashow, Weinberg,

and Salam [4]. They successfully uni�ed electromagnetic theory and the theory of

weak interactions in the framework of a gauge theory invariant under transformations

of the group SU(2)L 
 U(1). Transformations of the group U(1) correspond to phase

transformations, and transformations of the group SU(2)L correspond to arbitrary

rotations of isospin doublets. In this theory the left-handed quarks and leptons are

arranged into isospin doublets, while the right-handed quarks and leptons are arranged

in isospin singlet states.

This gauge theory has the advantage that the gauge bosons occur naturally by

requiring invariance under local gauge transformations, and the theory is renormalizable

(i.e. calculable to all orders). However, these gauge bosons are massless while the

mediators of the weak interactions must be massive to account for the short range

nature of the weak interactions. In the EW theory this problem is resolved by the

introduction of scalar �elds that spontaneously break the SU(2)L 
 U(1) symmetry

and provide the weak vector bosons with mass while leaving the photon massless. The

source of the mechanism, the Higgs boson, has not yet been experimentally observed.
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The EW model has three parameters, not counting the mass of the Higgs boson,

and the fermion masses and mixing angles [5]. One useful parameterization is:

� The �ne structure constant � = 1=137:036, determined from the quantum Hall

e�ect.

� The Fermi coupling constant GF = 1:16639� 10�5 GeV�2, determined from the

lifetime of the muon.

� The Weinberg angle, or more conventionally sin2 �W . This is measured directly

by SLD (discussed below), or from a combination of measurements for the mass

of the Z0, other Z0-pole observables, the W mass, and neutral current processes.

The �ne structure constant is a measure of the electromagnetic coupling strength; the

Fermi coupling constant is a measure of the weak coupling strength; and sin2 �W is the

mixing angle between the EW gauge �elds that results in the physical bosons: , W�,

and Z0.

In the process e+e� ! f �f (where f is a �nal state fermion), there are two known

neutral gauge bosons that may be exchanged: the photon and the Z0. The lowest-order

Feynman diagrams for these processes are shown in Figure 2.1. The cross section,

�, is proportional to the square of the sum of the two matrix elements represented

by these diagrams, jM +MZ j2. Thus there are three terms to consider: a purely

electromagnetic term, a purely weak term, and an interference term.

The total cross section for e+e� ! hadrons as a function of the center-of-mass

energy (
p
s) is shown in Figure 2.2. The Z0 pole is clearly evident. Around the Z0

mass, the e�ects of the electromagnetic term can be safely neglected, as the weak term

dominates by a factor of � 800. Additionally, the �Z interference term is very small.

Thus we are left with the Z0 exchange term.

For unpolarized positrons and longitudinally polarized electrons (the experimental

conditions produced by the SLAC Linear Collider), the Born cross section (in the

massless fermion limit) for e+e� ! f �f at the Z0 pole can be expressed by

d�

d

= K(v2e + a2e)(v

2
f + a2f )[(1�AePe)(1 + cos2 �) + 2Af (Ae � Pe) cos �]: (2:1)
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Figure 2.1: The tree level Feynman diagrams representing e+e� ! f �f .

ECM (GeV)

σ(e+e- → hadrons) (nb)

10
-1

1

10

20 40 60 80 100 120 140 160 180 200

Figure 2.2: The e+e� ! hadrons cross-section as a function of Ecm.
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Here, Pe is the signed longitudinal polarization of the electron (Pe > 0 for right-handed

electrons), vf and af denote the vector and axial-vector couplings of the Z
0 to fermions

f (ae and ve are the couplings speci�cally to electrons), and � is the angle of the �nal

state fermion f with respect to the initial state electron beam. The quantity Af is

de�ned as

Af =
2vfaf

v2f + a2f
; (2:2)

and the coe�cient

K =
�2

4 sin4 2�w

s

(s�M2
z )

2 + �2zs
2=M2

z

(2:3)

with � being the electromagnetic �ne structure constant, and s = E2
cm. Mz and �z

are the mass and total decay width of the Z0 boson, respectively. The deviation of the

quantity Af from zero is a measure of parity violation in the Z0f �f coupling. Table

2.1 lists the Standard Model vector and axial-vector couplings of the Z0 to di�erent

fermions, and Table 2.2 lists some experimentally-determined properties of the Z0 [5].

As will be discussed in the next section, various asymmetries can be formed from

Equation 2.1 to perform stringent tests of EW theory. For portions of this analysis, we

will use the polar angle dependence of Equation 2.1 in order to perform QCD studies

that rely on the high degree of electron-beam polarization unique to SLC/SLD.

af = T 3
f

vf = T 3
f � 2 sin2 �WQf

fermion af vf
�e; �� ; �� +1

2 +1
2

e�; ��; �� �1
2 �1

2 + 2 sin2 �W
u; c; t +1

2 +1
2 � 4

3 sin
2 �W

d; s; b �1
2 �1

2 +
2
3 sin

2 �W

Table 2.1: The vector and axial vector couplings for fermions to the Z0 gauge boson.

Qf is the charge of the fermion, and T
3
f is the third component of the weak isospin for

the fermion.

2.1.1 Electroweak Asymmetries

The current theory of EW interactions has been remarkably successful at making pre-

dictions which have been veri�ed in the laboratory. As a search for \physics beyond the



8

Z0 Mass (MZ) 91:187� 0:007 GeV/c2

Z0 Decay Width (�Z) 2:490� 0:007 GeV

Z0 decay branching fractions

e+e� (3:366� 0:008)%

�+�� (3:367� 0:013)%

�+�� (3:360� 0:015)%

invisible (20:01� 0:16)%

hadrons (69:90� 0:15)%

(u�u+ c�c)/2 (9:7� 1:8)%

(d �d+ s�s + b�b)/3 (16:8� 1:2)%

c�c (11:9� 1:4)%

b�b (15:45� 0:21)%

Table 2.2: Properties of the Z0 Boson.

standard model", precision measurements of EW parameters are being made in hopes

of �nding inconsistencies which would indicate a breakdown of the current theory. One

powerful technique for making precise measurements is to form asymmetries, or ratios

of cross-sections that are insensitive to detailed knowledge of the detector e�ciency and

beam luminosity.

The Left-Right Asymmetry ALR

The premier asymmetry measured at the SLD is the Left-Right Asymmetry, ALR [6, 7].

The longitudinal polarization of the electron beams allows us to directly examine the

parity violation in Z0 production by forming the quantity

ALR =
�(e+e�L ! Z0 ! f �f)� �(e+e�R ! Z0 ! f �f)

�(e+e�L ! Z0 ! f �f) + �(e+e�R ! Z0 ! f �f)
: (2:4)

Here, the polarization of the �nal states is not measured. Using Equations 2.1-2.2 and

the quantities listed in Table 2.1, we see that ALR is directly related to the Weinberg

angle sin2 �W (setting Pe = 1):

ALR = Ae =
2veae
v2e + a2e

=
2[1� 4 sin2 �

e�
W (M2

Z)]

1 + [1� 4 sin2 �
e�
W (M2

Z)]
: (2:5)

The relationship of sin2 �
e�
W (M2

Z) to sin
2 �W is analogous to that of the measured elec-

tron charge e(Q2) to the \bare" electron charge e0 in QED calculations, namely a
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number of radiative correction diagrams are needed to \dress" the bare quantity1. For

arbitrary beam polarization jPej,

Ameas
LR = jPejALR =

NL �NR

NL +NR
; (2:6)

where NL(NR) is the number of measured Z
0 decays produced using left(right)-handed

electron beams. For this quantity, the asymmetry for 100% polarized electron beams

is � 0:16, assuming a sin2 �W value of � 0:23.

Experimentally, ALR is a very convenient asymmetry to measure. There is no

dependence on the �nal state fermion couplings, so all �nal state fermions (from s-

channel exchange) can be used to measure ALR, and thus the statistical power of ALR

is very high. Also, as long as symmetric detector acceptance limits are chosen, ALR is

insensitive to �nal state corrections such as those due to QCD [6]. Lastly, as long as

the detector response to fermions and anti-fermions is the same, ALR is independent of

detector acceptance.

The SLD Collaboration has performed three measurements of ALR, based upon the

1992, 1993, and 1994-95 physics runs. The combined preliminary results for ALR and

for sin2 �effW (M2
Z) (after radiative corrections) are [9]:

ALR = 0:1551� 0:0040 (2.7)

sin2 �effW (M2
Z) = 0:23049� 0:00050; (2.8)

making this the single most precise measurement of sin2 �effW (M2
Z) in the world.

The Forward-Backward Asymmetries A
f
FB and ~Af

FB

Unlike the Left-Right Asymmetry ALR, the Forward-Backward Asymmetry Af
FB pro-

vides information on both the initial state coupling to electrons and the �nal state

couplings to fermions of type f . We de�ne

A
f
FB =

�
f
F � �

f
B

�
f
F + �

f
B

=
3

4
AeAf ; (2:9)

1The discussion of these corrections is outside the scope of this text. A detailed discussion is found
in [8].
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where e.g. �
f
F = �f (cos � > 0) =

R 1
0 d(cos�)

d�
d cos �

. As the product AeAf is measured,

one can not disentangle the intial and �nal state couplings from this asymmetry alone.

With polarized electron beams, a double asymmetry may be formed:

~A
f
FB =

(�LF + �RB)� (�RF + �LB)

(�LF + �RB) + (�RF + �LB)
=

3

4
jPejAf : (2:10)

Here, �
L(R)
F =

R 1
0 d(cos �)

d�L(R)
d cos �

for left(right)-handed electron beams. Thus by us-

ing longitudinally polarized electron beams, the coupling of the Z0 boson to the �nal

state fermion is directly accessible. The angular dependence of this \left-right forward-

backward asymmetry" [10] is

~Af
FB(cos �) = jPejAf

2 cos�

1 + cos2 �
: (2:11)

Measurements of ~Ab
FB and ~Ac

FB have been performed at SLD [11, 12], taking advan-

tage of the fact that the heavy quark hadronizes into a jet with a single heavy hadron,

which then can be detected by its weak decay. Measurements of ~Aq
FB (q = u; d; s) are

more problematic due to the di�culty in separating the particle containing the primary

light quark from the large numbers of hadronization particles (discussed below) that

contain the same quark avor.

For QCD studies, the large polar-angle asymmetry of quarks versus anti-quarks

(Fig. 2.3) obtained with highly polarized electron beams can be exploited to perform

detailed tests of the hadronization process. Quark jet tagging techniques utilizing this

asymmetry will be discussed in Chapter 5.

2.2 The Standard Model of the Strong Interaction (QCD)

The foundations of the theory of strong interactions were developed independently by

Gell-Mann and Zweig [13], when they introduced the quark model of hadrons. This

model, based upon an SU(3) (avor) symmetry of spin-12 fractionally charged parti-

cles (the u,d, and s quarks), postulated that all hadrons had a quark sub-structure.

The existence of particles such as the 
� baryon proved to be di�cult for this model,

as it required a totally symmetric quark state (sss) which is forbidden by the Pauli

exclusion principle. The addition of a quantum number color was postulated by Han
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2 jet events. It was here that independent con�rmation of the spin-1/2 nature of quarks

was made, based upon the angular distribution of the jets. Gluons were �rst observed at

TASSO [17] where events with three jets were interpreted at e+e� ! q�qg; an example

of a three jet event obtained at SLD is shown in Figure 2.4. For these high energy

interactions, the underlying parton behavior may be studied by making measurements

of the jet observables, such as number, energy, and event orientation [18, 19]. Such

observables can be calculated in perturbative QCD, as this is the regime where the

strong coupling constant between partons, �s, is small (�s << 1). Thus the partons

are behaving quasi-freely.

For lower energy interactions, �s becomes large, and thus the calculations of quark

interactions become di�cult (i.e. they are non-perturbative). The process of hadroniza-

tion, where quarks \dress" themselves into jets of colorless hadrons, takes place at very

low momentum transfers { O(500 MeV) { at which point the calculations are essentially

impossible. Therefore several models of the hadronization process have been developed,

and will be discussed below. The study of speci�c particle production in these jets may

serve to increase our understanding of this non perturbative process.

2.2.1 Hadron Production in e+e� Collisions

One of the cleanest methods for studying hadron production is in e+e� annihilation

events. At the Z0 energies, the initial state is very well understood, and the backgrounds

are heavily suppressed. The process of e+e� ! hadrons is conventionally regarded [20]

to proceed via the �rst three stages shown in Figure 2.5. These stages are discussed

below.

Phase 1 is the perturbative phase. The �rst portion of this phase, the production of

a q�q pair, has been discussed in Section 2.1. The lowest order e+e� ! q�q diagram (Fig.

2.6(a)) is modi�ed by QCD to �rst order by the emission of a gluon (Fig. 2.6(b)). The

cross section for this may be written [21] :

d�2

dx1dx2
= �0

2�s

3�

x1
2 + x2

2

(1� x1)(1� x2)
; (2:12)

where �0 is the tree level cross section for e
+e� ! q�q (the integral of Eqn. 2.1), and xi
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Run  12637,    EVENT   6353                                                     
 8-JUL-1992 10:14                                                               
Source: Run Data    Pol: L                                                      
Trigger: Energy Hadron                                                          
Beam Crossing    1964415082                                                     

Figure 2.4: A 3-jet event recorded by SLD, viewed along the electron-beam axis. The

dashed lines originating in the center of this �gure are charged tracks measured by the

tracking chambers, discussed in the next chapter.
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Figure 2.5: The three main phases of the e+e� ! hadrons process (the perturbative,

hadronization, and decay phases). In phase (iv) the �nal state particles are measured.

is the scaled energy of parton i:

xi = 2Ei=
p
s; where (2.13)

x1 < x2 < x3 and
X

xi = 2:

Equation 2.12 is clearly divergent for x1; x2 ! 1; however these singularities are can-

celled by corresponding poles in the e+e� ! q�q cross section when �rst order virtual

corrections are included. In second order perturbative QCD, two additional processes

are allowed: e+e� ! q�qgg and e+e� ! q�qq0 �q0 (Fig. 2.6(c)). These cross sections have

been calculated by several groups [22, 23]; their results are in good agreement with one

another.

For con�gurations beyond 4 partons in the �nal state, or for virtual corrections to

fewer parton �nal states, the cross section calculations quickly become unwieldy due

to the large number of Feynman diagrams involved. One approach to this problem

involves Parton Showers (PS).

In the PS approach, the production of partons is viewed as the successive branching
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Figure 2.6: Example tree-level Feynman diagrams for (a) q�q production, (b) the O(�s)
production of q�qg, and (c) the O(�s2) production of q�qgg and q�qq0 �q0.
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of partons: q ! qg, g ! gg, or g ! q�q. In the splitting process a ! bc, z is the

fraction of the parent's 4-momentum carried away by daughter b (thus daughter c has

a momentum fraction 1�z). The probability P that a branching a! bc will take place

during a small interval dt of a \generalized evolution parameter " (such as Q2) is given

by the Altarelli-Parisi equations [24]

dPa!bc(z)

dt
=

Z
dz
�s(q

2)

2�
Pa!bc(z); where (2.14)

Pq!qg(z) =
4

3

1 + z2

1� z
; (2.15)

Pg!gg(z) = 6(
1� z

z
+

z

1� z
+ z(1� z)); (2.16)

Pg!q�q(z) =
1

2
(z2 + (1� z)2): (2.17)

By applying the Altarelli-Parisi equations in a probabilistic iterative manner, a

\Parton Shower" is produced (Fig. 2.7). In order to avoid singular regions of the

splitting kernels, and thus excessive production of soft partons, a cuto� parameter

Q0 = O(1GeV ) is used to terminate the showering when all the partons are below this

energy. This cuto� parameter corresponds to requiring a minimum e�ective mass of

the parton.

Phase 2 is the hadronization phase. Due to its non-perturbative nature, this process,

also referred to as fragmentation, has yet to be calculated in QCD. Thus, several phe-

nomonological models have been developed to describe the process by which a number

of colored partons form colorless hadrons. The three main \schools" of fragmentation

models are: independent fragmentation, string fragmentation, and cluster fragmenta-

tion. These categories are not mutually exclusive; some models have components of

each.

Independent Fragmentation (IF) dates back to the early 1970's, and was suggested

as a \toy model" by Field and Feynman [25]. While initially popular due to the avail-

ability of Monte Carlo programs [26], this model is almost never used in current e+e�

experiments. It assumes that the fragmentation of any system of partons can be de-

scribed as an incoherent sum of independent fragmentation processes, i.e. every parton

fragments independently. A consequence of this is that at the end of the fragmentation

chain, neither energy, momentum, nor avor is necessarily conserved. To remedy this,
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Figure 2.7: A schematic of a Parton Shower.
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q' q'' q''

Figure 2.8: A color tube (string) stretching between a q and a �q. As the q and the

�q separate, the potential energy in the string increases. When this energy is above

threshold for creating a q0 �q0, the string may break.

special \�xup" algorithms were introduced into the Monte Carlo code. Furthermore,

the early IF models were not Lorentz invariant, although this was later corrected.

The �rst example of a String Fragmentation (SF) scheme was introduced in 1974

by Artru and Mennessier [27]. With the development and incorporation of a more

elaborate string model by the Lund group [28, 29] string fragmentation has become

almost synonymous with the Lund model. The string model is based upon the QCD-

inspired idea that the primary partons are connected by a color ux tube, or string [30].

Consider the �eld lines connecting two color charges (Fig. 2.8). This is analogous to the

electromagnetic �eld lines connecting two electrically charged objects. However, due to

the coupling between gluons, the �eld lines are pulled together to form a color \string"

between the two partons. If the string has a constant energy density per unit length

(estimated to be � 1 GeV/fm) then the potential energy of the string rises linearly as

the color charges are separated. Once the potential energy has grown su�ciently to

produce q � �q pairs, the string breaks (with probability f(z), described below) to form

two separate string objects. If the invariant mass of a string object is large enough (i.e.

� hadron mass), further breaks may occur until ordinary hadrons remain.

Classically, massless quarks can be produced at a point and then be pulled apart by

the color �eld. If they have mass or transverse momentum (with respect to the string

axis), they have to be produced at some distance from each other so that the mass
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and/or transverse momentum is supplied by the energy of the color �eld connecting

them. Quantum mechanically, the q0 �q0 pair is produced at a point and tunnels out to

the \allowed" region. The tunneling probability is a function of the quark mass and

transverse momentum (pT ), as is given by [30]:

P = exp(��m
2
T

�
); (2:18)

where � is the string constant (estimated to be � 1 GeV/fm) and m2
T = m2 + p2T .

Because of the mass term in the exponent, strange and heavy quark (c; b) production

is suppressed, yielding the relative production rates of quark avor u : d : s : c � 1 :

1 : 0:3 : 10�11. Thus, charm and heavier quarks are not expected to be produced in

observable amounts in fragmentation.

In the Lund model, the probability for a second string to be formed with fraction z

of the energy and longitudinal momentum E + pL of the original string is:

f(z) = z�1(1� z)a exp
�bm2

T

z
: (2:19)

The variables a and b are parameters of the model, and must be tuned to best �t the

experimental data [31]. These parameters may vary for di�erent primary quark avors,

and for formation of mesons versus baryons.

The string fragmentation model can also be applied to multiparton systems. For

the q�qg process, the string is stretched from q to to the gluon g to the �q, as shown in

Figure 2.9. Thus, the gluon is a \kink" in the color string, carrying momentum and

energy.

The Cluster Fragmentation (CF) concept is technically simpler than the string frag-

mentation model, as it has fewer parameters to vary. In the Webber Model [32], imple-

mented in the HERWIG Monte Carlo progam, a parton shower is used to form colorless

clusters. These clusters do not themselves have any internal structure, and are charac-

terized by only their total mass and avor content. In this model, they are assumed to

be the basic units from which hadrons are produced. The heavy clusters fragment into

lighter ones, and these ultimately fragment into �nal state hadrons. Four-momentum

is exchanged among neighboring clusters to achieve overall energy and momentum con-

servation.
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Figure 2.9: The string model for a qg�q system, with the g causing a \kink" in the string.

This con�guration might lead to a 3-jet event similar to that shown in Figure 2.1.

In the Decay phase, the unstable hadrons decay into stable particles. The quanti-

tative features of these decays are usually well known from experimentally determined

branching fractions. These stable (observable) particles are what are measured by par-

ticle physics detectors. In this analysis, by obtaining experimental information on the

�nal state hadrons, we shed further light on the hadronization process.

2.2.2 MLLA/LPHD and Analytic Predictions

As was noted in the previous section, the nonperturbative nature of the hadronization

process makes calculations exceedingly di�cult. The existence of jets in hadronic events

indicated that the underlying behavior of \colored" partons can be (indirectly) studied

by observation of the �nal state hadrons; i.e. that a \parton-hadron duality" exists.

The ansatz of Local Parton Hadron Duality (LPHD) [2] asserts that a similar duality

occurs locally (e.g. at any stage of a Parton Shower), and manifests itself in a close

correspondence between parton and hadron distributions. If this correspondence does

exist, then predictions of primary hadron distributions (without model dependencies)

are possible for the cases where analytic calculations at the parton level have been

performed.

Using the modi�ed leading logarithmic approximation (MLLA) with the hypothesis
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of LPHD, theoretical predictions of the distribution of hadrons in the scaled momentum

variable � = ln(1=xp) (where xp = phadron=pbeam) have been made [33]. The parton

spectrum (and thus, using LPHD, the hadron spectrum) is expressed by:

xp �D
f
i (xp; Y; �) = (2.20)

4CF (Y + �)

bB(B + 1)

Z �+i1

��i1

d!

2�i
x�!p �(�A+B + 1; B + 2;�!(Y + �)) � K (2.21)

where

K � K(!; �) =
�(A)

�(B)
(!�)B	(A;B + 1; !�) �Cf

i (2:22)

Here Y = log(E�=Q0), � = log(Q0=�), and � is the opening angle of the jet cone.

For �ve avors CF =4/3, b =23/3, A = 12=b! and B = 307=27b. The functions �

and 	 are two solutions of the conuent hyper-geometric equation. � is the QCD scale

parameter and Q0 is the energy cuto� of the parton evolution. Indices i and f stand

for the initial parton generating the jet (i = q; g) and the �nal parton spectrum being

studied (f = q; g). In the MLLA approximation, Cg
g = 1 and Cg

q = 4
3 . Luckily, this

spectrum approximates to a gaussian for the \limiting spectrum" (i.e. where Q0 � �,

the scale at which hadronization takes place):

�D(�; Y ) � N (Y )

�
36CF

�2bY 3

�1=4
exp

2
4�
s
36CF

b

(� � ��)2

Y 3=2

3
5 (2:23)

where

lnN � 1

b

s
32�CF

�s(Y )
+

�
B

2
� 1

4

�
ln�s(Y ) +O(1): (2:24)

Here, N is the limiting parton multiplicity.

Thus, the hadron spectrum is expected to have an approximate Gaussian shape,

often referred to as a \hump-backed" shape, due to the underlying parton dynamics.

The development of the parton shower causes the parton (and thus the hadron) mul-

tiplicity to rise with increasing � (decreasing momentum). This development ceases at

some cuto� scale, Q0, at which point hadronization takes over, collecting partons into

hadrons. The hadron multiplicity then decreases as � further increases.

As the center of mass energy increases, the maximum of this distribution, ��, shifts
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toward higher � according to the equation:

�� = Y

0
@1
2
+ a

s
�s(Y )

32CF�
� a2

�s(Y )

32CF�
+ � � �

1
A ; (2:25)

where the quantity a is de�ned as

a =
11

3
CF +

2nf

3N2
c

; (2:26)

and thus increases approximately linearly in Y (i.e. logE). The predicted gaussian

spectrum shape has been observed by many experiments for inclusive charged tracks

and various identi�ed particles; the energy dependence of the peak position has been

con�rmed by many di�erent experiments at di�erent energies [34].

It has been speculated that for a given hadron species, the peak position depends

on the hadron mass; the higher the mass of the hadron species, the higher the e�ective

cut o� Q0, and the lower the �� value. This behavior has not been clearly observed

for the identi�ed hadrons, although when considering just the meson data or just the

baryon data a mass dependence is observed. This may be due to the \contamination"

of the measurable spectrum by particles from secondary sources. For example, the

measured pion spectrum in e+e� events is a sum of the spectra from fragmentation,

� decays, K� decays, etc. Additional complications arise from the presence of heavy

quarks: in addition to the hard spectra from heavy quark decays, there is the caveat

that the calculations were performed in the massless parton limit. Using the avor

tagging techniques discussed in Chapter 5, we will study spectra for the light-quark

samples. This will not remove the contribution due to resonances, but will remove the

contributions from heavy quark decays.
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Chapter 3

The SLC and the SLD Detector

The data used in this analysis was collected at the Stanford Linear Accelerator Center

(SLAC) in Stanford, California. The SLAC Linear Collider (SLC) is a unique single-

pass electron-positron collider that produces longitudinally-polarized Z0's. The SLC

Large Detector (SLD) is a state-of-the-art full coverage multipurpose detector placed

at the interaction region. This chapter presents an overview of the main features of the

SLC and the SLD.

3.1 The SLC

The SLC is the world's only linear collider (Fig. 3.1). The 2 mile long linear accelerator

(linac) was constructed in the 1960's to study the interior structure of the nucleon by

scattering 20 GeV electrons on �xed targets [35]. It was upgraded in the 1980's to act

as a single pass electron-positron collider with su�cient energy to produce Z0 bosons

at threshold. The addition of a polarized electron source gives the SLC the unique

capability to control the Z0 polarization, which (as described in the previous chapter)

is a useful tool for studying the electroweak interaction and some aspects of quantum

chromodynamics.

At the start of each 120 Hz cycle, the polarized electron source (described below)

produces two bunches of approximately 6 � 1010 electrons. These bunches, approxi-

mately 1 mm in length, are accelerated in the linac to 1.19 GeV and stored in the

north damping ring of the SLC. Damping rings are used to compress the bunches and

reduce energy uctuations. Just before each electron bunch enters the damping ring,

the polarization of the bunch is rotated from the horizontal (longitudinal) direction to

the vertical direction. This is done so the electrons are not depolarized by the natural



24

Compton
Polarimeter

Final
Focus

Collider Arcs

IP

Linac Moller
Polarimeter e+ Source

Spin Rotation
Solenoids

e- Spin
Vertical

Thermionic
Source

Existing
Linac

e+ Return
Line

Damping
Ring

Electron Spin
Direction

Polarized e- 
Source

2-93
7268A10

Figure 3.1: The SLC layout.

spin dynamics of the ring.

After damping, the two electron bunches and a positron bunch (discussed below)

are extracted from the damping rings and further accelerated by the linac (the positron

bunch leads the other two). The e+ bunch and the �rst e� bunch are both accelerated

to 46.7 GeV and, at the exit of the linac, are directed by dipole magnets into a pair of

1 km long arcs, after which they then intersect at the interaction point (IP) located in

the center of the SLD. During their travels through the arcs, the electrons and positrons

lose energy through synchrotron radiation, and by the time the two bunches collide the

mean energy per bunch is � 45:6 GeV (half of the Z0 rest mass).

The second e� bunch that is extracted from the damping ring is accelerated to 30

GeV and then diverted onto a Tungsten-Rhenium alloy target. The resulting shower is

�ltered for positrons, which are brought back to the front-end of the linac to be used

in the next cycle.

In addition to the damping rings, the arcs also have the potential for depolarizing

the electron bunch. To counteract this, the electrons are launched into the arcs with

the polarization tilted to a speci�c angle. After spin precession, mostly due to coupling

between vertical betatron oscillations and dipole bending, the electron bunch arrives

at the IP longitudinally polarized. This launch angle is optimized to produce the best

longitudinal polarization at the IP.

As time progresses, the SLC continues to be more e�cient in producing Z0's (Fig.

3.2). It is projected that another 500k Z0's will be produced in the remaining scheduled
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Figure 3.2: The time history for Z0 production at SLC/SLD.

runs.

3.2 Polarization at SLC

3.2.1 The Polarized Electron Source

The SLC has the unique capability of colliding longitudinally polarized electrons with

(unpolarized) positrons to produce polarized Z0's. This is made possible by the use of

Gallium-Arsenide (GaAs) photo-cathodes in the electron gun [36]. Circularly polarized

laser-light (from a Nd:YAG-pumped Ti:sapphire laser) is used to selectively excite elec-

tron transitions into longitudinally-polarized states in the conduction band. An energy

state diagram is shown in Figure 3.3.

For the 1992 physics run, a bulk GaAs cathode was used. This cathode had a

theoretical maximum polarization of 50%; the average polarization measured [37] was

22%. For the 1993 and 1994/95 runs, a strained-lattice cathode consisting of GaAs

\grown" on a GaAsP (Gallium-Arsenide-Phosphide) substrate was used. This strained

lattice had a theoretical maximum polarization of 100%, and for the 1993 run produced

approximately 65% polarization at the source [38]. A still-newer cathode with an ex-

tremely thin layer of GaAs was used for the 1994-95 physics run; it produced � 80%
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polarized electrons.

3.2.2 The Compton Polarimeter

The polarization of the electron bunch near the IP is measured by a Compton scattering

polarimeter [8]. This polarimeter has two main components: a laser with polarizing

optics, and an electron spectrometer (Fig. 3.4). A circularly polarized laser beam is

focussed onto the electron bunches just after they pass through the IP (approximately

30 m downstream). Polarized photons undergo Compton scattering with some of the

electrons, causing them to lose momentum. The electrons pass through a precision

dipole magnet, where the scattered electrons are bent away from the main bunch.

The momentum spectrum of the scattered electrons is determined by measuring their

deection angle with Cherenkov and proportional tube chambers.

The di�erential cross section for the Compton scattering of polarized electrons and

polarized photons can be written as:

d�

dE
=
d�u

dE
[1 + PPeAc(E)]; (3:1)

where �u is the unpolarized Compton scattering cross section, P is the measured

photon polarization, Pe is the unknown electron polarization, and Ac is the Compton

asymmetry, which depends upon the energy of the scattered electron and the relative

orientation of the electron spin and the photon spin (i.e. parallel or anti-parallel) [8].

Because Ac can be precisely calculated, the precision of the Compton polarimeter is

limited only by detector systematics. For the 1993 physics run, the average longitudinal

polarization at the IP was (63:0 � 1:1)%; during the 1994-95 run the average was

(77:0� 0:6)% [9].

3.3 The SLD

The SLD, proposed in 1984 [39], is located at the e+e� interaction point (IP) of the SLC.

It is a general purpose detector designed to have nearly complete solid angle coverage

around the IP. The cut-away geometry is shown in Fig. 3.5 (the endcap portions

have been removed) and a quadrant view is shown in Fig. 3.6. The barrel portion of
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Figure 3.4: The Compton Polarimeter.

SLD is approximately a cylinder of 4.5 m radius and 10 m length. The e+e� beams

enter along the axis of the detector, and the various detector subsystems are arranged

radially within the cylinder. The endcaps close o� the two faces of the cylinder, nearly

completing the solid angle coverage. At small angles to the beam, there is no detector

coverage due to the location of the beam-pipe and its support structures. Nevertheless,

the detector provide coverage for 98% of the solid angle. The outer support structure of

the SLD is the magnetic coil which produces a 0.6 T magnetic �eld. With the exception

of the Warm-Iron Calorimeter (WIC), all of SLD's subsystems reside inside the coil.

3.3.1 The Luminosity Monitor (LUM)

The Luminosity Monitor was designed to provide a high-precision measurement of the

absolute luminosity as well as luminosity di�erences between left- and right-handed po-

larized beams [40]. In addition, it was designed to extend the electromagnetic calorime-

try coverage down to very small polar angles (the Liquid Argon Calorimeter {Section

3.3.5{ provides electromagnetic shower (EM) coverage for 98% of the solid angle), and
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Figure 3.5: The SLD detector (isometric view). The endcaps have been removed for

clarity.

Figure 3.6: The SLD detector (quadrant view).
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Figure 3.7: The SLD LUM, showing the LMSAT and the MASiC.

to tag electrons for two-photon physics. To do so, the small angle calorimeters employ

silicon sampling detectors.

The LUM, shown in Figure 3.7, is divided into two separate modules. The LMSAT,

Luminosity-Monitor/Small-Angle Trigger, mounts directly onto the Superconducting

Final-Focus triplet assembly and provides polar angle coverage between 28 and 68

mrad. The MASiC, Medium Angle Silicon Calorimeter, provides coverage from 68 to

200 mrad. The EndCap LAC (discussed below), provides EM coverage for angles above

200 mrad.

3.3.2 The Vertex Detector (VXD)

The VXD uses Charge-Coupled Devices (CCDs) as the medium for detecting the ion

deposition of charged particles traversing the active region. These CCDs, which con-

tain many tiny \pixels", are ideal for measuring the space points of a charged track's

trajectory.

The VXD, shown in Figure 3.8, is constructed from 60 9.2 cm long ladders arranged

into four concentric cylinders, which are held in place by a beryllium shell. Eight

CCDs are mounted on each ladder, with four on each side to maintain symmetric polar

angle. Each CCD is � 1 cm square, and contains � 200K pixels, each of which is 22

�m square. On the average, 2.3 VXD (pixel) hits are obtained for each charged track

passing through the detector. The inner layer of CCDs is at a radius of 29.5 mm from

the IP, and the outer layer is at a radius of 41.5 mm. Each layer is 1.1% of a radiation
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Figure 3.8: The SLD VXD vertex detector.

length (X0) in material 1. Inside the inner-most CCD layer is the VXD cooling jacket

and the thin beryllium cylinder which serves as the beampipe. The total radiation

thickness of the material between the IP and the �rst CCD layer is .71% X0.

Triplets, or tracks that have three VXD hits, are used to determine the single hit

resolution of the VXD. Figure 3.9 displays the residual of the middle layer VXD hit to

the projected point using just the inner and outer VXD hits. After correcting for the

resolution of the inner and outer hits, single hit spatial resolutions of � 5�m in the r�

plane (the plane perpendicular to the electron beam) and 5-9 �m in the rz plane (the

plane parallel to the electron beam) have been obtained. In the rz plane,the resolution

is dip-angle dependent. For high momentum tracks (muons from Z0 ! �+�� events),

impact parameter resolutions of � 12 �m in the r� view and 38 �m in the rz view have

been observed [41].

An upgrade of the VXD detector is currently underway. The new detector, \VXD3",

11 radiation length (X0) is the mean distance over which a high energy electron loses all but 1/e of
its energy by bremsstrahlung [5].
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Figure 3.10: An end-view comparison of the current \VXD2" vertex detector and the

new \VXD3" tracker. The overlapping CCDs insure that at least three spatial points

are obtained for charged tracks that traverse all three layers.

has fully-overlapping layers of CCD ladders in order to provide at least three (well-

spaced) spatial points for each charged track. The ladder length is also being increased

to provide coverage at lower polar angles. Figures 3.10 and 3.11 compare the end and

side views of the older \VXD2" and the new VXD3 tracker. The new tracker is expected

to be fully operational for the next physics run, which starts in February, 1996.

3.3.3 The Drift Chambers

There are two separate drift chamber subsystems for the SLD - the Central Drift Cham-

ber (CDC) and the EndCap Drift Chambers (EDCs). The CDC covers roughly 80%

of the solid angle (jcos�j < 0:8), and operates in a uniform solenoidal magnetic �eld of

0.6 T. It is a cylindrical annulus 2 m in length, with an inner radius of 20 cm and an

outer radius of 1 m. It consists of 10 \superlayers" of drift cells, each approximately

6 cm wide by 5 cm high. These superlayers are staggered in orientation (Fig. 3.12):

the sense wires in the superlayers are either axial or have a 41-mrad stereo angle with

respect to the beam axis.

Each cell contains a set of �eld shaping wires, guard wires, and sense wires (Fig.
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Figure 3.11: A side view comparison of VXD2 and VXD3. The new tracker will provide

coverage to higher cos �.
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3.13). As the charged track traverses the cell, a trail of ions is produced in the drift

gas (a mixture of CO2 (75%), argon (21%), Isobutane (4%), and water (0.2%)). These

ions are directed by the drift �eld onto the 8 sense wires. The r� position of the hit

is known from the wire address. These wires are instrumented on both ends, so via

charge division an approximate hit position (accurate to about 2 cm) along the sense

wire can also be determined. The drift time (the time from e+e� collision to the time

when the pulse is detected on the wire) indicates the proximity of the track to the

single sense wire. Information from the other sense wires in the cell can be used to

form an approximate track vector known as a vector hit. As the sense wires in the cell

are not staggered, each vector hit has a mirror image on the opposite side. A pattern

recognition program is used to combine vector hits from adjacent cells in order to form

track candidates. A detailed �t is then performed using individual wire hit information

(at this stage, the stereo layer information gives more precise z information), electric

and magnetic �eld variations, and energy loss. The momentum resolution function for

the CDC has been measured to be (dpt=pt)
2 = 0:00502 + (0:010=pt)

2, where pt is the

momentum of the charged track in the plane perpendicular to the beam axis (i.e. the

B-�eld direction) in units of GeV/c. The �rst term in the resolution function is the

multiple scattering error, and the second term is the measurement error term [42].

3.3.4 The Cherenkov Ring-Imaging Detector (CRID)

The Cherenkov Ring-Imaging Detector (CRID) is designed to provide charged particle

identi�cation over a large momentum range. As with most components, it is actually

divided into a barrel region and two endcaps. Since this author spent a great deal of

time working on the hardware for the EndCap CRID (ECRID), additional details about

this detector subsystem are described in the next chapter.

The principle by which the CRID(s) operate is fairly straightforward, but it is

safe to say that the CRID is the most complicated portion of the detector. For

a charged particle traveling with velocity v = �c in a medium of index of refrac-

tion n, Cherenkov radiation is emitted as long as the velocity is above the threshold

�threshold = 1=n. Such a particle traversing the CRID emits a cone of Cherenkov
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radiation with polar angle cos �c =
1
�n with respect to the charged particle ight direc-

tion. The Cherenkov ring emitted strikes a Drift Box (or Time-Projection Chamber -

TPC) which is �lled with a drift gas (C2H6) doped with the photosensitive molecule

tetrakis(dimethylamino)ethylene (TMAE). The TMAE can be ionized by photons in

the UV; these photoelectrons then drift to a wire plane (MWPC) where they are de-

tected. Through the measurement of their origin coordinates in the TPC (wire number,

hit position on the wire (using charge division), and drift time), the Cherenkov angle �c

can then be measured. Coupling this velocity informationwith independent momentum

measurements from the drift chambers give the particle mass.

The Barrel CRID (Fig. 3.14) contains two radiator volumes: a thin (1 cm) liquid

C6F14 radiator (n=1.27802 at � = 1900�A) and a large (� 40 cm average width) gas

radiator �lled with a C5F12=N2 (85%/15%) mixture (n=1.00163 at � = 1900�A). The

higher index of refraction of the liquid provides particle separation at low momenta;

the gas radiator allows e�cient �=K=p separation up to 30 GeV/c (see Table 3.1) [43].

The cone of Cherenkov light emitted by the charged particles in the liquid radiator

shine directly onto the drift box. Photons emitted in the gas volume are focussed by

spherical mirrors into rings on the drift box (Fig. 3.15).

Radiators e� �� �� K� p=�p

C6F14 0.001 0.133 0.176 0.621 1.179(GeV/c)

C5F12 0.009 1.856 2.451 8.649 16.422(GeV/c)

C4F10 0.009 1.915 2.530 8.927 16.950(GeV/c)

Table 3.1: Momentum thresholds for producing Cherenkov rings in the CRIDs.

The EndCap CRID (ECRID)

The design of the EndCap CRID (Fig. 3.16) is similar to that of the Barrel CRID

except in a few respects. First, the focussing structure for the MWPC had to be

modi�ed because, unlike the Barrel, the electrons do not drift parallel to the magnetic

�eld lines. This causes the electrons to impact the detector wires at a large Lorentz

angle (�L � 15�). Second, the decision was made to not build a liquid radiator system.
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This simpli�ed the TPC design by allowing the use of rectangular drift boxes spaced

in azimuth and equipped with quartz windows on only one side (see Figure 3.17).

Lastly, the radiator gas used in the Endcap vessels is C4F10, a material which has

the nice operational feature of being gaseous at room temperature. This allowed for a

great simpli�cation in the recirculation design. The only drawback is that the index of

refraction (n=1.00153 at � = 1770�A) is slightly lower than C5F12, which results in �
6% higher momentum thresholds [44].
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3.3.5 The Liquid Argon Calorimeter (LAC)

The Liquid Argon Calorimeter (LAC) is a lead-argon sampling calorimeter designed to

measure the energy of both charged and neutral particles [39]. As withmost subsystems,

the LAC can be broken into three sections: a barrel and two endcaps. The barrel, which

has an inner radius of 1.8 m and an outer radius of 2.9 m, provides continuous coverage

between � = 35� and � = 145� (here, � is the measured angle with respect to the

electron beam direction). The two endcap sections butt against the barrel, and provide

coverage between 8� and 35� with respect to the beampipe. Overall, the LAC provides

coverage for 98% of the solid angle around the IP.

The LAC has an \onion skin" structure. The two innermost layers are fairly thin,

and are designed primarily to measure the energy from electromagnetic showers due to

the interaction of electrons or photons. The two outer layers are denser in composition,

and are designed to measure the energy in hadronic showers due to the interaction of

neutral or charged hadrons. Overall, there are 21 radiation lengths of material in the

electromagnetic (EM) sections of the LAC, and 2 absorbtion lengths2 in the hadronic

(HAD) sections. In total, there are 2.8�0 of material in the LAC.

The LAC is divided into modules, an illustration of which is shown in Figure 3.18.

Each module consists of radial layers of lead and argon. These layers are built out

of parallel plates of lead separated from each other by non-conducting spacers and

immersed is a liquid argon bath. Particles which interact with the lead produce a

secondary shower of low energy particles which then ionize the argon. High voltage is

applied to every other layer of lead, producing a �eld which sweeps the liberated charges

out of the argon and onto the opposite layer of lead, which is segmented into square tiles.

Several tiles from adjacent layers are electrically connected to form projective towers

(units of constant cross-section when viewed from the IP). Each tower is connected

to an ampli�er to measure the charge deposited. As the argon supplies no charge

ampli�cation, the charge observed is proportional to the energy deposited.

21 absorbtion length (�0) is the mean distance over which a high energy hadron loses all but 1/e of
its energy due to nuclear interactions [5].
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The barrel and endcap portions of the LAC are segmented in polar angle and az-

imuthal angle, thus allowing for spatial determination of the energy shower. The seg-

mentation and module thicknesses were chosen to maximize the amount of particle

energy sampled, and to be able to di�erentiate between electromagnetic and hadronic

particles. The energy resolution of the LAC has been shown to be � 15%/
p
E GeV for

EM showers and � 60%/
p
E GeV for hadronic showers [45].

3.3.6 The Warm Iron Calorimeter (WIC)

The WIC (Fig. 3.19) serves four functions on the SLD: the ux return for the solenoid;

a backing-calorimeter to measure residual hadronic energy that has \leaked" through

the LAC; a muon-identi�cation system; and the structural support for the rest of the

detector components. The WIC consists of 18 layers of Iarroci streamer tubes sand-

wiched between 5 cm thick steel plates [12]. These tubes are instrumented with square

readout pads for calorimetric purposes, and with long conducting strips in order to

perform muon tracking. These strips are laid in two separate arrays at 90o with respect

to each other in order to measure the trajectory of the muon in 2D.
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Chapter 4

The EndCap CRID

While the ECRID was not used for the analysis described in this thesis, it was the

main project during my �rst three years of research activity. I had major responsibility

for testing of the mirrors, including the design and construction of a semi-automatic

vacuum ultraviolet (VUV) reectometer. During the later stages of the assembly and

commissioning of the ECRID, I was given the responsibility of being the EndCap CRID

Commissioner. This involved overseeing all work being done on the ECRID. At that

time I also completed the radiator gas puri�cation and control system.

The EndCap CRID was designed to extend the particle identi�cation capabilities of

the Barrel CRID into the low polar angle regions. The Barrel CRID covers j cos �j < 0:7

and the ECRID adds the region 0:82 < j cos �j < 0:98. The ECRID was made as

similar to the Barrel CRID as possible. In particular, the mirror manufacturing and

testing procedures were quite similar to those developed for the Barrel CRID. The most

signi�cant di�erences are:

� Liquid radiators were not included in the ECRID. This permitted much simpler

(rectangular rather than trapezoidal) and smaller drift chambers, but restricted

particle identi�cation to higher momenta (p > 2:5GeV=c for ��).

� The drift chambers must drift the electrons perpendicular to the magnetic �eld

leading to a di�erent design for the detectors.

� A di�erent gas (C4F10 instead of C5F12) was used for the radiator.
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4.1 The EndCap CRID Mirrors

In this section the fabrication, testing, and installation of the mirrors used to image

the Cherenkov radiation into circles in the drift chambers are discussed.

The Rutgers hardware commitment to the ECRID included all aspects of the se-

lection, fabrication, testing and installation of these mirrors into the ECRID vessels

(see Figure 3.16); 132 spherical mirrors were produced including 60 per EndCap and 12

spares. In the ECRID mirror geometry, the mirrors are arranged on pie-shaped support

frames, with 10 frames per endcap. As there are �ve drift boxes per endcap (Fig. 3.17)

half of the mirror frames are \centered" (i.e. they reect onto a drift box directly in

front of them) and half are \o�set" (i.e. they reect onto drift boxes on either side).

Twelve di�erent mirror shapes with three di�erent mirror radii were used.

4.1.1 Glass Manufacturing Techniques and Quality Control Tests

The speci�cations for the mirror blanks (uncoated glass) indicated that the physical

dimensions had to pass fairly tight tolerances to obtain maximum coverage without

interference between the mirrors. Also, the polished surface was required to have a

very smooth �nish so that scattering of light would be limited to a few percent. Having

maximal reectivity while minimizing the scattered fraction was important due to the

small number of reconstructed Cherenkov photons from a charged track (typically 9-10

's for � � 1 particles). The selected vendor, Lancaster Glass Company1, was the same

manufacturer that furnished the glass for the 400 barrel CRID mirrors.

The mirrors were formed using 6 mm-thick soda-lime glass that was heated until

soft and slumped - pulled under vacuum into spherical molds of approximately the cor-

rect radius. For the ECRID, three di�erent mirror radii were used: 88.8 cm, 120.2 cm,

and 130.0 cm. These mirror blanks were then cut into trapezoidal shapes of varying

dimensions (see Figures 4.1 and 4.2 for two examples of the twelve mirror shapes re-

quired), and the edges were beveled slightly. The mirrors were then placed on polishing

spheres of the correct radius, and the concave surfaces were polished until they were

1Lancaster Glass Company, Lancaster, Pa. 43130
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judged to be smooth by visual inspection. The mirrors were then sent to Rutgers for

more rigorous quality control checks (below).

Figure 4.1: An example of a trapezoidal mirror used in the ECRID. This shows the

dimensions for one of the large Centered-Frame mirrors.

During testing of the �rst shipment of mirror blanks to arrive at Rutgers, it became

evident that signi�cant rounding of the edges was taking place, thus losing a large

fraction (up to 10%) of the mirror surface for useful reections. This rounding problem

was eventually traced to the polishing procedure described above: as the polishing

surface would rotate on the concave side of the mirrors, polishing rouge would collect

along the edges of the glass and grind them away. Once the problem was understood,

it was remedied by mounting discardable \outriggers" of glass next to the edges of

the mirror, and then simultaneously polishing the entire arrangement. Thus, the edge

grinding would primarily a�ect the discardable pieces. This procedure was shown to

be acceptable, and the faulty mirrors were repolished until the edge rounding was

negligible.
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Figure 4.2: An example of a trapezoidal mirror used in the ECRID. This shows the

dimensions for one of the small O�set-Frame mirrors.

Glass Roughness Checks

It was desired that the mirror surfaces be polished to a smoothness of a few nanometers

(rms) to minimize light loss due to scattering. The surface pro�les of 90% of the

uncoated mirror blanks were measured using a WYCO surface pro�lometer. This device

measured the relative height of the glass surface using optical interferometry. Thus, no

physical contact with the mirror surface was necessary. At each of three (or more)

locations on the mirror surface, pro�le measurements were made at 1024 points equally

spaced along a straight line approximately 5 mm long.

The raw pro�lometer output showed the overall spherical curvature of the glass

surface, as shown in Figure 4.3. A second order polynomial �t was used to remove the

overall curvature, revealing the residual roughness of the surface, as shown in Figure

4.4, in this instance with an rms of 55.8 �A(5.58 nm). In adopting a selection criterion on

maximumacceptable roughness we noted that there was an ambiguity in a speci�cation

on rms alone, unless the length of the surface over which the measurement was made
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was also taken into account. We investigated this dependence using a Fourier transform

of the residual roughness data to extract the contribution to the overall roughness as

a function of the distance scale over which the roughness was viewed. The results

corresponding to the data in Figure 4.4 are shown in Figures 4.5 and 4.6. Figure 4.5

shows the incremental contribution to the overall roughness as a function of distance

on the glass surface. This is integrated in Figure 4.6 to show the dependence of the rms

roughness on the distance over which the roughness is measured.

We elected to specify the acceptable roughness as being that measured over distances

less than 160 �m on the mirror blanks' surface. This was motivated by our speci�cations

on the angular dispersion (from all sources) to be less than 1 mrad; when treating

the surface as a di�raction grating, a pitch of greater than 160 �m would produce a

di�raction peak within 1 mrad of the (specular) reected image. The maximumallowed

rms over a distance of 160�m was set at 30 �A. Initially, a large fraction (26/97) of the

uncoated mirrors were rejected due to surface roughness; eventually the manufacturer's

polishing and handling procedures were modi�ed to ensure 100% acceptance.

Optical Distortion Checks of Glass Blanks

Prior to coating, the radius of curvature of the mirror blanks was measured and the

amount of optical distortion arising from deviations of the surface from a perfect sphere

was determined. This was done with the apparatus shown schematically in Figure 4.7.

The mirror was placed concave surface up in a shallow container of water with the

back surface of the mirror blank submerged (but not the front surface); the index of

refraction of water is close enough to that of glass so that reections from the back

surface of the blank were negligible. A mask consisting of a square grid of accurately

positioned holes was placed on top of the mirror blank and illuminated with a point

source of light; the reected image of the mask was viewed on a frosted glass screen

held the same distance from the mirror blank as the point light source. To determine

the radius of curvature, the position of the point source/viewing screen assembly was

adjusted until the reected image was as small as possible, and the distance from the

assembly to the mirror then measured. It was possible in this way to measure the radius
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Figure 4.3: The raw surface pro�le for a typical ECRID mirror blank, before removing

the overall curvature.

Figure 4.4: The surface pro�le for a 5 mm strip, after removing the overall curvature.
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Figure 4.5: This shows the wavelength components over the 5mm length of the surveyed

strip. Note that the largest contributions to the roughness are due to long wavelength

components (� � 1mm).

Figure 4.6: This shows the change in the integrated roughness for the 5mm surveyed

strip as the the maximum allowable wavelength component increase. For this mirror

blank, the total integrated roughness for the strip when considering all components up

to 160 �m is 28 �A. The design criterion was 30 �A.
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of curvature to within a few millimeters; the speci�ed tolerances on the mirror radii

were � 15 mm.

(Back Surface Submerged)

CCD Camera

Frosted Glass Screen

Point Light Source

R

R/10

Mask

Uncoated Mirror
in Water Bath

Figure 4.7: Apparatus used to determine the optical distortion from each mirror blank.

Note that the uncoated mirror rests with its back surface immersed in water. The

apparatus was used in this con�guration to measure the optical distortion of the mirrors.

To measure the radius of curvature of the mirror, the point source and a glass screen

mounted alongside were moved downward until the reected image was as small as

possible. This gave the focal length of the mirror, and thus the radius.

After determining the radius of curvature, the frosted glass viewing screen was

moved out of the way and the reected image viewed on a second frosted glass screen

placed above the point light source and approximately 1/10th as far from the point

source as the mirror blank. The image of the mask formed on this frosted screen

was observed with a video camera which was connected to a \frame grabber" system

which digitized the image. This digitized image was used as input to image processing

software which determined the locations of the images of the mask holes. A least-

square minimization procedure was then used to determine the best �t of the images to

a square grid, and an average and maximum residual deviation in milliradians from the

image that would have been produced by a perfect sphere were calculated. (Since the
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point source and viewing screen were not exactly collinear the expected image deviates

from an exactly square array. The extent of that deviation was investigated using ray-

tracing, and was determined to be negligible in comparison to the deviations produced

by distortions of the mirror blank.). The linearity of the video system was checked

periodically by replacing the frosted glass screen with a rendering of an accurately

spaced array of dots. Deviations from linearity were also negligible in comparison to

the distortions being measured. This also served to calibrate the system.

The distortion measurements thus made were accurate to � 0.1 milliradians. Mirror

blanks were required to have an average residual deviation of no more than .5 mrad,

and a maximum residual deviation of no more than 1.0 mrad. A large fraction (� 90%)

of the mirror blanks passed these criteria, and the remaining were returned to the

manufacturer for repolishing.

After certifying the optical quality of the glass blanks, small (� 5mm� 5mm) indium

pads were ultrasonically soldered onto the front surface of the mirror and grounding

wires attached. Typically, these pads were placed near a corner of the mirror, at a

location that would later be covered by the mounting clips (described below). This was

done to minimize the amount of \wasted" surface area and maximize the number of

reected photons. After coating, these wires would be used to electrically ground the

metallic mirror coating to the support frame.

4.1.2 Coating and Reectivity Tests

The aluminum coating was applied by Acton Research Corporation (ARC)2, the same

vendor who coated the barrel CRID mirrors. This coating was chosen by the barrel

CRID group after extensive testing of various manufacturers' coatings [46].

Coating Process

Before coating, the mirror blanks were cleaned by conventional chemical methods. The

concave surfaces of the mirror substrates were coated by evaporating approximately 80

2Acton Research Corporation, Acton, Ma. 01720.
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nm of ultra-high purity aluminum, followed by 40 nm of magnesium uoride overcoat

(MgF2), in a high-vacuum environment (approximately 10�7 Torr). The mirrors were

held by their edges with friction clamps so that no shaded areas were left on the mirrors.

The aluminum was deposited in a few seconds and followed immediately by the MgF2

to minimize the oxidation of the reective coating. After coating, the mirrors were

shipped to Rutgers and stored in a dry-air clean room3 until testing.

Reectivity Testing of Coatings

One spherical mirror and one planar \witness coupon" (5:1 � 5:1 cm2) were coated

in each batch by Acton (except when two small mirrors were coated together). The

reectivity of the witness coupon was measured by the vendor using the Acton Model

VRTMS-502 Vacuum Measurement System at 10 wavelengths ranging between 160 and

230 nm. The coating speci�cations were stated to be a minimum reectivity of 80%

at 160 nm, increasing linearly to 85% reectivity at 180 nm, and remaining constant

at 85% reectivity to 230 nm. If the reectivity of the witness coupon was above the

minimum speci�cations, the mirrors were assumed to be acceptable and the mirrors and

coupons were shipped (the Acton VUV reectometer was not large enough to test the

full-sized spherical mirrors). When received at Rutgers, the mirrors were inspected for

visible surface aws and, if found acceptable, then stored in a dry-air clean room with

less than 30% relative humidity at 23� C until reectivity tests could be performed.

Approximately �ve mirrors were rejected due to coating blemishes and returned to

Acton. Acton's procedure was to make a precise mapping of the surface aws, strip the

coating and apply a new coating. A reappearance of the blemish on two of the mirrors

indicated a substrate aw, while the lack of blemishes on the rest indicated cleaning

errors by Acton. The mirrors that had substrate aws (e.g. small \pin-prick" dimples

on the front surface) were set aside for spares.

The reectivity of each full sized spherical mirror was measured at Rutgers over 10

3MgF2 is hygroscopic, so water molecules are easily absorbed by the coating. As water strongly
absorbs VUV light, it was crucial to keep the mirrors as dry as possible.
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di�erent wavelengths ranging from 160 to 230 nm. A semi-automated custom instru-

ment (Fig. 4.8) was designed and constructed to measure the (absolute) reectivity

of each full sized mirror in a vacuum environment. A McPhearson 218 vacuum UV

monochromator with a deuterium lamp directed a narrow beam of light onto a ro-

tatable mirror which would �rst reect the light directly onto a p-terphynl plexiglass

window coupled directly to a photomultiplier tube. After measuring the incident inten-

sity of the VUV light, the mirror would then rotate to reect the light onto the spherical

test mirror which would then focus the light onto the plexiglass window. By taking the

ratio between the incident (Ii) and the reected (Ir) light intensities, an uncorrected

mirror reectivity could be calculated:

R(�) =
Ir(�)

Ii(�)
: (4:1)

The full-sized mirror could be pivoted about its center of curvature and rotated about

its center point, allowing any point on the mirror surface to be tested. At each wave-

length, at least seven positions on the full sized mirror were tested: the center point

and two concentric circles(�r = 2:5 to 4.0 cm) of three points each. A third ring of

three points was also tested on the larger mirrors. The positioning of the test mirror

and light intensity measurements were computer-controlled via CAMAC (as was the

data-acquisition), while the changing of the wavelength and the positioning of the ro-

tating mirror was controlled manually. The incident light intensity was measured at

the beginning and ending of each wavelength test sequence to monitor drift in the deu-

terium lamp output. The spherical mirror was tested �rst at 160 nm, then at 230 nm,

and then in decreasing wavelength increments with a �nal test at 160 nm to monitor

any change in the test environment.

During early tests it became apparent that a design aw in the reectometer was

lowering the reected light intensity over all wavelengths and most noticeably in the

160-180 nm region (Fig. 4.9). In Figure 4.8 it is apparent that there is a di�erence in

path length (�l � 25 cm) for the reected light with respect to the incident light. This

introduced an additional attenuation of the reected light which manifested itself as a
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Figure 4.8: The VUV reectometer used to test the reectivities of the full-sized mirrors.

Note the di�erence in optical path length for the incident (i) light and the reected (r)

light, � 25 cm. The typical operating pressure for the main test vessel was 0.1 Torr.
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lowered mirror reectivity:

R(�) =
Ir(�)

Ii(�)
e
�

�l
l0(P;�) ; (4:2)

where l0(P; �) is the pressure and wavelength dependent absorption length for the

remaining gas in the reectometer.

As it was impossible in the time available to modify the apparatus to correct this

problem, it was decided to calibrate the instrument by interspersing 20 witness coupon

tests (tested by manufacturer) with full sized mirror tests. Various witness coupons

were measured by separate instruments at Acton Research and by University of Cali-

fornia - Santa Barbara (UCSB) to verify the quoted reectivity [46]. Figure 4.11 shows

the amount of reectometer error as a function of wavelength. The fully corrected re-

ectivities for 129 of the 132 full sized mirrors is shown in Figure 4.12 (3 mirrors were

untested due to time constraints and held for spares).

4.1.3 Design and Assembly of the Mirror Frames

As part of the overall design of the EndCap CRID mirror system, the desired location

of each mirror was precisely calculated. To simplify the design and make it more

rugged (and foolproof), it was decided to not allow small adjustments to the mirror

positions. While in a dry room at Rutgers, the mirrors were mounted in groups of 6

on V{shaped frames constructed from aluminum box girders (Figures 4.13 and 4.14).

The mirrors are held pointed in the desired directions atop aluminum posts which are

capped with plugs machined so that their surfaces are tangent to the underside surface

of the mirrors at the point of contact. The mirrors were glued against the plugs, and

also pulled against them using small stainless steel clips which extend slightly over the

edge of the mirror and are clamped to the aluminum post. A supplemental restraint

system was also attached. This was composed of small clips attached at two points on

each mirror's perimeter; these clips were held in tension with spring loaded constraining

wires. Soldered wires grounded the mirror's coating to the mirror frames.



57

Figure 4.9: The average reectivity of the mirrors used in the ECRID, including spares.

The two points at 160 nm indicate a small change in the testing conditions over the

course of the reectivity survey. The dashed line indicates the minimum acceptable

reectivity.

Figure 4.10: An example of the mirror-to-mirror variation in reectivity. In this case,

the measurements are for 185 nm. The mirror whose reectivity at this point was

� 70% was damaged by oil-vapor contamination. It was not installed in the ECRID.



58

Figure 4.11: The calibration corrections applied to the reectivities displayed in Figure

4.9. An overall normalization uncertainty of 2% is not shown.

Figure 4.12: The average reectivity of the mirrors used in the ECRID, after correcting

for reectivity bias. The dashed line indicates the minimum acceptable reectivity. An

overall normalization uncertainty of 2% is not shown.
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Figure 4.13: A drawing of the frames used to support the Centered Mirrors - the

mirrors that focussed the Cherenkov rings onto drift boxes mounted directly in front of

the mirror frame.
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Figure 4.14: A drawing of the frames used to support the O�set Mirrors - the mirrors

that focussed the Cherenkov rings onto drift boxes mounted on either side of the mirror

frame.
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4.1.4 Frame Installation and Survey

The assembled frames were packed in nitrogen-�lled bags and protected by custom{

made shipping containers designed to absorb vibrations. They were shipped to SLAC

via air-freight, and stored in the SLD Collider Hall until installation. Except during the

shipping itself, the mirror shipping containers were attached to a dry nitrogen source

to keep the mirrors in a dry environment.

The mirrors were installed inside the ECRID vessels using a semi-exible insertion

tool designed to support the mirror frames while protecting the mirror surfaces. During

the installation procedure, the EndCap vessels were surrounded by dry/clean-room

assemblies. Ten frames were installed per EndCap, alternating Centered and O�set

frames.

After the installation, the mirrors were surveyed in situ using a survey device mod-

i�ed from the UCSB apparatus used for the BCRID survey. This survey tool was

mounted in the positions which the drift boxes would later occupy. The tool consisted

of a laser on a movable motorized platform whose location in x and y was digitized

via linear encoders. The laser was attached to a two axis rotating platform with en-

coders which digitized the pointing direction in � and �. The laser had an array of

photosensitive diodes attached to its front end. In the surveying process, the laser was

positioned at an x � y position selected from a previously computed chart, and the

pointing direction of the laser was adjusted until the reection of the laser light from

the mirror surface produced a signal minimum in the photodiode array.

The resulting x, y, �, and � values de�ned a ray in space which passed through

the center of a sphere, of which the mirror surface was a segment. On average, 6 such

measurements were made for each mirror, and a least squares �t was done to determine

the best estimate for the center of the sphere. The typical rms error on the sphere

center was 2 mm [47].
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4.2 The End Cap CRID C4F10 Gas System

The initial design for the CRIDs called for the Barrel and the EndCaps to all be

connected to the same radiator gas recirculation system, which would recirculate and

�lter the uorocarbon compound C5F12. However, due to operational complications

with the Barrel CRID gas system, it was later decided to build a separate radiator gas

system for the EndCaps.

For the EndCap gas radiator system, we opted for C4F10
4, a material that had

previously been considered too expensive for use in the CRIDs5. Some advantages of

C4F10 over C5F12 are its lower condensation point (�2�C vs 30�C)6 and its higher

transparency in the range � ' 160� 180nm, where the quantum e�ciency of photosen-

sitive TMAE is the highest. However, the index of refraction for C4F10 (n = 1:00153

at � = 1770 �A) is slightly lower than for C5F12, resulting in momentum thresholds �
6% higher (see Table 3.1).

There were two requirements that had to be met for a successful radiator gas system:

(i) the pressure must be held very steady (� 0.2 torr) in order to keep from damaging

the quartz-windowed drift boxes (Fig. 3.15); (ii) the gas must be very clean in order

to keep UV absorption to a minimum. As even small quantities (few ppm) of O2

can be detrimental to the UV transmission, it is necessary to recirculate the C4F10

through the EndCap gas volumes (2650 liters/EndCap) fairly often to \sweep" out the

contaminants.

After building two small bench models to test various aspects of the design, the full

scale gas system, shown schematically in Fig. 4.15, was erected. The ECRID radiator

gas system is a closed loop recirculation system which maintains the vessel pressure by

controlling the C4F10 vapor pressure inside a condensing tank7 which contains � 25

4Peruorobutane, Developmental Product L-11667,3M Co., St. Paul, MN 55144, USA.

5Due to increase industrial production of this material as a \ozone-friendly" replacement for Halon,
the price dropped � 50%.

6The barrel CRID currently uses a C5F12/N2 mixture as radiator gas to avoid the risk of
condensation.

7Where possible, standard commercial items were used in order to keep costs down. In this instance,
the condensing tank is a stainless-steel 40 gallon beer keg.
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liters of liquid C4F10. This condensing tank, which is held inside a commercial freezer,

has several low-mass kapton/foil heaters (300W capacity) placed inside it. Electronic

signals from pressure transducers8 mounted on the ECRID vessels are fed into a micro-

processor control unit, which controls the amount of heat delivered to the condensing

tank. When the vessel pressure is below the nominal set value (1.9 torr above atmo-

spheric), additional heat is delivered to the liquid which then vaporizes some of the

uorocarbon and raises the vessel pressure. To lower the pressure, the amount of power

to the heaters is lowered (typically, � 100 watts of heating power is continuously being

applied). The condensing tank e�ective temperature must be maintained constant to

about 0:01� C to keep the C4F10 pressure constant to 0.2 Torr.

The above design is further complicated by the second design requirement discussed

above: the radiator gas must be recirculated and puri�ed in order to keep the amount

of UV-absorbing contaminants to a minimum. C4F10 gas is injected into the vessel at

the rate of � 5 liters per minute. Simultaneously, this amount of gas is condensing into

the above-mentioned tank. Periodically, the excess liquid from this tank is pumped out

and introduced into a liquid �ltration system. After multiple passes through the Silica

Gel9 and Ridox10 �lters (to removeH2O and O2 contaminants), the liquid is vaporized,

�ltered for a �nal time and then reintroduced into the vessel. Figure 4.16 shows the

improvement in the C4F10 transparency after this �ltering process is completed.

Stable operation of the radiator gas system has been achieved for ows up to 2.5

l/min in each endcap while maintaining the system pressure to �0:02 Torr11. This

corresponds to a complete volume change every 18 hours. In addition to controlling

the duty cycle of the heaters and the freezer's compressor, the microprocessor is used

to control an auxiliary bubbler connected to the condensing tank. This addition was

found to be necessary to achieve long term stability for ows greater than 1 l/min in

each endcap. It is postulated that the collection of nitrogen and other gases that slowly

8Model 221A: MKS Instruments Inc., Andover, MA 01810, USA.

9Silica Gel Sorbead WS: Costal Chemical, Pasadena, TX 77503, USA.

10Q5 Reactant: Engelhard Co., Elyria, OH 44035, USA.

11As C4F10 is fairly dense (� 1:59g=cm3), there is a 2 torr pressure di�erence between the top and
the bottom portion of the ECRID vessel.
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     Tank

Figure 4.15: A schematic of the ECRID C4F10 Recirculation and Pressure Control

System.

leak into the system causes system instabilities. With the use of the bubbler, which

is opened when the fraction of time that the heater is on falls below a setpoint, those

gases which do not condense in the tank are purged before they accumulate to the point

of causing serious system disruption.

All aspects of the CRID's hardware status, including the ECRIDs' vessel pressure,

are continually monitored by a dedicated �VAX (Fig. 4.17). In addition, there are

several layers of alarms to ensure that the hardware is performing within well-de�ned

parameters. The C4F10 transparency is measured using a UV-transmission apparatus

similar in nature to the reectometer used to test the mirrors. The system design allows
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Figure 4.16: Transparency measurements in 1 cm of liquid C4F10 held inside a cell

equipped with quartz windows. The dashed lines show the un�ltered transparency, the

solid lines show the improvement due to �ltration. Note that the transparency of the

quartz essentially \cuts o�" at 1650�A.

for sampling at di�erent stages of the recovery and �ltering process. A sonar system

inside the vessels monitors the gas composition at three di�erent heights.

4.3 The ECRID in Operation

At this time, the ECRID has not been used in physics analysis, due to the fact that the

o�ine software for the ECRID and the EndCap Drift Chambers (EDC) is still being

developed. Nevertheless, we have several indications that the ECRID hardware and

online software is fully functional.

All CRID Drift Boxes (Barrel and EndCap) are equipped with UV �ber optic ashers

that are strategically placed just outside the quartz windows. These �bers, which are

oriented toward the interior of the box, are designed to produce \survey points" that

allow the drift �elds, electron lifetime, etc. to be monitored during normal operation.
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Figure 4.17: C4F10 pressure control time history for the �rst vessel test. Note the

reduction in the magnitude of the pressure oscillations once the system was run in

closed-loop mode.

Figure 4.18 shows the orientation of the �bers on the quartz surface of the ECRID drift

boxes.

The �rst data to be acquired from the ECRID drift boxes were of the reconstructed

electrons produced by these UV ashers. Figures 4.19 and 4.20 show two views of

the reconstructed electron patterns. Comparing these �gures to the schematic, it is

apparent that the drift boxes and detectors are performing as designed.

Due to the software problems discussed above, it is impossible at this time to perform

particle identi�cation. By looking at very high momentumtracks that are well separated

from other tracks in the event, we see ring candidates of the appropriate (limiting)

radius. Figure 4.21 is an overlay of many such ring candidates.
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Figure 4.18: A schematic of the UV-�ber layout on the quartz window of an ECRID

drift box. The scalloped-structure at the top of the drawing indicates the wire-detector

plane; the wire number hit gives the \TPC X" coordinate. The ~E �eld points from

top to bottom; the electrons drift along this axis. The amount of time between the

beam crossing and the detection of the electron gives the drift distance - the \TPC z"

coordinate. The third dimension, given by charge division, points into the page. The

arrows indicate an angled orientation of the �bers with respect to the quartz face; the

black circles indicate �bers that point directly into the drift box.
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Figure 4.19: A \side-view" of the reconstructed hits produced by the UV �ber ashers.

The horizontal axis is the drift time (z) coordinate, and the vertical axis is the charge

division (y) coordinate.
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Figure 4.20: A \front-view" of the reconstructed hits produced by the UV �ber ashers.

The horizontal axis is the wire address (x) coordinate, and the vertical direction is the

charge division (y) coordinate.

Figure 4.21: Overlay of reconstructed rings in the SLD EndCap CRID.
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Chapter 5

Hadronic Event Selection

For this analysis, the strengths of SLC/SLD were used to separate the Z0 decays into

high purity light- and heavy-quark hadronic samples, and to separate the light quark

jets into enriched quark and antiquark jet samples. In this chapter, the conditions

necessary to record data are discussed. The criteria for selecting hadronic events are

then described, including the important feature of determining the position of the in-

teraction point. Next, the avor-tagging technique using signed impact parameters is

explained. Lastly, the procedure used to select enriched quark jets based upon the sign

of the electron beam polarization is described.

5.1 The SLD Readout Triggers

One of the many advantageous features of working in an e+e� environment is the sim-

plicity of the trigger system. Since the background does not often mimic the interesting

physics (hadron production, � pairs, � pairs, or bhabhas{e+e� pairs), straight-forward

\intuitive" triggering techniques are used to decide when to record the data to tape.

Below are the seven triggers used in the 1993-95 running periods. With the exception

of the Bhabha triggers, all components of the detector are read out on every trigger.

1. The Energy Trigger: This trigger is designed to \�re" on events with a large

amount of energy in the LAC, and requires that at least 8 GeV total deposited

energy (min-I scale)1 be recorded for the EM and/or HAD calorimeter towers in

the LAC. Only the energy in towers that are above a certain (noise) threshold are

1The standard LAC energy scale used is the min-I scale, referring to minimum ionizing particles
such as muons. In this scale, ADC counts are converted to energy as follows: For the EM towers, 1
ADC count = 2.04 MeV; For the HAD towers, 1 ADC count = 5.41 MeV.
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recorded; the thresholds are de�ned to be 60 ADC counts for the EM towers (cor-

responding to 246 MeV) and 120 ADC counts for the HAD towers (corresponding

to 1.296 GeV). Prior to October 1994, when this trigger was �red the calorimeter

systems (LAC,WIC,LUM) were the only detector elements read out. Since then,

the entire detector is read out for each Energy trigger.

2. The Tracking Trigger: This requires that at least two charged tracks pass through

9 of the 10 CDC layers and be separated from each other by at least 120�. The

cells are marked as \hit" if 6 of the 8 sense wires have pulses above threshold. The

pattern of the hit cells is required to match an entry in a pattern map for the CDC.

Entries in this map correspond to all possible trajectories for pT > 250 MeV=c

charged tracks originating from the Interaction Point (IP). This trigger is very

e�cient for hadrons and � decays in the barrel region.

3. The HAD Trigger: This is a combination of the �rst two triggers, requiring both

one charged track passing through 9 of the 10 CDC layers and a smaller deposition

of energy in the LAC than the Energy Trigger.

4. TheWAB Trigger: This trigger is designed to be �red by two back-to-back charged

tracks in the CDC. Unlike the above tracking trigger, this trigger allows short

track stubs to satisfy the criterion. It is designed to catch all wide angle Bhabha

(e+e� ! e+e�) \WAB" events, even when the CDC detector acceptance limits

the length of the track being measured.

5. The Muon-pair Trigger: This requires one charged track in the event to satisfy

the 9 layer CDC requirement. Calorimetric hits must be present in the opposite

WIC octant.

6. The Bhabha Trigger: This trigger requires a total energy (EM scale) of at least

12.5 GeV in both the North and South EM2 (the outer of the two EM layers)

sections of the LUM. This threshold ensures that the trigger is not �red due

to background splashes on the luminosity monitor. For this trigger, only the

LUM/MASiC is read out.
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7. The Random Trigger: This trigger recorded data every 20 seconds, regardless of

the detector status, to provide information for background studies.

At SLD, the e�ciency for triggering on hadronic Z0 decays approaches 100% [48].

During good running conditions the typical trigger rate is� 0:1Hz, while during \noisy"

running it can easily reach above 2Hz.

5.1.1 The Tracking Trigger Veto

Several vetos have been built in to the triggering system in order to prevent excessive

detector dead-time due to the processing of \noisy" events. These events are most

often caused by the detector being sprayed by the accelerator during moments of non-

optimum running. One of these vetos, the Tracking Trigger veto, prevents the tracking

information from being read out if more than 275 of the 640 CDC cells are marked

as \hit"; where a \hit" means that 6 of the 8 sense wires have a signal pulse. During

nominal running, this has a relatively small e�ect on the number of Z0's that are

recorded without tracking information. However, for a substantial portion of the 1993

physics run (� 40%), the Tracking Trigger Veto was set incorrectly, causing a bias

against high multiplicity events (� 5% of the 1993 hadronic events). This e�ect has

been modelled in the Monte Carlo simulation (discussed below).

5.2 The Hadronic Event Filter

After the data has been written to tape, several �ltering routine are used to select

potential Z0 candidates and reject a large fraction of the background. This �ltering

is performed using information form the LAC, WIC, and CDC (at the track pattern

level). For selection of hadronic events, a logical OR of two �lters is taken. The �rst

�lter, the \EIT �lter", uses the LAC information to select events that have energy above

a certain threshold and good forward-backward energy balance. The second \Track"

�lter requires at least one track (at pattern recognition level) to be above 1 GeV=c in

momentum.
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For this analysis, we use the EIT (Pass 1) �lter. The LAC quantities used for

EIT-Pass 1 are:

� NEMHI : The number of LAC EM towers with a signal above the \Hi" Threshold

of 60 ADC counts.

� EHI : The sum of the energy deposited in all of the LAC EM(HAD) towers with

a signal greater than the \Hi" threshold: 60(120) ADC counts.

� ELO : The sum of the energy deposited in all of the LAC EM(HAD) towers with

a signal greater than the \Low" threshold: 8(12) ADC counts (equivalent to 33

MeV (130 GeV) on the min-I scale).

The EIT Pass-1 �lter requires that each event satis�es:

1. NEMHI � 10

2. EHI > 15 GeV (min-I scale)

3. ELO < 140 GeV (min-I scale)

4. 2 �EHI > 3 � (ELO� 70GeV )

5. The N and S hemispheres must each have NEMHI > 0

Requirements 3 and 5 remove beam-wall and other accelerator-based background

events. Item 4 removes events with large numbers of SLC muons passing through the

LAC. It is estimated that � 97% of the background events that pass one or more of

the triggers are rejected by the Pass 1 �lter. The combined e�ciency for a hadronic Z0

decay to pass both the triggering algorithm and the EIT Pass-1 �lter is approximately

92% [48]. Events that survive the Pass-1 �lter then are run through a Pass-2 �lter that

classi�es an event as a potential WAB, �-pair, or hadron event. Figure 5.1 shows sev-

eral event-variable comparisons between the data and the Hadronic MC with detector

simulation.

After events are �ltered, a full detector reconstruction procedure is performed to

make a \physics-ready" data summary tape (DST). Analysis is then performed using

either the full DST or compressed versions of it (miniDSTs, micro-,nano-,etc.).
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Figure 5.1: Data (points) and MC (hatched) comparisons for events that pass the EIT

hadronic �lter. The arrows indicate the cut values used in the �nal event selection.

The excess of events with low charged track multiplicities is due to the Z0 ! �+��

contamination in the EIT-�ltered event sample.
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5.3 Hadronic Event Selection

For this analysis, a hadronic event is de�ned as an event which satis�es the following

criteria:

1. The event passes the EIT �lter described above.

2. The Thrust axis of the event (de�ned below) must satisfy j cos �thrustj � 0:71,

where �thrust is the angle of the thrust axis with respect to positron-beam direc-

tion. The thrust axis is calculated using the LAC energy clusters.

3. The event contains at least 7 charged tracks in the event, each with pT �
200 MeV=c.

4. At least 3 of the charged tracks must have 2 or more VXD hits.

5. The visible energy of the charged tracks must be at least 18 GeV.

6. The Interaction Point (IP) of the event must be well measured.

The Thrust axis of the event is de�ned as the axis t̂ which maximizes the quantity

T =

P
clusters j~p � t̂jP
clusters j~pj

; (5:1)

where ~p is the 3-momentum of the energy cluster, assuming the IP as the origin of

the vector and the pion mass for the particle that generated the energy splash. The

requirement that the thrust axis satisfy j cos �thrustj � 0:71 guarantees that the event

is contained in the barrel portion of the detector.

The IP position is required to be well measured so that the techniques described

below may be used to \tag" the event as a probable light-avor event (Z0 ! q�q, where

q=u, d, or s) or a probable heavy-avor event (Z0 ! Q �Q, where Q=c or b).

Figure 5.2 shows a comparison between the data and the MC simulation (discussed

below) for several event variables; they are in good agreement with one another. Agree-

ment between the data and the MC is important in order to have con�dence in the

simulation values for reconstruction e�ciency, etc. The number of selected hadronic

events for the various data-collecting periods in the 1993 and 1994-95 physics runs are

shown in Table 5.1.
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Figure 5.2: Data (points) and MC (hatched) comparisons for selected events. It is

estimated that there is less than 0.2% � contamination in the �nal hadronic event

sample.
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Run Period # of Selected

Hadronic Events

1993 Pre-Veto 8552

1993 Veto 11702

1993 Post-Veto 8035

1994 Summer 12133

1994 Fall 29702

1995 20125

total: 90249

Table 5.1: Selected Hadronic Z0 statistics for the 1993-1995 data run.

5.3.1 Precision IP Position Determination

For each hadronic interaction, an average primary vertex position in the transverse plane

(the plane perpendicular to the beam) can be determined by extrapolating all charged

tracks back toward the center of the SLD beam pipe, and �tting for a common vertex.

This gives a transverse error ellipse of typically 100 �m along the major axis and � 15

�m along the minor axis (see Figure 5.3). As the SLC interaction region is very small

(� 1-3 �m in the transverse plane, and � 0.7 mm in length) and fairly steady, a much

better determination of the transverse IP position can be obtained by averaging over

a block of sequential events. By performing this averaging, the error ellipse becomes

essentially circular by removing the jet-axis bias. Also, averaging removes the biases

due to isolated tracks and displaced secondary vertices.

The SLD hadronic data set is broken into blocks of 30 sequential Z0 decays (an

exception is made when at least 20 events are acquired and an interruption in SLC

collisions occurs). The average primary vertex for each event is obtained, and an average

IP position for the block is calculated. An iterative chi-squared �t is then performed

to obtain the best IP position for the block of events; typically the procedure converges

after 5 iterations, at which point the overall �t has a �2=dof < 1:3. This produces an

average IP position with a transverse resolution of � 7 �m.

This technique has been cross-checked using a data sample independent of the

hadronic data set: the Z0 ! �+�� events (Fig. 5.4). By extrapolating both of

the muon tracks back to the IP and then subtracting out the extrapolation errors,
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from block of events

σ x σ y 7 microns

Figure 5.3: The di�erences in the transverse IP position and errors determined from a

single event and the average over a block of events. Note that the jet bias in the error

ellipse is essentially removed by averaging over many events.

the resulting width of the distribution is 7 � 2�m, which is consistent with the above

resolution.

The longitudinal position of the IP is determined on an event-by-event basis, as

the tracking resolution is much �ner than the possible distribution of the interactions

along the z axis (i.e. the bunch length, which is � 1 mm). After the average transverse

position of the the IP for a given data block is determined by the above technique,

tracks with associated VXD hits in a given event are extrapolated to their point of

closest approach in the x-y plane to the average IP position. The z position of this

point is computed and, if the x-y impact parameter is less than 3� and 500 �m from

the average (transverse) IP position, it is used to compute the median z position of the

event. The resolution of the median z position has been found to be avor dependent

[11]; the typical resolution for locating the IP z position has been determined (via Monte

Carlo + detector simulation) to be (32,36,52) �m for (uds,c,b) events.
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Figure 5.4: The xy impact parameters of tracks in �+�� events. After correcting for

extrapolation errors, a resolution of � 7 �m on the transverse position of the IP is

obtained.

5.4 Hadronic Event and Detector Simulation

The development of selection cuts used in this analysis and the estimation of selection

e�ciencies and sample purities required a detailed simulation of the detector and physics

processes. A Monte Carlo (MC) \generator" was used to generate hadronic events.

The output of the generator was then passed through a simulation package (GEANT

3.21 [49]) designed to simulate the detector response. The data obtained from the

random triggers were \overlaid" to simulate the presence of backgrounds. The simulated

event was then reconstructed in the same manner as the data.

For the 1994-95 MC, the JETSET 7.4 [31] generator was used with LUND frag-

mentation parameters determined using TASSO [50] and OPAL data [51], and particle

production parameters tuned to reproduce data from other experiments at Z0 ener-

gies [52] (for the 1993 MC the JETSET 6.3 generator was used with similar tuning).

The fragmentation function for the b- and c- quarks followed the Peterson representa-

tion [53]. A B-hadron decay model was developed at SLD and tuned to CLEO and

ARGUS data; a detailed description of this model is found in [54]. The combination of

this output with the detector simulation is referred to herein simply as \the MC".
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We also use the generator level output (without detector simulation) for comparisons

with our experimental results. In addition to the above generator, which we refer to as

\SLD-Tuned JETSET", we also make comparisons with \Default JETSET" { JETSET

7.4 without special parameter tuning or special b-decay model.

5.5 Flavor Tagging, and Quark-Jet Tagging

For the �rst portion of this analysis, the determination of production rates and spectra

of K0
s and �0= ��0 in hadronic decays, it is su�cient to select a hadronic event sample.

We are able to capitalize on the operating conditions at SLD in order to study more

deeply the hadronization phenomenon. Below we discuss two \tagging techniques" used

to produce high-purity subsets of the data.

5.5.1 The Normalized Impact Parameter and Flavor Tagging

Once the hadronic event has been selected, the impact parameters of charged tracks are

used to tag the avor of the event. This tag technique, originally proposed by Hayes [55],

exploits the facts that heavy quarks from Z0 decays hadronize into fast heavy hadrons,

which then travel a measurable distance (typically 3 mm for B hadrons and 1.5 mm

for charmed hadrons) before decaying into a large number of charged tracks. As these

heavy hadrons have a high mass, the impact parameters of the decay particles with

respect to the IP are large in comparison to the detector resolution. In contrast, light

quarks (u,d,and s) typically produce very few tracks with signi�cant impact parameters.

A schematic of a B meson decay is shown in Figure 5.5.

An improvement of this technique was suggested [56, 57] to sign the impact param-

eter of the track based upon where the charged track crosses the jet axis. As shown

in Figure 5.6, tracks crossing the jet axis in front of the IP get a positive sign, while

those crossing behind get a negative sign. This creates an asymmetric distribution as

the tracks from heavy meson decays tend to populate the positive region (Fig. 5.7).

For this analysis, we use a 2-D signed impact parameter technique to select avor-

tagged events. In order to be less sensitive to track reconstruction errors, material
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Figure 5.5: An example of a B meson decay. The fragmentation tracks tend to point

back toward the IP, while the tracks from the neutral heavy meson decays may or may

not.

b<0 track

Jet Axis

IPb

b b>0 track

Figure 5.6: The sign convention for the signed impact parameter technique. The jet

axis is used as an approximation of the heavy-quark hadron ight direction.
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Figure 5.7: The normalized impact parameter (b/�b) distribution for light and heavy

quark decay modes. The �rst and last bins show the amount of under- and over-ows.
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interactions, neutral particle decays, and uncertainty of heavy-hadron lifetimes, the se-

lection cuts are applied to a well-measured (and well-simulated) subset of the charged

tracks. These tracks, herein referred to as quality tracks, have met the following re-

quirements:

� The �rst hit for the CDC-portion of the track must occur no further than 39

cm (radially) from the origin. This requirement limits the extrapolation distance

back to the VXD.

� There must be at least 40 CDC hits associated with the charged track.

� The track must extrapolate back to within 1 cm radially of the IP, and within 1.5

cm in the z direction. This is required in order to reject most tracks that poten-

tially are due to nuclear interactions with the detector or beam pipe material.

� The quality of the CDC track �t must satisfy �2=dof < 5.

� Pairs of oppositely-charged tracks were combined through a V 0 �nding algorithm

(which served as the basis for the analysis discussed in the next chapter). Tracks

which formed a V 0 that was consistent in mass with either a K0
s , a �0, or a

-conversion were rejected.

� Tracks must have at least one associated VXD hit.

After combining the required VXD information with the CDC track that passes the

above requirements, additional constraints were applied:

� The 2-D (xy) impact parameter, b, of the track to the IP must be less than 3

mm.

� The uncertainty on the impact parameter, �b, must be less than 250 �m. E�ec-

tively, this sets a minimum track momentum of � 300 MeV/c.

� The quality of the CDC+VXD track �t must satisfy �2=dof < 5.

After applying these selection criteria, a di�erence in the average number of quality

tracks for the MC and the data was observed: 12.81 quality tracks/event for the MC



83

10 2

10 3

10 4

10 5

-20 -15 -10 -5 0 5 10 15 20

Figure 5.8: A comparison of the normalized impact parameter distributions for data

(points) and MC (hatched). The �rst and last bins show the under- and over-ow

number of tracks. A signi�cant track is de�ned as a track whose b/�b > 3:0.

simulation; 12.24/event for the data. Angular-dependent and momentum-dependent

e�ciency corrections were applied to the MC in order to provide good agreement be-

tween the data and the MC [58]. A comparison of the normalized impact-parameter

distributions for the data and the MC (after corrections) are shown in Figure 5.8.

For this analysis, we de�ne a signi�cant quality track as one whose normalized

impact parameter is greater than 3.0. Figure 5.9 shows the comparison between the MC

and the data for the number of signi�cant tracks per event, nsig; very good agreement

is observed. The events with large numbers of signi�cant tracks are predominantly

b-quark events, while those with few signi�cant tracks are predominantly uds events.

Therefore, the hadronic event sample is broken into three subsamples as follows:

� a \uds-enriched" sample of events with no signi�cant quality tracks , i.e. events
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Figure 5.9: A comparison of the nsig distributions for the data (points) and the MC

(histogram). Events with 3 or more signi�cant tracks are tagged as b-quark events;

events with 0 signi�cant tracks are tagged as uds quark events, and the remaining

events are tagged as c-quark events.

with nsig = 0,

� a \c-enriched" sample of events with nsig =1 or 2,

� a \b-enriched" sample of events with nsig � 3.

The nominal e�ciency and purities for the event tags are shown in Tables 5.2 and 5.3.

For the 1993-1995 data sets, there were 53526 nsig = 0 events, 22648 nsig =1 or 2

events, and 14039 nsig =� 3 events.

5.5.2 Quark Jet Tagging

As was discussed in Chapter 2, the electron beam polarization at SLC induces a large

asymmetry in the polar angle distributions of the quarks fromZ0 decays, which prefer to
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nsig tag uds frac. c frac. b frac.

0 0.848 0.125 0.027

1 or 2 0.379 0.330 0.292

� 3 0.009 0.101 0.890

Table 5.2: Estimated event purities for the event avor tags. The sum of each row

equals 1.

nsig tag uds tag e�. c tag e�. b tag e�.

0 0.844 0.440 0.076

1 or 2 0.154 0.475 0.332

� 3 0.002 0.085 0.592

Table 5.3: Estimated tagging e�ciencies for selecting uds�,c�, and b�quark events

using the nsig tag. The sum of each column equals 1.

follow the electron (positron) direction for left(right)-handed electron beams. Figure 2.3

shows the calculated quark production asymmetry for the average polarization obtained

during the 1993 and 1994-95 physics run, 72:3 � 0:4%2. This unique feature of SLD

was used to study particle production di�erences in (light) quark and antiquark jets.

In order to tag a hemisphere as a \quark-jet" hemisphere, the following procedure

was used. For each uds-tagged event, the thrust axis was calculated as described above,

and then signed so that the z-component pointed in the electron(positron) beam direc-

tion if the electron beam polarization was left(right)-handed. A plane perpendicular to

the thrust axis was used to divide the event into two hemispheres, and the hemisphere

whose tracks satis�ed ~p �~t > 0 was tagged as the \quark-jet" hemisphere. The opposite

hemisphere was tagged as the \antiquark-jet" hemisphere.

In order to improve the \signal-to-noise" ratio, events with j cos �thrustj < 0:2 were

rejected. The purities for this tag as a function of the j cos�thrustj cut are shown in

Figure 5.10; the degradation in the purity of the tag at detector level is due to the

acceptance cuts and the approximation of the thrust axis for the �nal state quark

direction. To determine the best cos �thrust value to cut at, the \quality" of the tag

2For this analysis, unlike that in reference [9], the average electron-beam polarization was 61:8�:40%
for the 1993 physics run, and 77:2� :24% for the 1994-95 physics run
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Figure 5.10: The calculated quark-jet tag purities as a function of the polar angle cut,

assuming an average electron beam polarization of 72.3%. Shown are the tag purities

for a perfect 4� detector, after acceptance cuts, and after using the thrust axis for the

tag. For the jcos�thrustj chosen, an estimated quark jet purity of 71.6% is obtained.

was considered. This �gure of merit, equal to (Ncorrect tag�Nincorrect tag)=
p
(total), was

used to maximize the purity while minimizing the statistical error. The tag quality as

a function of the polar angle cut is shown in Figure 5.11.
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Chapter 6

The V 0
Reconstruction and the Global Analysis

6.1 Introduction

For this analysis we reconstruct the charged decay modes K0
s ! �+�� and �0( ��0)!

p(�p)�� (collectively referred to as V 0 decays). As the average charged particle multiplic-

ity in Z0 decays is approximately 20 tracks, a large combinatoric background exists. Se-

lection cuts are used to improve the signal-to-noise ratio and to remove signal-distorting

backgrounds. The data are binned in momentum and the V 0 invariant mass peaks are

�tted. The resulting spectra are corrected for reconstruction and selection e�ciency

and integrated to obtain the total production rates. The spectra are compared to ex-

isting measurements and to QCD (MLLA+LPHD) predictions. Systematic errors and

checks are discussed, including a cross-check against the well-measured K0
s and �0=��0

lifetimes.

6.2 The Selection of the V 0 candidates

The tracks used to form the K0
s and �0=��0 candidates were required to pass the

following track quality cuts in order to improve the invariant mass resolution:

� a minimum transverse momentum of 150MeV=c with respect to the beam direc-

tion.

� at least 40 hits measured by the Central Drift Chamber.

� a polar angle satisfying jcos�j < 0:8.

Pairs of oppositely charged tracks satisfying these requirements were then combined

to form V 0 candidates if their separation was less than 15 mm at their point of closest
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approach. A �2 �t of the two tracks to a common vertex was performed. To reject

combinatoric background, the following selection cuts were applied:

1. The �t probability of the two tracks to a common vertex had to be greater than

2%.

2. This secondary vertex had to be separated from the IP by at least 1 mm, and by

at least 5�l. Here, �l is the error in the separation length of the V 0, using the

assumed ight direction, the reconstruction errors for the secondary vertex, and

the uncertainty in the IP position. The nominal errors used for the IP position

were 7 �m in the plane perpendicular to the beam, and 35 �m in the electron-

beam direction.

3. For secondary vertices reconstructed outside the Vertex Detector, candidates were

rejected if there were two or more VXD hits consistent with either of the two

charged tracks.

4. In the plane perpendicular to the beam, the angle between the vector sum of the

momenta of the two charged tracks and the line joining the IP to the secondary

vertex was required to be less than k � (2+20=pt+5=p2t ) mrad (up to a maximum

deviation of 60 mrad). Here, pt is in units of GeV=c and k=1.75 for �0=��0

candidates and 2.5 for K0
s candidates (see below).

5. For �0=��0 candidates, a minimum vector-sum momentum of 500 MeV=c was

required.

For the V 0 candidates, two invariant mass calculations were performed. The pion

masses were assigned to both tracks and the invariant mass of the pair m�� was calcu-

lated, using the charged tracks' momenta at the �tted vertex position. The 42460 V 0

candidates whose m�� were in the mass window between 400 and 600 MeV=c2 were

regarded as K0
s candidates. The invariant mass of the charged track pair was also cal-

culated assuming the higher momentum charged track to have the proton mass (mp�).

The 39804 V 0 candidates whosemp� were in the mass window between 1.075 and 1.215
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Figure 6.1: Invariant mass plots for (a) the p� hypothesis, and (b) the �� hypothesis,

after cuts 1-5 were applied to select V 0 candidates.

MeV=c2 were regarded as �0=��0 candidates. When plotting the �� and p� invariant

masses, clear peaks are visible in the distributions (Fig. 6.1).

Without the aid of particle identi�cation, there are kinematic regions populated by

both �0=��0's and K0
s decays. Depending upon the type of analysis, the kinematic-

overlap region may introduce important biases. In this analysis, the kinematic-overlap

region was removed where it distorts the invariant mass distributions.

For the K0
s analysis, the �0=��0 background causes an asymmetric \bump" in the

��-invariant mass distribution, as seen in Figure 6.2, which complicated the �tting

procedure. A cut on the \helicity angle" ��, de�ned as the angle between the �+

momentum vector in the K0
s rest frame and the K

0
s ight direction, was used to remove

the �0 and ��0 contamination (Fig. 6.3). K0
s candidates were required to have jcos��j �

0:8, which removed 20% of the K0
s signal. This cut also removes the -conversion

background.
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Figure 6.2: The simulated K0
s ! �+�� signal along with the various background

distributions. The cuts on the K0
s helicity angle remove the �0=��0 and -conversion

backgrounds. (Note: the vertical scale is logarithmic)

Figure 6.3: A scatter plot of the helicity angle of the �+ (see text) versus the ��

invariant mass for the K0
s candidates in the data. The vertical K0

s band is clearly

visible. The lower and upper curved bands are due to the �0 and the ��0 (respectively)

in the sample. The darkened regions at the upper- and lower-left corners are due to

-conversions.
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For the �0=��0 analysis, the shape of the K0
s background depends on momentum.

Above a V 0 momentum of a few GeV=c, the K0
s ! �� background is essentially uni-

form in the peak region of the p� invariant-mass distribution (see Figure 6.4), and no

cuts were made to remove the K0
s overlap. At su�ciently low momentum, the K0

s

background becomes asymmetric under the �0=��0 peak due to detector acceptance;

the \soft" � fails to be reconstructed and thus the K0
s is not found. Therefore, below

1.8 GeV=c a mass cut was applied to remove the K0
s contamination. This cut (see Fig.

6.5) removed all �0=��0 candidates whose �� invariant mass was within 3� of the K0
s

mass (up to a maximum deviation of 30 MeV=c2). It does not signi�cantly a�ect the

combinatoric background. Figure 6.6 demonstrates the momentum-dependence of the

K0
s mass resolution in the MC simulation.

Another source of physics background for both K0
s 's and �0=��0's is the gamma

conversion process  ! e+e� in the presence of an atomic nucleus. These gamma

conversions also provide a kinematic-overlap region with either the K0
s or the �0=��0

decays. These may be removed from the V 0 sample by several methods: particle

identi�cation for either of the charged tracks (discussed below), invariant mass cuts for

the e+e� hypothesis, or by cuts on the helicity angle distribution (see Figures 6.3 and

6.7). For the K0
s analysis, no explicit cut was needed due to the helicity angle cuts

used to reject �0=��0's. For the �0=��0 analysis, the proton helicity angle was required

to satisfy cos �� � �0:95. This removed approximately 2.5% of the �0=��0 signal1.

6.2.1 Using the CRID to obtain a High Purity �
0= ��0 Sample

While not used in this analysis, it is interesting to demonstrate the uses of the SLD

CRID for obtaining high-purity �0=��0 samples. To do so, we will remove the m�� cut

and examine the particle type of the high-momentum track of the �0=��0 candidate.

From kinematics, if a �0=��0 of momentum above � 301MeV=c decays into the p�

mode, the proton has a higher momentum track in the lab frame than the pion. Due

to the nature of the background (� 90% pions) under the mass peak, it is su�cient to

1As the �0=��0 may be polarized, the cut does not necessarily remove exactly 2.5% of the signal.



93

-0.02 0 0.02 0.04 0.06 -0.02 0 0.02 0.04 0.06

-0.02 0 0.02 0.04 0.06 -0.02 0 0.02 0.04 0.06

Figure 6.4: The distribution ofMp��M�0 for MC �0=��0candidates. The contributions

of -conversions and K0
s decays to the background are indicated. The -conversions are

removed by a helicity cut (text). At su�ciently low momentum, a mass cut is required

to remove the K0
s contribution.

Figure 6.5: A scatter plot of the �� invariant mass vs. the p(�p)� invariant mass

for the �0=��0 candidates in the data sample that pass the selection cuts. The K0
s

contamination is removed from the �0=��0 sample by cutting out the candidates whose

invariant mass is within 3� of the K0
s mass, up to a maximum deviation of 30 MeV/c2.

The kinematic edge is clearly visible.
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Figure 6.6: The RMS width of the MC �� invariant mass distribution due toK0
s decays.

Figure 6.7: A scatter plot of the of the helicity angle of the p(�p) in the rest frame of

the p(�p)� combination versus the p(�p)� invariant mass. The vertical �0=��0 band is

clearly visible. The curved band is due to the K0
s ! �� contamination in the sample.

The horizontal band near cos� = �1 is due to -conversion contamination.
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consider only the p and � hypotheses.

A 3�3 e�ciency matrix for the identi�cation of �'s, K's and p(�p) is shown in Figure
6.8. This matrix, which was computed using detailed detector simulation, has been

calibrated with data. The outstanding feature of the CRID is its ability to perform

particle identi�cation over a wide momentum range.

For this demonstration, the Barrel CRID information is used in two di�erent op-

erating modes to clean up the �0=��0 signal. In the high-e�ciency mode, the �0=��0

candidate is rejected only if the CRID data indicates that the high momentum track is

de�nitely a pion. In the event that the identi�cation is ambiguous or the CRID subsys-

tem was not operational during the time the data was recorded (eg., during periods of

high background in the detector), the �0=��0 candidate is not rejected. This removes

a signi�cant portion of the background with only a few percent loss of signal. In the

high-purity mode, which may be required for analyses such as studying �0 polarization,

the �0=��0 candidate is retained only if the high-momentum track is positively identi-

�ed as a p=�p. This mode produces a very pure sample, but at much lower e�ciencies

(Fig. 6.9).

6.3 Production Rates, Spectra and Lifetimes in Hadronic Z0 Decays

The V 0 candidates were binned in terms of � = � ln(xp), where xp = pV 0=pbeam is the

V 0 momentumscaled by the beammomentum. The kinematic cuts described in the last

section were applied. The resulting invariant mass distributions were then �tted with

various peak and background shapes using the program MINUIT [59]. The nominal

shape used to �t the signal (mass peak) was a sum of two gaussians of common center:

Psignal(m) =
1p
2�

(Area)� (
f1

sf�1
e

�(m�m0)
2

2(sf�1)
2
+
1� f1

sf�2
e

�(m�m0)
2

2(sf�2)
2
): (6:1)

The relative fractions of the two gaussians f1 and f2 = 1�f1 and the nominal widths �1
and �2 were �xed fromMC simulation. The area, common centerm0, and the resolution

scale-factor sf were free parameters of the �t. In most cases, a single gaussian did not

give an adequate �t. This is to be expected as the mass-resolution is momentum-

dependent and fairly large momentum bins were used. In some cases, three gaussians
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Figure 6.8: The particle identi�cation e�ciencies and mis-identi�cation rates for the

SLD Barrel CRID.
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Figure 6.9: The p� invariant mass distribution for selected data V 0 candidates (in-

cluding the K0
s contamination). Signi�cant background reduction can be obtained by

rejecting V 0's whose high-momentum tracks are consistent with the � hypothesis. A

very pure �0=��0 sample can be obtained by requiring the high momentum track to be

tagged by the CRID as a proton.

were needed. The nominal background shape used for the K0
s �ts was a quadratic;

for the �0 �ts a more complicated function was required due to the proximity of the

kinematic edge to the mass peak. The function, Pbkg(m) = a + b(m � m0) + c(1 �
ed((m�m0)�0:038)), was found to be adequate in MC studies. In each bin of momentum,

the mp� or m�� distributions were �tted using the sum of the Psignal and Pbkg shapes.

Sample �ts of the data for various momentum distributions are shown in Figure 6.10.

Tables 6.1 and 6.2 show the parameter values used in the �ts, and the quality of the �t

to the data.

For each bin, the simulated data (data from MC generation, followed by a detailed

detector simulation) was treated in the same manner as the true data. Using the �tted

area of the MC peak (NV 0!X+X�

recon ) and the generated MC spectrum (NV 0!all
gen ), the V 0
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� range p-range f1 �1 �2 �2=dof

(GeV/c) (MeV/c2) (MeV/c2)

0.70-1.20 13.73-22.64 72.1/78

1.20-1.45 10.70-13.73 0.63 8.2 20.1 59.6/74

1.45-1.70 8.33-10.70 0.69 7.5 18.4 79.0/80

1.70-1.95 6.49- 8.33 0.74 6.3 15.6 89.2/84

1.95-2.20 5.05- 6.49 0.81 5.7 13.4 82.8/89

2.20-2.40 4.14- 5.05 0.64 4.3 8.7 78.3/82

2.40-2.60 3.39- 4.14 0.77 4.4 9.3 68.4/76

2.60-2.80 2.77- 3.39 0.79 4.2 8.6 54.0/77

2.80-3.00 2.27- 2.77 0.78 3.9 7.3 56.4/68

3.00-3.20 1.86- 2.27 0.72 3.6 6.7 67.6/66

3.20-3.40 1.52- 1.86 0.68 3.5 6.2 38.8/60

3.40-3.60 1.25- 1.52 0.70 3.5 6.3 52.4/57

3.60-3.80 1.02- 1.25 0.83 3.7 7.6 60.6/52

3.80-4.00 0.84- 1.02 0.48 3.1 5.4 27.0/44

4.00-4.25 0.65- 0.84 0.83 3.8 6.8 16.3/35

4.25-4.50 0.51- 0.65 0.77 3.8 7.0 27.0/24

4.50-4.75 0.40- 0.51 1.00 4.3 12.7/18

Table 6.1: The signal parameters (obtained fromMC) used in the �tting of theK0
s ! ��

signal. The background shape used was a + bm + cm2. For the lowest � bin (highest

momentum), 3 gaussians were needed to describe the peak adequately. For the highest

� bin, a single gaussian was su�cient.

reconstruction e�ciency in each bin was calculated:

R(�) = NV 0!X+X�

recon (�)=N events
recon

NV 0!all
gen (�)=N events

gen

: (6:2)

Here N events
gen is the total number of generated MC events, and N events

recon is the total

number of reconstructed MC events that passed the hadronic event selection (Section

5.3). Several checks were performed to gain con�dence in the MC simulation, and thus

the V 0 reconstruction e�ciency. In general there was good agreement between the data

and the MC, however two important discrepancies were found. First of all, it was noted

that there was a 2% excess in the average number of reconstructed tracks per event

in the MC with respect to the data both before and after the track quality cuts were

applied. Since the MC was tuned using the world-averagemeasured charged multiplicity

in hadronic Z0 decays [60], we ascribe the di�erence to mismodelling of the overall

track reconstruction e�ciency. To remedy this, an algorithmwas used to remove tracks

randomly from the MC until the number of charged tracks was in agreement with the
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� range p-range f1 �1 �2 �2=dof

(GeV/c) (MeV/c2) (MeV/c2)

0.70-1.20 13.73-22.64 29.1/30

1.20-1.45 10.70-13.73 0.842 3.43 16.64 31.2/33

1.45-1.70 8.33-10.70 0.390 5.05 2.28 55.3/72

1.70-1.95 6.49- 8.33 0.768 2.10 5.06 92.8/73

1.95-2.20 5.05- 6.49 0.631 1.63 3.76 50.0/73

2.20-2.40 4.14- 5.05 0.717 1.59 3.75 80.3/73

2.40-2.60 3.39- 4.14 0.692 1.49 3.04 76.5/73

2.60-2.80 2.77- 3.39 0.620 1.38 2.69 83.2/73

2.80-3.00 2.27- 2.77 0.687 1.27 2.51 109.1/73

3.00-3.20 1.86- 2.27 0.854 1.38 3.60 84.0/74

3.20-3.40 1.52- 1.86 0.439 0.97 1.93 57.5/60

3.40-3.60 1.25- 1.52 0.374 0.80 1.81 45.3/61

3.60-3.80 1.02- 1.25 1.000 1.57 43.4/58

3.80-4.00 0.84- 1.02 1.000 1.43 39.7/52

4.00-4.50 0.51- 0.84 1.000 1.50 53.6/63

Table 6.2: The signal parameters (obtained from MC) used in the �tting of the �(��)!
p(�p)� signal. For the three highest � bins (lowest momentum), a single gaussian �t was

su�cient to describe the peak. For the lowest � bin, 3 gaussians were required.

data. Secondly, while it is not reasonable to expect that the number of V 0's per event be

the same for the data and the MC, it is reasonable to expect that the detector behavior

be the same for both samples. For both data and MC, the number of reconstructed

V 0's was studied as a function of several variables, including V 0 momentum, V 0 decay

radius, and polar angles of the V 0 momentum. Agreement between the data and the

MC was good except when considering the number of reconstructed V 0's as a function of

reconstructed vertex radius (with respect to the IP). A large discrepancy was observed

(Fig. 6.11) between the data and the MC, which indicated that some portion of the

tracking system was not being modelled correctly. It is hypothesized that this is due to

the problem of mis-linking VXD hits with CDC measured tracks, thereby drastically

reducing the error ellipse of the mis-linked track ( or, more accurately, the mis-modelling

of this e�ect). This would cause the V 0's to fail the �t probability cut discussed in

section 6.2. This problem does not exist for V 0's with decay radius above R = 2cm, as

those V 0's are always reconstructed using CDC-only tracks (i.e. for V 0's with r > 2cm,

the VXD information is not used, even if it exists). An ad hoc \V 0-tossing" procedure
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Figure 6.11: The ratio of the number of V 0 in the MC to that in the data as a function

of reconstructed radius, before and after the ad hoc V 0 algorithm was used. The MC

has been normalized to the total number of data V 0's.

was applied to degrade the MC V 0 reconstruction e�ciency in this region by removing

MC V 0's until the Data/MC radial distribution was smoothly varying. This procedure

was found not to a�ect the other distributions mentioned above.

After these corrections were applied, the reconstruction e�ciencies for �0=��0's and

K0
s 's were calculated, and are shown in Figure 6.12. These curves have three main

features: 1) the reconstruction e�ciency is limited by the detector acceptance (� .67)�
the charged decay branching fraction (.64 for �0=��0's and .68 forK0

s 's); 2) the e�ciency

at high momentum (low �) decreases due to �nite detector size and two-track detector

resolution; 3) the e�ciency at low-momentum (high �) is limited by minimum pT and

ight distance requirements. The discontinuity in the �0= ��0 reconstruction e�ciency is

due to the imposed K0
s mass cut for high-� candidates. The smooth parameterizations

shown were used in the analysis; the individual points show the magnitude of the

uncertainty due to MC statistics.
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Figure 6.13: The production spectrum of K0 in hadronic Z0 events (�lled circles). Also

shown are published data from the LEP experiments, and the predictions of the \SLD-

tuned" JETSET 7.4 MC (solid line), and the default JETSET 7.4 (dotted line). The

correlated errors are not shown.

The inclusive cross section 1=�tot d�=d� is then calculated from the number of par-

ticles observed in each momentum slice:

1

�tot

d�

d�
=

1

R(�)
1

��

Nobs(�)

N events
recon

(6:3)

(here, �tot is the total hadronic cross-section, Nobs is the integrated area under the mass

peak, and �� is the bin width). As is conventional, when quoting K0 (i.e. K0 + �K0)

production spectra, the K0
s production spectra is multiplied by a factor of 2 to account

for the undetected K0
L component. The resulting spectra, including point-to-point

systematic errors (discussed below), are shown in Figures 6.13 and 6.14, and are listed

in Tables 6.3 and 6.4.
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Figure 6.14: The production spectrum of �0+ ��0 in hadronic Z0 events (�lled circles).

Also shown are published data from the LEP experiments, and the predictions of the

\SLD-tuned" JETSET 7.4 MC (solid line), and the default JETSET 7.4 (dotted line).

The correlated errors are not shown.
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� range 1
�tot

d�
d�
� (stat:) systematics

�tting V 0 MC total MC (r) total

select. stats. uncor. corr.

0.70-1.20 0:234� 0:019 - - 0.009 0.009 0.001 0.008

1.20-1.45 0:406� 0:022 - - 0.012 0.012 0.001 0.014

1.45-1.70 0:526� 0:035 - - 0.015 0.015 0.002 0.018

1.70-1.95 0:591� 0:026 - - 0.013 0.013 0.002 0.020

1.95-2.20 0:623� 0:020 - - 0.012 0.012 0.003 0.021

2.20-2.40 0:644� 0:020 - - 0.012 0.012 0.003 0.022

2.40-2.60 0:668� 0:019 - - 0.012 0.012 0.004 0.023

2.60-2.80 0:679� 0:018 - - 0.011 0.011 0.005 0.024

2.80-3.00 0:629� 0:017 - - 0.011 0.011 0.005 0.022

3.00-3.20 0:608� 0:017 - - 0.010 0.010 0.006 0.021

3.20-3.40 0:598� 0:017 - - 0.010 0.011 0.007 0.021

3.40-3.60 0:536� 0:017 - 0.001 0.010 0.010 0.007 0.020

3.60-3.80 0:508� 0:017 - 0.002 0.010 0.010 0.008 0.019

3.80-4.00 0:441� 0:017 - 0.007 0.009 0.012 0.009 0.017

4.00-4.25 0:331� 0:015 - 0.001 0.008 0.008 0.008 0.014

4.25-4.50 0:241� 0:015 - 0.010 0.007 0.013 0.007 0.011

4.50-4.75 0:178� 0:017 - 0.022 0.007 0.023 0.006 0.009

0.70-4.75 1:904� 0:021 0.012 0.069

Table 6.3: The production spectrum for K0 in hadronic Z0 decays, along with statis-

tical, uncorrelated, and correlated errors (discussed in text). Entries marked with a

dash had less than a 5� 10�4 contribution. The total integrated production rate (and

errors) per hadronic Z0 decay for the measured region are also shown.

6.3.1 Systematic Errors and Checks

There are four sources of systematics that were investigated in the analysis. Two of

them, the overall normalization and the MC-data di�erences, are completely correlated

over all momentum bins. The other two sources, V 0 selection systematics and �t

systematics, are essentially independent.

An important contribution to the overall V 0 spectrum is the track reconstruction

e�ciency of the detector. As noted in section 6.2 the e�ciency has been tuned using

the world average measured charged multiplicity in hadronic Z0 decays. We take a

reasonable error of �1:7% [60] on the world average as the error on our reconstruction

e�ciency, which corresponds to a normalization error on the K0 and �0+��0 production

rates of 3.4%. This uncertainty is independent of momentum and is not shown in any
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� range 1
�tot

d�
d�
� (stat:) systematics

�tting V 0 MC total MC (r) total

select. stats. uncor. corr.

0.70-1.20 0:058� 0:008 0.009 - 0.004 0.010 - 0.002

1.20-1.45 0:080� 0:010 0.011 - 0.005 0.012 - 0.003

1.45-1.70 0:105� 0:010 0.006 - 0.005 0.008 - 0.004

1.70-1.95 0:110� 0:008 0.005 - 0.004 0.007 - 0.004

1.95-2.20 0:124� 0:007 0.005 - 0.004 0.007 - 0.004

2.20-2.40 0:132� 0:008 0.007 - 0.004 0.008 - 0.004

2.40-2.60 0:134� 0:007 0.003 0.001 0.004 0.005 - 0.005

2.60-2.80 0:148� 0:007 0.004 0.002 0.005 0.006 - 0.005

2.80-3.00 0:132� 0:006 0.004 0.004 0.004 0.007 - 0.004

3.00-3.20 0:129� 0:006 0.003 0.003 0.004 0.006 - 0.004

3.20-3.40 0:123� 0:007 0.003 0.001 0.004 0.005 - 0.004

3.40-3.60 0:107� 0:007 0.002 - 0.004 0.005 - 0.004

3.60-3.80 0:101� 0:007 0.003 0.002 0.005 0.006 0.001 0.003

3.80-4.00 0:079� 0:008 0.002 0.011 0.005 0.012 0.001 0.003

4.00-4.50 0:043� 0:007 0.004 0.017 0.003 0.018 - 0.002

0.70-4.50 0:373� 0:008 0.012 0.013

Table 6.4: The production spectrum for �0+ ��0 in hadronic Z0 decays, along with

statistical, uncorrelated, and correlated errors (discussed in text). Entries marked with

a dash had less than a 5� 10�4 contribution. The total integrated rate production rate

(and errors) per hadronic Z0 decay for the measured region are also shown.

of the �gures.

The e�ect due to the correction of the MC simulation for the radius-dependent V 0

reconstruction e�ciency is also a correlated error; however it is not momentum inde-

pendent. This \gap" in the reconstruction e�ciency a�ects V 0's with low proper decay

lengths l=� (and thus low momentum V 0s), more than V 0's with high proper decay

length. It also a�ects K0
s 's (and the K

0's) more than �0=��0's due to the di�erences in

the lifetimes (see below). A conservative 50% variation on the number of V 0's removed

from the MC was used to estimate this contribution; this contribution is shown in the

\MC(r)" column in Tables 6.3 and 6.4. For each bin, this contribution was added in

quadrature with the normalization error to obtain the total correlated error, shown in

the last column of these tables.

Each of the cuts used to select V 0 candidates (see Section 6.1) was varied indepen-

dently for both the MC and the data, and the spectra were recomputed. For each �-bin
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the rms of this set of measurements was calculated and assigned as the systematic

uncertainty.

For both the K0 and the �0=��0 candidates, the peak shapes used in the �t were

varied. Single and multiple independent gaussians (gaussians without common centers

and �xed widths) were used for both the data and the MC. The background shapes were

also varied in the same manner, and included constants and polynomials of di�ering

orders. Once again, for each variation the spectra were recomputed and the rms for

each bin was assigned as a systematic uncertainty.

While not a systematic error in the classic sense, the MC statistical error for each

bin in the reconstruction e�ciency computation was also considered.

As a crosscheck to examine possible momentum or decay length biases in the V 0

reconstruction or selection, measurements of the particle lifetimes were made. The data

was binned in proper decay length, l=�, and the above �tting procedure was repeated.

The measured lifetimes, shown in Table 6.5, are in good agreement with the world

averages [5].

Particle Measured c� World Average

K0
s 2:62� 0:07 cm 2.675 cm

�0= ��0 7:25� 0:38 cm 7.89 cm

Table 6.5: The measured lifetimes for the K0
s and the �0. The errors are statistical

only.

6.4 Rates and Comparisons with Other Experiments

In addition to our measurements, Figures 6.13 and 6.14 show measurements made by

several of the LEP collaborations [61, 62]. Our measurement for the �0+��0 production

spectrum is in good agreement with those of the other experiments. Our measurement

for the K0 production spectrum is consistent with all of the LEP measurements, al-

though there is a suggestion that SLD and DELPHI measurements are systematically

below those of ALEPH and OPAL in the range 2:8 < � < 3:6.

Also shown in each of these �gures are the generator-level spectra predicted by both
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the SLD-tuned JETSET 7.4 generator and the Default JETSET 7.4 generator. In both

cases the MC reasonably agrees with the measured �0+��0 spectrum and overestimates

the K0 production spectrum for � > 3:0 (p < 2:25 GeV=c).

The spectra were integrated over the visible regions, and the MC was used to esti-

mate the relative contribution due to the unobserved regions. The measured, extrapo-

lated, and total production rates for K0 and �0+��0 in hadronic Z0 decays are shown

in Table 6.6. The error on the extrapolated rate is due to the way the MC is normal-

ized to the data to determine the unobserved fraction{ either over the entire observable

range, or just over portions where the MC and the data agree. The world averages are

calculated in [52].

Particle Observed Extrapolated Total Norm. World Ave.

Rate Rate Rate Uncer.

K0 1:904� :021� :007 :097� :003� :008 2:001� :021� :011 0.068 2:03� 0:04

�0+��0 0:373� :008� :012 :017� :001� :001 0:390� :011� :017 0.013 0:37� 0:01

Table 6.6: The integrated production rates (per event) in Hadronic Z0 decays.

6.5 Comparisons with QCD

As discussed in Chapter 2, QCD calculations based upon the modi�ed leading log ap-

proximation (MLLA) predict the shape of the �-distribution for soft partons. Under

the assumption of local parton-hadron duality (LPHD), this shape should be directly

comparable with that of observed hadrons. The ��distribution is expected to be ap-

proximately gaussian in nature, with the peak position being (inversely) dependent

upon the hadron mass.

Figures 6.15 and 6.16 show the �-distributions for the K0 and �0+��0, along with the

best-�t gaussian to all the data points. Good agreement is observed between the curve

and the �0+��0 spectrum; the K0 spectrum is also �t reasonably well by the gaussian,

but might be better �t using a distorted gaussian [33]. As will be seen in Figure 7.4,

the spectrum fall-o� at low � is consistent with contributions from Z0 !heavy-quark

decays. The �tted peak centers, along with the statistical and systematic errors from
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Figure 6.15: The MLLA �t to the production spectrum of K0 in hadronic Z0 decays.

the �ts, are shown in Table 6.7. The systematics were estimated by removing data

points from the \tails" of the spectrum and re�tting the remaining points. For the

K0's, up to 4 data points on each side of the peak were removed, for a total of 20

di�erent �t variations; for the �0+��0's, up to 3 data points were removed from each

side of the distribution, for a total of 14 variations. Using these variations, an rms was

calculated as an estimate of the systematic error. The peak value for the K0 spectrum,

��
K0 , was found to be 2:64� 0:06, while that for the �0+��0 spectrum was found to be

2:63�0:06. Within the accuracy of this measurement, no mass dependence is observed.

Figure 6.17 shows measurements of numerous particles at the Z0 energy; these SLD

measurements are in good agreement with the other results. An approximate mass

dependence is observed when considering just the baryons or just the mesons, but no

overall mass dependence seems to exist for the entire set of measurements. Figure 6.18

shows the peak position values for K�, K0, and �0=��0 for various experiments from

p
s = 10 GeV to these measurements at the Z0 pole. A logarithmic dependence on

energy is clearly visible, which is consistent with QCD predictions.
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Particle Center � (stat:)� (rms) �2=dof

K0
s 2:639� 0:024� 0:055 16.5/13

�0+ ��0 2:626� 0:057� 0:022 3.4/11

Table 6.7: The �tted gaussian centers for the K0 and the �0 spectra, and the quality

of the �t when using all of the data points.

As discussed in chapter 2, an important caveat must be considered when comparing

the results to the MLLA predictions: the LPHD assumption \ties" the parton spectrum

to the primary hadron spectrum. The primary hadron spectrum (for a given species)

is modi�ed by particles from resonance decays and particles from heavy meson/baryon

decays. There are three ways to approach this: 1) measure all decay modes to a very

high precision, 2) perform (large, and highly uncertain) MC subtraction to remove the

estimated contribution from these sources [63]; or 3) attempt to make measurements

on subsamples that have fewer sources of secondary particles. This third method is the

approach taken in the next chapter.
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Chapter 7

The Flavor and Quark-Jets Analysis

7.1 Introduction

In this chapter, the avor tagging and quark-jet tagging techniques described in Section

5.4 are used to further explore the hadronization process. First, the analysis in the

preceding chapter is applied to avor-tagged samples, and di�erences in production are

observed. These spectra are \unfolded" to obtain the �rst measurements of K0 and

�0+��0 production in light (u; d; s), c, and b-quark events at the Z0. Next, the quark-

tagging techniques are used to examine di�erences in �0 production for light quark and

anti-quark jets, and to make the �rst measurements of the q ! �0 and the �q ! �0

fragmentation functions.

7.2 Spectra in uds, c, and b-quark Events

Using the techniques discussed in Chapter 5, the data set was divided into three avor-

enriched subsets; this resulted in a uds-enriched sample of 53526 events, a c-enriched

sample of 22648 events, and a b-enriched sample of 14039 events. For each sample, the

V 0 candidates were binned in � and the analysis described in Chapter 6 was repeated.

The K0
s binning used was identical to that described in the previous chapter; the

�0=��0's were binned in wider �-bins, which then typically required 3 gaussians to

describe the peak adequately. When we treat them in the same manner as was described

in the last chapter, simply correcting for the reconstruction e�ciency (which to a good

approximation is independent of the event avor), we arrive at the production spectra

shown in Figure 7.1. Clear di�erences in production among the three samples are

observed. For the K0, production is enhanced in the b-quark-enriched (nsig = 3+)
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and the c-quark-enriched (nsig = 1; 2) samples with respect to the uds-quark-enriched

(nsig = 0) sample. For the �0 (+��0) samples, a possible enhancement of the production

in the c-quark-enriched (nsig = 1; 2) sample with respect to those in the other two

samples is seen. We therefore performed a complete unfolding of the three samples in

order to obtain the production spectra for the light, c, and b quark samples.

7.2.1 The Unfolding Matrix

The expected number of particles of type X per i-tagged event nei (i = 1; 2; 3 for

nsig = 0; 1 � 2; 3+ resp.), can be related to the true number per j-avor event mt
j

(j = uds, c, b) by the three linear equations:

nei (�) =
X
j

Eijm
t
j(�); (7:1)

where it is convenient to express the matrix

Eij =
fj�ijbij(�)R(�)P

k fk�ik
(7:2)

in terms of the V 0 reconstruction e�ciency R(�) (discussed in the last chapter), the

fraction of hadronic Z0 events decaying into quark type j

fj =
NZ0!j�j

NZ0!all

; (7:3)

an event-tagging e�ciency matrix

�ij =
N r
j!i

N r
j

; (7:4)

where N r
j!i is the number of reconstructed j-avor events that are in the i-tagged

sample and N r
j is the total number of reconstructed j-avor events, and a bias term

bij(�) =
Xr
j!i(�)=N

r
j!i

Xr
j (�)=N

r
j

: (7:5)

Here, Xr
j!i(�) is the number of reconstructed particles of species X from quark avor

j that are found in the i-tagged sample. For the above, and all following equations,

there is no implicit summation over repeated indices.

Note the de�nition of the Tag Purity (Pij) is related to the above matrices as follows:

Pij =
fj�ijP
k fk�ik

: (7:6)
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Figure 7.1: The production spectra for �0+ ��0 and K0 in the three avor-enriched event

samples. Only the statistical errors are shown.
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In the absence of tagging bias (bij = 1), the fraction of the particles of a given species

in the i-tagged sample that comes from j-avor events would be the same as the event

purities, and Equation 7.1 would be a simple relationship based upon the purities of the

tag. However, the presence of K0
s or �

0=��0 that decay near the IP can a�ect the tag, so

these biases must be considered carefully. Tables 7.1 and 7.2 recapitulate (respectively)

the Standard Model fractions fj , the e�ciencies �ij , and the purities Pij of the avor
tags.

fuds 0.610

fc 0.172

fb 0.218

Table 7.1: The standard model production fractions for Z0 ! q�q.

Tag uds tag � c tag � b tag � Puds Pc Pb
nsig = 0 0.844 0.440 0.076 0.848 0.125 0.027

nsig = 1; 2 0.154 0.475 0.331 0.378 0.330 0.292

nsig = 3+ 0.002 0.085 0.593 0.009 0.101 0.890

Table 7.2: Estimated tagging e�ciencies and purities for selecting uds�, c�, and
b�quark events using the nsig tags.

Using the MC, the 3� 3 bias matrices shown in Figures 7.2 and 7.3 were obtained

for K0 and �0=��0 as a function of momentum. Simple parameterizations to these

shapes were performed with the constraint that
P

i �ijbij(�) = 1. It should be noted

that the diagonal terms for the bias elements are reasonably close to 1, and that the

elements that show the most variation from unit value are the terms that have the

lowest contributing populations (i.e. the product �ijbij is small).

The general behavior of these bias matrices can be explained by a few simple e�ects.

First, consider only light quark events (top row of Figures 7.2 and 7.3). For perfect

tracking and perfect V 0 rejection in the avor tags, all but a few events would have

no signi�cant tracks and b11 would be almost exactly unity. Two e�ects push uds

events out of the nsig = 0 category. The �rst e�ect is simply \miss-tracking" { multiple

scattering, misassigning VXD hits to tracks, etc. The second e�ect is real tracks that
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are signi�cantly separated from the IP, such as charged tracks from -conversions,

nuclear interactions, and decays of strange particles (mostly V 0's). Especially for low-

momentum V 0's, it is possible to \lose" or miss-reconstruct one of the two charged

tracks. The result of this is that the V 0 contributes a signi�cant track. Both of

these e�ects favor events containing low momentum V 0's. The direct e�ect of a V 0

contributing a signi�cant track and the indirect e�ect due to the fact that events tend

to have several low-momentum particles (which are more-likely to be miss-tracked),

contribute about equally to pushing the value of b11 below 1, and thus pushing b12,

b13 > 1. High momentum V 0 have little e�ect on the tag since they typically decay far

from the IP. Also, events with high-momentum V 0's tend to have fewer low momentum

tracks and thus b11 becomes greater than 1 as momentum increases.

The situation becomes more complicated for heavy-quark events. Two additional

e�ects have to be considered: 1) tracks from heavy hadron decays with real signi�cant

separation; 2) di�erent production rates for �0=��0's and K0's in heavy particle decays

(thus, one might no longer expect to see the same features in the two �gures). Consider

K0's from b-quark events (bottom row of Figure 7.2). The production of K0 above � 3

GeV/c is dominated byK0 production fromB-hadron decays. These higher momentum

K0's tend not to participate in the tag, as they are either reconstructed or ignored if

they decay outside the VXD. Thus, when a B-hadron decays intoK0 (plus other tracks)

rather than a K�, this e�ectively loses one track that could have been used to tag the

event. This causes b33 to be below 1 in this region, and b32 and b31 are correspondingly

greater than 1. One would expect this e�ect to be greater for �0=��0 by phase-space

arguments: the creation of the higher-mass �0 reduces the overall multiplicity of the

decay. At lower V 0 momentum fragmentation becomes the dominant source, and one

thus expects behavior tending toward that observed in the top row.

The e�ect of V 0's from decays of charmed hadrons is similar to that of B-hadron

decays, except that charmed hadrons are of lower mass, and tend to produce fewer tracks

in their decays. The matrix element b23 is therefore reduced at high-momentum by a

larger amount than b33. The case of �
0=��0's in charmed events is particularly simple:
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all \direct" �0=��0's are from charmed baryons1 which contribute very few other charged

tracks with which to tag. Thus, b22 is also below 1, and b21 is constrained to be greater

than 1.

For each bin of �, the observed population of each of the three tag-type events is

noi (�) with statistical error �oi (�). By inverting Equation 7.1, the \unfolded" spectra

are

mt
j(�) =

X
i

E�1
ij n

e
i (�) (7:7)

with errors

�tj(�) = (�iE
�1
ij �

2
j )

1
2 : (7:8)

The unfolded spectra are shown in Figure 7.4, and listed in Tables 7.3 and 7.4. In

order to compare among avors, we only show the combination of the statistical error

and the systematic error due to the unfolding procedure; neither the point-to-point

systematics nor correlated systematics are shown. The error bars are dominated by

statistics. The large errors on the c�quark spectra are almost entirely statistical, and

are due to the high level of impurities in the nsig = 1; 2 sample.

The unfolding procedure is subject to uncertainties in the input parameters (Eqns.

7.1-7.5). MC simulation indicated (within MC statistics) that the reconstruction e�-

ciency R(�) was the same for all three avors. The uncertainties in the world average

values of the standard model fractions fi are negligible with respect to the statistical

errors. The errors on the 2-d impact parameter tagging e�ciency have been studied

by [11]; a conservative variation of �0:01 was applied to each term of the e�ciency

matrix �ij (with the simultaneous modi�cation of the other terms so that the constraint

condition
P

i �ij = 1 was satis�ed); this variation was also found to be negligible. The

unfolding systematics are dominated by the uncertainty of the bias term. For this term,

a very conservative 20% variation on the deviation of the bias term from unity was used.

When comparing the spectra produced from the di�erent Z0 decay modes, several

features are observed. The production of K0 in heavy quark events is larger than

1which typically have shorter ight distances than charmed mesons (c� � 50�m, vs. c� � 125 �
350�m).
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in light-quark events, which is expected due to weak decays of heavy hadrons. The

K0 production spectrum cuts o� more sharply at low-� (high momentum) in b�quark
events than in light-quark events or c events, which is expected due to the high average

multiplicity of B-hadron decays. For the three �0 (+��0) spectra, we observe essentially

the same level of production for the three Z0 decay modes. Within the level of our

statistics, no clear spectra shape di�erences are observed.

The \SLD-tuned" MC reproduces the relative production rates forK0 from the three

Z0 decay modes, and the relative \cut-o�s" at high momentum (low �). The K0 MC

excess at high � is similar for all three avors and for the global sample (Figure 6.13).

For the �0 (+��0) the MC describes the shapes of all avors within the measurement

errors. The �0 (+��0) MC normalization appears reasonable for the for the uds� and

c�quark samples. The �0 (+��0) MC normalization is approximately 30% low for the

b�quark sample2. The integrated production rates for the three quark samples are

listed in Table 7.5.

For MLLA comparisons, the two uds spectra are �tted with gaussians; satisfactory

�ts are obtained. The peak centers, errors, and �t quality are listed in Table 7.6. A

signi�cant peak di�erence is still not observed between the �0 (+��0) sample and the

K0 sample, although the �0 (+��0) sample is clearly in need of more statistics. When

comparing the peak positions for the global K0 sample and the uds K0 sample, an

upward shift of approximately 1� in the uds sample is observed. A gaussian �t was

made to all of the data points in the b-quark K0 sample; the �t quality was poor

(�2=dof = 27:9=13). When �tting to a limited region around the peak (1:45 � � �
3:80), a satisfactory �t was obtained (�2=dof = 9:78=7), yielding a peak position of

�� = 2:62� :06(stat:)� :05(syst:).

In summary, we see that spectrum shape forK0's from the b-quark sample is di�erent

from that of the uds-quark sample, and is not describable by a single gaussian. Similar

conclusions are expected for the �0=��0's from the b-quark sample, and both the K0

2This is consistent with the level of uncertainty from recent B baryon production fraction measure-
ments. For example, DELPHI recently reported a B baryon fraction of :116�:033 in Z0

! b�b events [64]
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and the �0=��0's from the c-quark sample, but the statistics are clearly not su�cient

to draw conclusions. It also appears that the presence of the b, c-quark contribution to

the global sample does not greatly a�ect the peak position.

� range uds-quark c-quark b-quark
1

�tot
d�
d� unfold 1

�tot
d�
d� unfold 1

�tot
d�
d� unfold

(�stat:) syst. (�stat:) syst. (�stat:) syst.

0.70-1.20 0:270� 0:039 0:002 0:309� 0:175 0:008 0:038� 0:039 0:001

1.20-1.45 0:324� 0:043 0:003 0:697� 0:191 0:014 0:231� 0:065 0:004

1.45-1.70 0:449� 0:045 0:005 0:557� 0:201 0:021 0:412� 0:100 0:005

1.70-1.95 0:512� 0:049 0:006 0:602� 0:263 0:029 0:689� 0:088 0:007

1.95-2.20 0:524� 0:043 0:006 0:579� 0:186 0:031 0:737� 0:072 0:008

2.20-2.40 0:535� 0:044 0:006 0:701� 0:197 0:035 0:839� 0:081 0:011

2.40-2.60 0:582� 0:042 0:011 0:247� 0:181 0:060 1:012� 0:074 0:017

2.60-2.80 0:521� 0:045 0:009 0:863� 0:207 0:049 0:911� 0:075 0:015

2.80-3.00 0:558� 0:043 0:011 0:600� 0:185 0:053 0:729� 0:064 0:013

3.00-3.20 0:540� 0:044 0:011 0:596� 0:191 0:054 0:704� 0:068 0:012

3.20-3.40 0:520� 0:042 0:011 0:472� 0:182 0:054 0:713� 0:068 0:012

3.40-3.60 0:524� 0:042 0:012 0:388� 0:180 0:054 0:626� 0:066 0:011

3.60-3.80 0:507� 0:044 0:012 0:431� 0:185 0:053 0:529� 0:064 0:010

3.80-4.00 0:429� 0:045 0:010 0:461� 0:192 0:046 0:440� 0:066 0:008

4.00-4.25 0:331� 0:037 0:008 0:239� 0:165 0:037 0:418� 0:071 0:007

4.25-4.50 0:293� 0:040 0:007 �:040� 0:187 0:030 0:291� 0:108 0:005

4.50-4.75 0:187� 0:043 0:005 0:055� 0:183 0:019 0:059� 0:030 0:002

Table 7.3: The unfolded production cross-sections for K0, with the systematics due to

unfolding. The point-to-point systematics and the correlated systematics are the same

as in Table 6.3.
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dashed lines indicate the contributions from fragmentation.
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� range uds-quark c-quark b-quark
1

�tot
d�
d�

unfold 1
�tot

d�
d�

unfold 1
�tot

d�
d�

unfold

(�stat:) syst. (�stat:) syst. (�stat:) syst.

0.70-1.40 0:086� 0:019 0:001 �:047� 0:069 0:007 0:072� 0:015 0:002

1.40-1.90 0:101� 0:016 0:002 0:109� 0:061 0:009 0:116� 0:017 0:004

1.90-2.30 0:142� 0:016 0:003 0:067� 0:065 0:016 0:136� 0:020 0:005

2.30-2.70 0:113� 0:013 0:002 0:239� 0:059 0:011 0:119� 0:020 0:005

2.70-3.10 0:122� 0:012 0:002 0:197� 0:052 0:012 0:137� 0:018 0:005

3.10-3.50 0:127� 0:013 0:003 0:167� 0:055 0:011 0:089� 0:018 0:002

3.50-3.90 0:096� 0:012 0:002 0:063� 0:050 0:009 0:104� 0:019 0:002

3.90-4.50 0:072� 0:013 0:002 0:023� 0:050 0:006 0:042� 0:018 0:001

Table 7.4: The unfolded production cross-sections for �0+��0 , with the systematics due

to unfolding.

Quark K0 �0+��0

Sample (:7 � � � 4:75) (:7 � � � 4:5)

uds 1:733� 0:043� 0:011 :394� 0:021� 0:012

c 1:779� 0:194� 0:037 :329� 0:082� 0:017

b 2:029� 0:070� 0:012 :368� 0:024� 0:013

Table 7.5: The production rates for K0 and �0+ ��0 (per event) in the three quark

samples. The systematic errors shown including the point-to-point systematics and the

unfolding systematics. Not shown are the overall normalization (correlated error) of

3.4% for the �0+��0 and 3.7% for the K0.

Particle Center � (stat:)� (syst:) �2=dof

K0 (uds) 2:711� 0:060� 0:042 6.3/13

�0+ ��0 (uds) 2:556� 0:186� 0:020 3.2/4

Table 7.6: The �tted gaussian centers for the K0 and the �0+��0 spectra from Z0 !
q�q (q = u; d; s) events.
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7.3 �
0 Production in Quark and Antiquark Jets

In this section the quark-tagging techniques are used to make preliminarymeasurements

of the quark and anti-quark fragmentation functions into the �0 baryon. A comparison

of the two production rates as a function of momentum lends evidence for the \leading-

particle" production hypothesis.

7.3.1 �
0=��0's in Enriched Samples, and the Unfolding Procedure.

Samples of hemispheres enriched in primary light (nsig = 0 ) q and �q jets were obtained

using the techniques described in Chapter 5. The V 0 selection techniques were applied

to both samples, considering only the �0=��0 hypothesis. The �0 candidates in the

q-tagged sample and the ��0 candidates in the �q-tagged sample were combined into a

\q ! �0" sample. The �0 candidates in the �q-tagged sample and the ��0 candidates in

the q-tagged sample were combined into a \�q ! �0" sample. These samples consisted

of 33510 V 0 candidates and 33636 V 0 candidates, respectively.

For each sample, the V 0 candidates were binned in xp = pV 0=pbeam and the mass

peaks were �tted. Due to the sparcity of the data, very wide bins were used, and

3 gaussians were typically required to describe the peak adequately. The procedure

described in Chapter 5 was modi�ed as follows: for each momentum bin, the mass

distributions for the q ! �0 and �q ! �0 data samples were �tted with a common peak

center and width, which were determined by �tting the sum of the two samples. The

results are listed in Tables 7.7 and 7.8, including the statistical errors; the systematic

errors are the same as those shown in Table 6.4, when averaged to account for the

di�erences in bin widths. Using the \SLD-tuned" JETSET 7.4 MC with detector

simulation, the contributions to these spectra from heavy quark contamination were

estimated3; a conservative systematic uncertainty of 25% was applied. This contribution

was subtracted, and the two spectra were \unfolded" for the purity of the tag, which

was calculated to be 71:6 � 1:0% (see Figure 5.10). Tables 7.7 and 7.8 also list the

3We estimate the fraction of \heavy quark" V 0 contamination to be the same as the fraction of
heavy quark contamination in the uds-tagged sample: � 12:5% from c-quark decays and � 2:7% from
b-quark decays.
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estimated number from heavy quark decays, the subtracted values, and �nally the

\unfolded" values.

xp bin Raw Data Est. HQ Subtracted Unfolded

(�stat:) Contrib. Value Value

0.01-0.02 28.3� 6.7 3.4� 2.2 24.9� 7.1 16.6� 13.1

0.02-0.03 89.0�10.2 11.1� 4.4 77.9�11.1 75.2� 20.0

0.03-0.05 164.3�14.0 20.9� 7.0 143.4�15.6 148.9� 28.0

0.05-0.07 507.0�36.3 63.0�17.7 444.0�40.3 453.3� 72.8

0.07-0.10 560.5�37.1 88.8�24.1 471.7�44.2 431.7� 80.2

0.10-0.15 535.4�37.9 64.7�18.1 470.7�42.0 499.9� 76.2

0.15-0.18 388.3�43.8 51.3�14.7 337.0�46.2 410.8� 82.0

0.18-0.30 577.7�57.1 61.1�17.2 516.6�59.6 598.6�109.7
0.30-1.00 402.1�47.3 41.3�12.2 360.8�48.9 473.6� 90.0

Table 7.7: The data for the q ! �0 tagged sample, the estimated contribution due to

heavy baryon decays, the data values after the MC subtraction, and the �nal values

after purity unfolding.

xp bin raw data Est. HQ Subtracted Unfolded

(�stat:) Contrib. Value Value

0.01-0.02 46.9� 8.1 9.3� 3.9 37.6� 9.0 45.9� 15.6

0.02-0.03 98.0�10.3 16.0� 5.7 82.0�11.8 84.7� 20.9

0.03-0.05 164.5�13.3 29.6� 9.2 134.9�16.2 129.4� 28.8

0.05-0.07 520.3�36.2 90.6�24.6 429.7�43.8 420.4� 77.2

0.07-0.10 645.2�39.1 112.5�30.1 532.7�49.4 572.7� 86.8

0.10-0.15 528.3�38.4 102.0�27.4 426.3�47.2 397.1� 83.0

0.15-0.18 270.6�42.3 45.8�13.3 224.8�44.3 150.9� 79.5

0.18-0.30 489.9�67.6 98.0�26.4 391.9�72.5 309.9�126.5
0.30-1.00 217.6�59.0 28.4� 8.9 189.2�59.6 76.4�103.9

Table 7.8: The data for the �q ! �0 tagged sample, the estimated contribution due to

heavy baryon decays, the data values after the MC subtraction, and the �nal values

after purity unfolding.

The spectra for the two samples at each stage of the analysis were used to form a

\Lambda Baryon Production Asymmetry", herein referred to as A�0 . This quantity is

de�ned for each xp bin as

A�0(xp) =
Nq!�0(xp)�N�q!�0(xp)

Nq!�0(xp) +N�q!�0(xp)
: (7:9)

Figure 7.5 and Table 7.9 show this asymmetry for the the tagged samples, after the
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Figure 7.5: The Lambda Baryon Production Asymmetry as a function of xp before and

after corrections. The data have been rebinned and the data points have been staggered

for clarity. The common systematic errors are not shown.

subtraction of the heavy quark contribution, and �nally after correcting for sample

purity (the correction for purity amounts to a scaling of the data and errors by an

amount 1=(2p� 1), where p is the purity of the tag). A clear deviation away from 0

at high xp is observed, reecting di�ering production rates in the two samples. This

may be interpreted as evidence for \Leading Particle" production in light quark jets

- i.e. that particles at very high momentum contain the primary quark produced by

the Z0 ! q�q decay. The asymmetry is due to the fact that a primary anti-quark be

contained in a leading ��0, but not a �0, and vice-versa.

The unfolded spectra fromTables 7.7 and 7.8 were corrected for detector acceptance,

and the resulting spectra for �0's produced in q and �q jets are shown in Figure 7.6 and

Table 7.10. We see that the production is approximately equal at low momentum, but

deviating at high momentum. The production of �0 in �q jets is consistent with zero at
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xp bin A�0

Raw Data MC Sub. Unfolded

0.01-0.02 -0.247�0.138 -0.202�0.178 -0.468�0.412
0.02-0.03 -0.048�0.078 -0.026�0.101 -0.059�0.235
0.03-0.05 -0.001�0.059 0.030�0.081 0.070�0.188
0.05-0.07 -0.013�0.050 0.016�0.068 0.038�0.158
0.07-0.10 -0.070�0.045 -0.061�0.066 -0.140�0.152
0.10-0.15 0.007�0.051 0.050�0.071 0.115�0.164
0.15-0.18 0.179�0.093 0.200�0.115 0.463�0.267
0.18-0.30 0.082�0.084 0.137�0.107 0.318�0.248
0.30-1.00 0.298�0.135 0.312�0.155 0.722�0.358

Table 7.9: The Baryon Production Asymmetries for the raw data, after MC subtraction

of the heavy quark contributions, and after unfolding for tag purity.

very high momenta.

xp bin q ! �0 �q ! �0 common
1

�tot
d�
dxp

� (stat:) 1
�tot

d�
dxp

� (stat:) sys.

0.01-0.02 0:514� 0:407 1:420� 0:481 �0:018
0.02-0.03 0:895� 0:238 1:007� 0:248 �0:009
0.03-0.05 0:706� 0:133 0:614� 0:136 �0:006
0.05-0.07 1:205� 0:193 1:117� 0:205 �0:006
0.07-0.10 0:762� 0:142 1:011� 0:153 �0:006
0.10-0.15 0:724� 0:110 0:575� 0:120 �0:007
0.15-0.18 1:138� 0:227 0:418� 0:220 �0:007
0.18-0.30 0:648� 0:119 0:335� 0:137 �0:010
0.30-1.00 0:193� 0:037 0:031� 0:042 �0:010

Table 7.10: The production cross-sections for �0 in quark and antiquark jets.
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Figure 7.6: The production of �0 in quark and antiquark jets. The data have been

rebinned and the data points have been staggered for clarity. The common systematic

errors are not shown.
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Chapter 8

Summary of Results

In this dissertation, we have presented a measurement of the production of the strange

meson K0 and the strange baryon �0=��0 in hadronic Z0 decays collected by the SLC

Large Detector (SLD). The analysis is based upon the approximately 150,000 hadronic

events obtained in runs of the SLAC Linear Collider (SLC) between 1993 and 1995.

The two particles were isolated using their characteristic long lifetimes and decay modes

into two charged particles. We measured their production rates and spectra in the

global event sample, and made comparisons with other experiments. We expanded

this analysis to study the production dependences on primary quark avor, and made

comparisons of �0 production in light (uds) quark and anti-quark jets.

In our \global" event sample, we selected V 0 candidates by �rst combining oppo-

sitely charged pairs of tracks and then applying selection criteria in order to improve the

signal-to-background ratio. The invariant mass of the V 0 was calculated (Mp� for the

�0=��0 candidates andM�� for the K
0
s candidates) and the invariant-mass distributions

were �t to obtain the areas under the signal peaks. Using Monte Carlo generated events

with a detailed detector simulation, the reconstruction e�ciencies for the V 0 candidates

were calculated. Combining this information, the production spectra for �0+ ��0 and

K0 (2� the K0
s production spectrum) were obtained. The measured spectra are in

agreement with measurements performed by other experiments at the same center-of-

mass energy. Comparisons of the spectra to QCD predictions were made; within the

measurement errors no disagreements were observed. The predictions by the JETSET

event generator, a popular model of hadron formation, are too high for K0 produc-

tion at low momenta (below 2.5 GeV/c), but are adequate for higher momenta. The

predicted �0+ ��0 spectrum is consistent with our measurements. The generator-level
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MC was used to estimate the unmeasured fraction of each spectrum, and with this

information the total integrated production rates were obtained. The results are:

2:00� 0:07 K0 per hadronicZ0 decay; and

0:39� 0:02 �0+ ��0 per hadronicZ0 decay;

which are in good agreement with the average of the LEP measurements: 2:03� 0:04

for the K0, and 0:37�0:01 for the �0+ ��0. The dominant source of our error is a � 4%

normalization error due to our uncertainty of the track reconstruction e�ciency. As a

cross-check of our procedures, the lifetimes of the K0
s and �0=��0 were measured, and

found to be consistent with world-average values.

By utilizing two important features of the SLC/SLD, namely SLD's precision CCD

vertex detector and the very small and stable beam spots of the SLC, the hadronic

data sample was divided into high-purity samples of \light" (uds) and \b" (b�b) events,

and a lower-purity sample of \c" (c�c) events. The V 0 analysis was repeated for each

sample, and di�erences in the spectra were observed. An unfolding procedure was

applied to obtain the �rst measurement of K0 and �0+ ��0 production rates and spectra

in Z0 ! light, Z0 ! c�c, and Z0 ! b�b events. Di�erences inK0 production are observed

among the three avors, in both spectrum shape and integrated rate. This is expected,

as heavy quarks fragment into fast heavy hadrons, which then decay weakly into a

large number of particles including strange particles. Within measurement errors, we

see no di�erences in �0+��0 production among the three avor samples. The integrated

production rates per avor event (over the measured momentum region) for the K0 and

�0+ ��0 are:

Quark K0 �0+��0

Sample (0:4 � p � 22:6GeV=c) (0:5 � p � 22:6GeV=c)

uds 1:73� 0:04 :39� 0:02

c 1:78� 0:20 :33� 0:08

b 2:03� 0:07 :37� 0:03

where the common normalization uncertainty of � 4% is not included in the errors.

The K0 and �0 spectra in light events are consistent with QCD predictions, and are
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not appreciably di�erent from those in the global sample. Thus, it appears that in the

global sample, the modi�cations of the spectra due to the heavy quark component are

small.

Lastly, by utilizing the highly-polarized electron beam produced by SLC (average

polarization of 72.3% for the 1993-95 physics runs), we examine for the �rst time �0

baryon production in jets tagged as light (uds) quarks and light antiquarks. We form

a �0 baryon production asymmetry

A�0(xp) =
Nq!�0(xp)�N�q!�0(xp)

Nq!�0(xp) +N�q!�0(xp)
; (8:1)

and observe a positive asymmetry at high scaled momentum xp =p�0=pbeam, indicating

that more high-momentum�0's are being produced in quark jets than in antiquark jets.

Using the MC, we estimated and subtracted out a small heavy quark contribution to

the spectra, which does not modify the asymmetry substantially. We then performed

an unfolding to correct for the quark-jet tag purity. After this unfolding, we see that

the data are consistent with all �0 above � 14 GeV/c being produced solely in quark

jets. We attribute this production di�erence to the \leading particle" hypothesis, which

suggests that the higher momentum particles are more likely to be the carriers of the

primary quark. While having been observed in heavy-quark jets at the Z0 (as heavy

quarks are rarely produced in fragmentation), this is the �rst such observation for Z0

decays into light quarks.
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