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Abstract 
This document presents the scientific justification and the conceptual design 

for the “Next Linear Collider Test Accelerator” (NLCTA) at SLAC. The goals of the 
NLCTA are to integrate the new technologies of X-band accelerator structures and rf 
systems being developed for the Next Linear Collider, to measure the growth of the 
“dark current” generated by rf field emission in the accelerator, to demonstrate multi- 
bunch beam-loading energy compensation and suppression of higher-order deflecting 
modes, and to measure any transverse components of the accelerating field. 

The NLCTA will be a 42-meter-long beam line consisting, consecutively, of a 
thermionic-cathode gun, an X-band buncher, a magnetic chicane, six 1.8-meter-long 
sections of 11.4-GHz accelerator structure, and a magnetic spectrometer. Initially, the 
unloaded accelerating gradient will be 50 MV/ m. A higher-gradient upgrade option 
eventually would increase the unloaded gradient to 100 MV/m. 
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1. Introduction 
1.1 PHYSICS AT THE NEXT LINEAR COLLIDER 

Past and present colliding beam machines have provided spectacular views of 
the interactions of quarks and leptons at center-of-mass energies from a few GeV up 
to the masses of the gauge bosons that mediate the electro-weak forces of nature. 
Experiments have confirmed that the Standard Model of these interactions provides 
an accurate description of particle physics in this energy domain. The confirmation 
of this model, however, is incomplete until we have determined the nature of the 
breaking of the exact SU(2) symmetry that is at its base. It is widely believed that 
to accomplish this goal, it will be necessary to explore particle physics at a center- 
of-mass energy much greater than the rest energies of the W and 2 bosons. It is 
expected that the true source of the symmetry-breaking will be found in this regime, 
where the W and 2 are relatively “light.” 

Development of the experimental physics program at e+e- colliders with center- 
172 of-mass energies at the TeV scale has progressed at workshops in the United States, 

Japan: and Europe! Studies of the top quark and its interactions, detailed examina- 
tion of the interactions of gauge bosons, and searches for neutral scalars or other new 
particle states constitute the unique and essential program of scientific investigation 
to be carried-out at a collider with 0.5-TeV center-of-mass energy. This is the first 
stage of the “Next Linear Collider” (NLC). Data samples of 3 fb-’ (e.g., 3 x 1O32 
cm-2s-1 for lo7 s) are sufficient to begin particle physics studies at this center-of- 
mass energy, while completion of the foreseeable experimental program at this stage 
may require the accumulation of 30 fb-l or more. The machine must reliably produce 
luminosities of 3 x 1O33 cm-2s-1 to fulfill these goals. It is important for much of this 
physics program that the energy spread of the beam-beam collisions be kept small. 

We consider it imperative that the design of the NLC be such that the beam 
energy can be increased over time to at least 1 TeV in the center-of-mass. This 
energy provides access to new particle states at the TeV mass scale, and will open 
the W-W scattering channel in which the source of electroweak symmetry-breaking 
must eventually take hold. The experimental program of a l-TeV collider will require 
data samples of approximately 30 fb-l for initial success. Samples of several hundred 
fb-’ may be required to fully explore the physics. To accumulate these large data 
samples will require the NLC to reach luminosities of lOa cm-2s-1 or more at its 
highest energies. 

1 



Section 1: Introduction 

1.2 NEXT LINEAR COLLIDER PARAMETERS 

To meet the above physics requirements, the Next Linear Collider (NLC) should 
have an initial center-of-mass energy of 0.5 TeV (five times the SLC) with the ca- 
pability of being upgraded to 1 TeV. This increase in energy can be obtained either 
by greatly increasing the length of the collider (by a factor of 10 to 20) relative to 
the SLC, or by increasing both the accelerating field and the length to obtain the 
desired energy. The present consensus at SLAC5’6 is that we should first increase 
the accelerating field by about a factor of three to six-to about 50 to 100 MV/m. 
To limit the rf power required, this field should be provided by structures similar to 
those used in the SLC, but at the higher rf frequency of 11.4 GHz. 

The choice of luminosity range also greatly influences the design of the NLC. 
In principle, one could increase the luminosity simply by raising the repetition rate 
of the accelerator, but the wall-plug power would increase in direct proportion. In 
a reasonable design, the wall-plug power should not exceed about 250 MW. Given 
this constraint, the best way to increase the luminosity is to shrink the beam size 
at the collision point. In addition, the beam cross section must be kept flat at 
the collision point in order to minimize the amount of “beamstrahlung” radiation 
emitted ti energetic electrons or positrons interact with the electromagnetic field of 
the opposing bunch. 

The luminosity can be further enhanced by accelerating several bunches within 
each machine pulse. A single bunch of particles can, in practice, extract only a 
few percent of the energy available in the accelerating structure. With additional 
bunches, both a greater luminosity and a higher efficiency of energy transfer to the 
beam are achieved. The number of particles in each bunch, another factor that 
directly affects the luminosity, is limited by the single-bunch beam loading in the 
accelerating structures, and by the amount of beamstrahlung radiation that can be 
tolerated at the final focus. The obvious solution is to generate a train of bunches, 
each with a fairly moderate number of particles, on each rf pulse. 

Given these goals and constraints, we can sketch a rough design of a linear 
5’6 collider able to achieve both the desired energy and luminosity. A possible layout 

is shown in Figure 1. There are two complete linear accelerators, one for electrons 
and the other for positrons. Each linac is supplied with its electron or positron beam 
by a damping ring followed by a preacceleration system consisting of two bunch 
compressors and a 16-GeV linac. After passing through the main linacs and final 
focus systems, the beams collide at a small crossing angle inside a particle detector. 

To illustrate the basic features of the NLC operation, consider the transport 
of electrons through the collider on a single machine pulse. A train of up to 100 
bunches is created at the source and accelerated to about 1.8 GeV in a preaccelerator. 
This bunch train then is injected into a damping ring that serves to reduce the 
transverse and longitudinal phase space occupied by the electrons in each bunch. At 
the proper moment, these bunches are extracted from the ring and compressed along 

2 
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Section 1: Introduction 

their direction of motion by a bunch compressor, after which they are accelerated to 
about 16 GeV and compressed a second time just prior to injection into the main 
(high-gradient) linac. The entire bunch train is carefully steered and focused as the 
electrons are accelerated to full energy in the linac. Precision magnets in the final 
focus system squeeze the bunches transversely by about a factor of 300 just before 
they collide with similar bunches of positrons. Except for the fact that the positrons 
are created from the interactions that occur when a bunch of electrons hits a metal 
target, their transport is similar to that of the electrons. After the beams collide, 
their debris is channeled out of the detector area and into shielded dumps. 

The parameters of the NLC have not been finalized. However, the range of 
possibilities has been narrowed considerably over the past few 5-g years. At SLAC, 
we have developed sets of parameters for an NLC which has an initial center-of-mass 
energy of 0.5 TeV, and an upgraded center-of-mass energy of 1 TeV. These parameters 
are listed in Table 1. The upgrade is performed by adding more rf power to the linacs, 
and by modifying the final focus regions. 

Table 1. NLC Parameters 

Initial Upgraded 

Energy per beam 250 GeV 500 GeV 

Luminosity 8 x 1033 2 x 1034 

Linac length (both linacs) 15 km 15 km 

Unloaded accelerating gradient 50 MV/m 100 MV/m 

RF frequency 11.4 GHz 11.4 GHz 

Electrons per bunch 0.65 x lOlo 1.3 x lOlo 

Bunches 90 65 

Repetition rate 180 Hz 120 Hz 

Wall-plug power 160 MW 250 MW 

Bunch height at collision 3nm 2nm 

Bunch width at collision 300 nm 430 nm 

Bunch length at collision 100 pm 100 pm 

-- 4 



Section 1: Introdzbction 

1.3 TEST ACCELERATOR GOALS 

The NLC parameter sets discussed in the previous section were based on rf linacs 
with unloaded accelerating gradients of 50 MeV/m, upgradable to 100 MeV/m, at 
the rf frequency of 11.4 GHz. During the past several years much experience has 
been gained with this rf frequency at SLAC and KEK. We have powered 11.4GHz 
structures to reach peak surface fields in excess of 500 MV/m, and have achieved 
an accelerating gradient of 100 MV/m stably, for an extended period of time, in a 
30-cell structure. High-power klystrons have been constructed which produce 50- 
MW pulses of l-~LS duration. We have constructed high-power rf pulse-compression 
systems which achieve a factor of five in peak-power multiplication. Designs for more 
efficient modulators have recently been completed. Finally, we are developing low- 
loss microwave components for manipulating and transmitting 11.4-GHz high-power 
pulses. 

Many of the outstanding questions related to achieving the NLC luminosity can 
be answered using the SLAC Final Focus Test Beam, and with dedicated experiments 
at the SLC. However, the details of the trade-off between linac length and accelerating 
gradient cannot be evaluated until a test has been made of a complete 11.4-GHz ac- 
celerating-system. The primary missing ingredient for completing the NLC rf-system 
design is a test accelerator based on 11.4-GHz technology and designed specifically 
to study the range of parameters of interest for the NLC.lO’ll 

One goal of the Next Linear Collider Test Accelerator (NLCTA) is to construct 
and operate reliably a high-gradient X-band linac in order to integrate the new tech- 
nologies of X-band accelerator structures and rf systems being developed for the NLC. 
The NLCTA will serve as a test bed as the design of the NLC evolves, and will provide 
a model upon which a reliable cost estimate for the rf system of an NLC linac can be 
based. 

Other goals are to measure the growth of the accelerated “dark current” gener- 
ated by rf field emission in full-length accelerator sections, to demonstrate multi-bunch 
beam-loading energy compensation at the 0.1% level for 25% steady-state loading, to 
observe the suppression of the higher-order deflecting modes of the accelerator struc- 
ture, and to measure any transverse components of the accelerating field. As part of 
this overall program, we will study the dynamics of the beam during the high-gradient 
acceleration of many bunches on each rf pulse of the X-band linac. 

5 



2. Design Considerations 
2.1 OVERVIEW 

The Next Linear Collider Test Accelerator (NLCTA) will be a 42-meter-long 
beam line consisting, consecutively, of an injector, a chicane, a linac, and a spectrom- 
eter. 

The injector will consist of a 150-kV gridded thermionic-cathode gun, an X-band 
prebuncher, a capture section, and a preacceleration section. Downstream from the 
injector will be a magnetic chicane for longitudinal phase-space manipulation. After 
energy collimation, the average current injected into the linac will be comparable to 
the NLC specification, 0.65 x 101’e/(1.4ns). 

The NLCTA linac will consist of six l&meter-long X-band accelerator sections 
which are detuned for higher-order-mode wakefield suppression. These sections will be 
powered by three 50-MW klystrons whose peak power will be quadrupled by SLED-II 
rf pulse compressors. This will yield an unloaded acceleration gradient of 50 MV/m 
so that the maximum energy gain of the beam in the X-band linac will be 540 MeV. 
The NLCTA rf system parameters are listed in Table 2. 

Downstream from the linac will be a magnetic spectrometer that will analyze 
the bunch train after acceleration. A vertical kicker magnet in the spectrometer will 
provide a method for separating the bunches vertically so that the energy and energy 
spread may be measured along the bunch train. It will also be possible to measure 
emittance in the spectrometer and in the chicane. 

We plan in the future to increase the linac gradient to 100 MV/m by replacing 
the three 50-MW klystrons which initially will power the linac with six lOO-MW 
klystrons, as indicated in Table 2. 

We plan also in the future to upgrade the injector in order to increase the 
bunch spacing and intensity, each by a factor of 16. This will permit more detailed 
beam-dynamics studies on a train of bunches similar to that required for the NLC. 

Views of the NLCTA are shown in Figures 2 through 6. We plan to locate the 
NLCTA in End Station B (ESB) in a configuration that allows access to the overhead 
crane from the sliding concrete door on the south wall, and that retains the option 
to use existing Beam Lines 19 and 20 for future test beams if desired. The NLCTA 
will be contained in a six-foot-thick concrete shielding enclosure to be constructed 
inside ESB. The modulators, klystrons, and power supplies will be located next to 
this enclosure, inside ESB, in order to allow access to them while the NLCTA is 
running. A control room will be located outside, adjacent to the south wall of ESB. 

6 



Section 2: Design Considerations 

Table 2. NLCTA RF System Parameters 

Parameter NLCTA Energy 
Design Upgrade 

Linac unloaded energy gain 540 MeV 1080 MeV 

Linac active length 10.8 m 10.8 m 

Unloaded accelerating gradient 50 MV/m 100 MV/m 

Injection energy 90 MeV 90 MeV 

RF frequency 11.424 GHz 11.424 GHz 

Number of klystrons 3 6 

Klystron peak power 50 MW 100 MW 

Klystron pulse length 1.5 /Ls 1.5 /Ls 

RF pulse compression power gain 4.0 4.0 

Phase advance per cell 2~/3 2~13 

HOM suppression technique Detuning Detuning 
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Figure 2. Plan view of the NLCTA site showing the area inside and around End 
Station B at SLAC. The shielding enclosure for the NLCTA is shaded. 
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Figure 4. Cross-sectional view of the NLCTA linac. 
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Figure 5. View looking down the NLCTA linac with the roof shielding removed. The 
beam line is visible to the left of the shielding wall. The klystrons and 
modulators are visible to the right. 
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Figure 6. Layout of one NLCTA rf station consisting of klystron, SLED-II pulse 
compressor, and two accelerator sections. (The accelerator shielding is 
not shown.) 
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2.2 RF SYSTEM OVERVIEW AND PERFORMANCE 

2.2.1 Overview 

Peak power of 200 MW will be required to drive a pair of 1.8-m-long sections 
of the NLCTA accelerator structure to an accelerating gradient of 50 MV/m. An 
rf pulse length of 250 ns at the accelerator input will provide 100 ns for filling the 
structure, 125 ns for accelerating the bunch train, and 25 ns for rise- and fall-times. 

The rf sources for the accelerator will be four 50-MW klystrons positioned along 
the accelerator, outside the shielded enclosure. One of the klystrons will power the 
prebuncher and preacceleration sections of the injector. The other three klystrons 
will power the six-section linac. Each klystron will be pulsed by an independent 
modulator. This will allow flexibility for multi-bunch energy control. It also will 
allow adequate modulator power for a future energy upgrade in which the three 
50-MW linac klystrons are replaced by six lOO-MW klystrons in order to achieve a 
lOO-MV/m linac gradient, as indicated in Table 2. 

Each klystron will feed a SLED-II rf pulse compressor,r2-15 which will compress 
the 50-MW, 1.5~ps-long klystron pulse by a factor of six in time to 0.25 ps and, in 
doing so, will multiply the peak power by a factor of four, to 200 MW. Each SLED-II 
pulse compressor will have a pair of 36-meter-long low-loss waveguide delay lines. 
The delay lines of all four pulse compressors will extend parallel to the accelerator, 

‘overlapped with one another, outside the shielded accelerator vault. 

The output of each SLED-II pulse compressor will be transmitted in low-loss 
oversized circular waveguide that will enter the shielded vault through a penetration 
in a roof block. Inside the shielded vault, a mode transducer will split the power from 
the oversized circular guide into two short rectangular waveguides, each of which will 
feed one accelerator section. The layout of the accelerator, klystrons, SLED-II pulse 
compressors, and waveguides is shown in Figures 3 through 6. 

In the future, we plan to upgrade the NLCTA rf system to double the accel- 
erating gradient to 100 MV/ m. This would require klystrons (or other rf sources) 
producing about 200 MW (or pairs of sources, each producing 100 MW). A two-stage 
rf pulse-compression system is another possibility, which would reduce the power 
source requirement to about 120 MW per source (or 60 MW per source, if deployed 
in pairs). 

In Table 3, the peak power and energy per pulse are tracked backward through 
the rf system, starting at the accelerator feeds, for accelerating gradients of 50 MV/m 
(the “NLCTA Design”) and 100 MV/m (the “Energy Upgrade”). The following 
sections expand on the RF System performance goals presented in Table 3. 

2.2.2 RF Power Transmission 

-- 

Power will be transmitted from the output of the SLED-II rf pulse-compressor to 
the feeds of the accelerating structures with an efficiency of about 88%. This estimate 

13 



: 

Section 2: Design Considerations 

Table 3. NLCTA RF System Performance 

NLCTA Energy 
Design Upgrade 

Accelerator Structure 

Gradient (MV/m) 50 100 

Pulse length (ns) 250 250 

Peak power per feed (MW) 87 350 

Pulse energy per feed (J) 22 87 

Feeds per klystron 2 1 

Power Transmission Efficiency 0.86 0.86 

Pulse Compression 

Peak output power (MW) 200 800 

Pulse energy (J) 50 200 

Power gain 4.0 4.0 

Compression ratio 6 6 

Compression efficiency 0.67 0.67 

Klystron 

Peak output power (MW) 50 100 

RF pulse length (ps) 1.5 1.5 

Klystron efficiency 0.45 0.45 

Modulator 

Klystrons per modulator 1 2 

Peak output power (MW) 110 440 

Modulator efficiency 0.73 0.73 

PFN stored energy (J) 220 870 

AC input power (kW) at 180 pps 41 165 

RF System Net Efficiency 0.19 0.19 

-- 14 
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is based on theoretical calculations and measurements of prototypes. The losses of the 
individual components of the power-transmission system will be: 1% for 10 meters of 
3-inch-diameter circular waveguide, 2% each for three 90’ circular waveguide bends, 
2% for one power-splitting mode transducer, and 3% for the rectangular waveguide 
feeds to the accelerator. There will be an additional 2% loss in transmitting power 
from the klystron output to the input of the SLED-II pulse compressor (assuming 
one 90” bend), giving a net power transmission efficiency of about 86% from klystron 
to accelerator. 

2.2.3 RF Pulse Compression 

The SLED-II rf pulse compressors 12-15 will compress the 50-MW, 1.5-ps-long 
klystron pulses by a factor of six in time to 0.25 ps and, in doing so, will multiply the 
peak power by a factor of four, to 200 MW, with a compression efficiency of 67%.* 
As shown in Figure 6, the main components of the SLED-II rf pulse compressor 
are a 3-dB coupler (power divider) and two shorted, 36-m-long, 4.75-inch-diameter, 
circular-waveguide delay lines. The down-and-back transit time of each delay line is 
equal to the required compressed pulse length of 250 ns. The delay lines are oversized, 
and operate in the TEcr mode, in order to reduce power losses. 

SLED-II pulse compressors have an “intrinsic” inefficiency, as well as an inef- 
ficiency due to component losses. The intrinsic inefficiency is the result of energy 

I incident on the delay lines being reflected from the delay line entrance aperture (an 
iris) prior to the formation of the high-peak-power SLED-II output pulse. Also, a 
small amount of rf energy remains in the delay lines after the output pulse. For 
pulse-length compression by a factor of six, the intrinsic efficiency of SLED-II is 75%. 
(This is obtained with an iris-reflection coefficient of 0.685.) In addition, there is a 
4% power loss in the 4.75-inch-diameter copper delay lines, and a 6% loss in the 3-dB 
coupler. This brings the net compression efficiency down to 67%, as shown in Table 3. 

2.2.4 Klystron Efficiency 

The NLCTA will be powered by four 11.424-GHz klystrons operating at a mi- 
croperveance of 1.2 (350 A at 440 kV). The goal of 50-MW peak klystron power 
requires only 33% beam-to-rf conversion efficiency. However, it is reasonable to ex- 
pect that the klystron efficiency will be closer to 45%, in which case the output power 
will exceed the 50-MW goal by a comfortable 20-MW margin. Our X-band klystron 
development work, and our plan for the NLCTA tubes, are discussed in Sections 2.3 
and 3.11, respectively. 

2.2.5 Modulator Performance 

An important consideration in modulator performance is the efficiency for the 

* The pulse length of the SLED-II input pulse (klystron output pulse) can be any multiple of 
250 ns. A larger compression factor gives a higher power gain, at the expense of reduced 
compression efficiency. 
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transfer (through a pulse transformer) of energy stored in the capacitors of the pulse- 
forming network (PFN) to useful energy in the flat-top portion of the output pulse. 
This efficiency is given roughly by T’/(T’ + 0’)) where Tp is the time duration of the 
flat-top, Tr is the pulse rise-time, and cy is a coefficient of order one. In turn, the rise- 
time is roughly proportional to the turns-ratio of the pulse transformer. In the present 
modulator design (see Section 3.10), the transformer turns ratio is reduced by using a 
three-stage “multiplying Blumlein” design for the PFN. This allows a factor-of-three 
reduction in the transformer turns-ratio from about 2O:l to 6:1, a corresponding 
decrease in rise-time, and an increase in energy-transfer efficiency to about 77%. The 
overall modulator efficiency quoted in Table 3 is 73%, because of the fact that there is 
an additional 5% loss in the front-end modulator components (such as the dc power 
supply, transformers, charging choke, etc.). Finally, it should be noted that, although 
the use of an rf pulse-compression system introduces additional (intrinsic) losses, they 
are nearly compensated by the increase in modulator efficiency gained because of the 
longer klystron pulse length. Thus, the net efficiency of the rf pulse compressor and 
the modulator tends to remain at about 50%, nearly independent of pulse length. 
Our plan for the NLCTA modulators is discussed in Section 3.10. 

2.2.6 Implications for the NLC 

The rf system performance in Table 3 can be extrapolated to a full-scale NLC. 
Assume 25% beam-loading so that the loaded gradient is 37.5 MV/m. Then, the 

“active structure length required for acceleration to 500 GeV is 14 km, assuming an 
additional 5% overhead due to off-crest operation, etc. The number of NLCTA units 
(3.6 meters of structure plus a power source) required would be 3890. At 180 pps, 
the total wall-plug power for the rf system would be about 160 MW. In this scenario, 
one modulator could easily feed two klystrons, so only 1945 modulators would be 
required. However, the energy stored in the pulse-forming network would double to 
440 J, and the wall-plug power per modulator would double to 82 kW. 

An increase in the rf system efficiency would be very desirable. At a more 
favorable compression ratio of 5:1, and with some reduction in component losses due 
to continuing research and development, the efficiency of the rf pulse-compression 
system could be increased to about 77%. Assuming that the modulator efficiency 
were improved slightly (from 73%) to 75%, that the power transmission efficiency 
were increased (from 86%) to 92%, and that the klystron efficiency were increased 
(from 45%) to 50%, then the overall rf system efficiency would be increased (from 
19%) to 27% and the wall-plug power for the above example would be reduced (from 
160 MW) to 115 MW. 

If the energy of the NLC were doubled to 500 GeV per beam by increasing the 
gradient to 100 MV/m, if the repetition rate were reduced to 120 pps, and if the 
number of bunches were reduced to 65 (reducing the rf pulse length at the accelerator 
to 200 ns), then the wall-plug power would be about 250 MW, again assuming that 
the above higher efficiencies had been achieved. 
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2.3 KLYSTRON DEVELOPMENT 

A high-power X-band klystron development project has been underway at SLAC 
since 1988.16-18 The project was started with the goal of developing a lOO-MW tube 
for service in a future NLC. Since then, eight experimental tubes in the “XC” series, 
all variations on this theme, were designed and tested. Experience gained from the 
XC klystron project is now being used to develop 50-MW (“XL”) klystrons with 1.5- 
ps pulse-length for the NLCTA. The lOO-MW development work will not be resumed 
until after the design, production, and testing of the 50-MW klystrons for the NLCTA 
are completed. The basic parameters of the X-band klystrons in the XC and XL series 
are shown in Table 4. 

Table 4. X-Band Klystron Design Parameters 

Parameter 

Operating frequency (GHz) 

Peak output power (MW) 

Rf pulse width (ps) 

Pulse repetition rate (pps) 

Bf pulse rise-time (ns) 

Microperveance (pA/V3i2) 

Beam voltage (kV) 

Beam current (A) 

Beam-torf efficiency 

Saturation gain (dB) 

Focusing field (kG) 

XC-Series XL-Series NLC 

Klystrons Klystrons Klystrons 

11.424 11.424 11.424 

100 50 100 

1 1.5 1.5 

180 180 180 

5 10 5 10 5 10 

1.9 1.2 1.2 

440 440 550 

550 350 490 

0.40 0.45 0.45 

55 55 55 

5.7 5.0 5.3 

2.3.1 Summary of the XC-Series Klystron Experiments 

The microperveance desired for a long-lived lOO-MW NLC tube is 1.2 (490 A 
at 550 kV). However, limited by the capability of the existing pulse modulators, the 
XC prototypes were designed and tested at the higher microperveance of 1.9 (550 A 
at 440 kV). Consequently, cathode life-times of the experimental XC tubes were 
expected to be short relative to production tubes of lower perveance because of the 
high cathode loading (up to 25 A/ cm2). The power demonstrated in the tests of five 
representative tubes of the eight in the XC-series is shown in Figure 7. 
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Figure 7. Power capability of the experimental XC klystrons. 
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The first five tubes had in common the designs of their input, gain, and penul- 
timate cavities. The output cavities of XC1 through XC4 included various arrange- 
ments of single-gap, and inductively coupled double-gap output cavities of the same 
beam-tunnel diameter as the input cavities. These first four tubes showed promise in 
terms of peak-power production at short pulse lengths, with a maximum of 72 MW. 
However, none was capable of 50 MW at pulse lengths of I-ps or longer. Later 
inspection of XCl-XC4 showed severe damage to the output cavities. 

The fourth klystron (XC4) included a new electron gun design which improved 
beam transmission. Failure to obtain an improvement in either performance or sur- 
vivability ruled out beam quality as the primary cause of failure at long pulse lengths. 

Based on the evidence, two modifications were made to the output circuit: (1) 
The beam-tunnel diameter was increased to better isolate the microwave circuit from 
the beam. (2) The symmetry of the output structure was improved to avoid field 
distortions which might steer the beam into the microwave circuit. To meet these 
conditions, XC5 incorporated a disk-loaded traveling-wave output section, with a 
36% increase in beam-tunnel diameter and dual output waveguides for better output 
coupling symmetry. The performance of XC5 was a major improvement in output 
power over earlier tubes in the series. The 50-MW peak power achieved was similar 
to the previous tubes. However, XC5 operated successfully with 50 MW at l+s pulse 
length. The tube was opened after a subsequent heater failure and the disk-loaded 
output circuit showed some signs of overheating, indicating that further refinement 
of the design still was needed. 

XC6 had gun and gain sections similar to XC3 and XC4. However, the output 
circuit consisted of two uncoupled resonant cavities, each with two output waveguides, 
resulting in a total of four output windows. The elimination of the inductive coupling 
iris between the cavities gave XC6 a symmetry not present in any of its four prede- 
cessors, as did the use of four symmetrical output waveguides. Dividing the power 
among four output windows, though not a desirable long-term solution, was intended 
to allow us to obtain long-pulse, high-power operation with less concern for window 
failure. XC6 produced 85-MW of peak power at short pulse length. A preliminary 
look at 0.7~ps pulse length produced 50-MW of peak power, indicating that the power 
capability of XC6 was at least as good as XC5. Unfortunately, the gun arced before 
the tube could be conditioned at higher power and longer pulse length. An attempt 
to rebuild the tube failed when the output waveguide opened-up while re-baking the 
tube. Consequently, the power capability of XC6 at longer pulse lengths never was 
explored. 

XC7 was identical to XC5, except for modifications to the disk-loaded traveling- 
wave output section which, in XC7, contained four cavities instead of three. The 
beam-tunnel diameter in the output section was larger than in XC5 for greater iso- 
lation of the microwave circuit from the electron beam, and for lower surface-field 
gradients. The beam-exit conditions were altered by increasing the pole-piece diame- 
ter to overcome the melting of the collector which was observed in XC5. XC7 achieved 
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the same peak power as XC5 at short pulse length. However, the pulse length was 
limited to less than 0.2 ps by high field gradients in one cell of the traveling-wave 
output structure. This condition was later diagnosed by opening the output circuit. 

XC8 incorporated a disk-loaded four-cavity resonant output circuit which fea- 
tured the lowest surface-field gradient of any of the circuits tested. The beam tunnel 
of the circuit was larger in diameter than any of the previous circuits. In order 
to compensate for the adverse impact this might otherwise have on efficiency, the 
XC8 circuit included an improved drive section, incorporating two additional cavi- 
ties, which were to provide the output circuit with 20% more rf current than that 
available in the earlier tubes. Unfortunately, oscillation in a different mode made it 
impossible to evaluate the rf circuit. 

The XC8 output circuit has since been redesigned with only three cavities and 
will be incorporated in the first klystron (XLl) of the reduced-perveance, 50-MW, XL 
series. Simulations of the XL1 design have been performed using a two-dimensional 
particle-in-cell code (CONDOR) assisted by three-dimensional rf-field modeling (by 
MAFIA). The simulations predict that XL1 will produce 70 MW of output power, 
and that the tube will not oscillate in the mode that plagued XC8. 

2.3.2 XL-Series Klystrons 

The 50-MW goal for the NLCTA XL tubes considerably eases the design chal- 
lenges relative to the lOO-MW XC series. The XL tube design is based on microp- 
erveance of 1.2 (350 A at 440 kV). The 50-MW goal requires only 33% beam-to-rf 
conversion efficiency. However, much greater efficiency and power are expected to be 
achieved. The plan for developing these tubes is discussed in Section 3.11. 

2.3.3 RF Windows 

A weakness in the basic design of the XC-series of tubes was that the circular 
TErr-mode rf windows used were marginal at the high peak power. The testing of 
XC5 was interrupted twice by window failures, which required replacement of the 
windows and reprocessing of the tube. Analysis of the window failures showed that 
the failures originated at the junction between the window and the waveguide, where 
the rf electric-field lines terminate. 

Consequently, a program was initiated to develop a circular TEcr-mode output 
window. This new window. should be free of the previously observed failure mode 
because, in the TEsr-mode, no electric-field lines terminate at the braze junction 
between the window and the waveguide wall. Thus far in our TEor-mode window 
development we have achieved 99.5% mode-purity and a good rf match in setting up 
the TEcr mode and transmitting it through the circular window. Designs for both 
the mode transducer and the window have been completed. High-power tests of this 
new window design in a resonant ring are planned during Summer 1993. Assuming 
success, it is planned to use TEor windows on all future high power X-band tubes. 
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2.3.4 Klystron Focusing 

A longer-term problem in developing an economical NLC r-f system is reducing 
the power consumed by the solenoidal electromagnet which focuses the beam in each 
klystron. We have designed a periodic permanent-magnet (PPM) focusing system 
which could provide the necessary focusing without consuming power. The PPM 
focusing system will be tested in a dc beam tester later this year. The rf operation of 
a PPM-focused klystron has been simulated using the two-dimensional particle-in-cell 
code, CONDOR. The results are comparable with those obtained from simulations of 
solenoid focusing. The most successful of the solenoid-focused XL klystrons will be 
redesigned for PPM focusing in 1994. 
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2.4 ACCELERATOR STRUCTURE 

2.4.1 Wakefield Suppression 

The NLC design calls for accelerating a train of 90 bunches on each rf pulse in 
order to achieve the desired luminosity. One limitation of this approach comes from 
the coupling of the betatron motion of the bunches due to the long-range wakefields 
generated in the accelerator structures. If not controlled, these wakefields will produce 
a large growth in the transverse motion of the bunches which will lead to luminos- 
ity degradation and possibly beam breakup. To control this growth, the wakefields 
witnessed by the bunches must be reduced by about two orders of magnitude. Two 
methods are being considered to achieve this reduction, each of which has been tested 
experimentally.1g’20 In the first, the higher-order modes in the structure are damped 
by coupling them to radial waveguides which are terminated in matched loads. The 
second technique involves making the higher-order-mode (HOM) frequencies different 
for each cell while keeping the $r phase shift in the accelerating mode constant. To 
the subsequent bunches following behind the driving bunch, the total wakefield, which 
is the sum of wakefields from the individual cells, decoheres because of the different 
frequencies of its components. Consequently, the effective wakefield is reduced. 

For the NLCTA, we plan to use the detuned structure being developed at SLAC 
as a prototype .for the NLC.21 Parameters of this structure are listed in Table 5. Al- 

- though the NLCTA initially will not have the NLC bunch spacing for which the 
structure detuning is designed, the wakefield supression still will be effective at pre- 
venting beam breakup. 

The structure design uses a truncated Gaussian distribution of the HOM fre- 
quencies to produce a Gaussian fall-off in the initial time dependence of the sum 
of wakefields. For this purpose, the relative distribution of HOM frequencies of the 
204 cells in a section will have a standard deviation of 2.5% and will be truncated 
at f5%. This distribution will be obtained by modifying the design of a constant- 
gradient section so that the detuning is most pronounced for the cells near the ends of 
each section. This will result in a structure in which the iris sizes decrease rapidly at 
the beginning, decrease more slowly in the middle, and decrease rapidly again toward 
the end of each section. 

Figure 8 shows a comparison of the accelerating field obtained for a square input 
rf pulse of lOO-MW amplitude in three different cases: constant impedance, constant 
gradient, and Gaussian-detuned HOM. 

With this distribution of HOMs, the wakefield will decohere to much less than 
1% of its peak value early in the 40-meter-long bunch train, and then will recohere 
partially, as illustrated by Figure 9 which was obtained using an equivalent-circuit- 
model calculation22 that incorporates cell-tcxell coupling. 

Simulations of bunch transport in the NLC show that this decoherence is suf- 
ficient to control beam breakup if several sets of detuned accelerator sections with 
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Figure 8. Comparison of accelerating field profiles in a 1.8-m-long accelerator section 
for lOO-MW input power. 
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Table 5. NLCTA Structure Parameters 

Section length 1.8 m 

Phase advance per cell 2x13 

Iris aperture radius 5.72-3.91 mm 

Iris aperture normalized radius 0.218X-0.149X 

Group velocity O.l2c-0.03~ 

Filling time 100 ns 

Unloaded time constant 207-186 ns 

Attenuation parameter 0.517 nepers 

Elastance (wR/Q per unit length) 853-946 V/PC/m 

Peak input power/( 1.8 m) for 50 MV/m 48.1 MW/m 

Peak power per feed for 50 MV/m 86.5 MW 

Structure average power dissipation for 50 MV/m, 
250-ns pulse length, 180 pps 1.4 kW/m 

different sets of HOM frequencies, slightly displaced with respect to each other, are 
used. The implications for bunch transport in the NLCTA are discussed in Section 2.5. 

2.4.2 Field Emission at High Gradients 

Theoretical and experimental studies on the behavior of copper accelerator 
structures under extremely high rf fields have been carried out at SLAC for sev- 

23’24 eral years. The structures which have been examined recently at X-band are 
a seven-cell standing-wave (SW) section and a 30-cell traveling-wave (TW) section. 
Both structures are of the constant-impedance uniform-aperture type with a $r phase 
shift per cell at 11.424 GH z. The maximum surface electric field that was reached 
on the disks exceeded 500 MV/m for the seven-cell SW section. The 30-cell TW 
section was operated stably at an accelerating gradient of 100 MV/m for an extended 
period of time. We have studied in considerable detail the problems of rf breakdown 

23’24 and “dark current” generated by field emission at high gradient. The dark cur- 
rent can absorb rf energy, get accelerated, and produce undesirable steering effects, 
detrimental x-ray radiation, and experimental-physics backgrounds at the final focus. 
Many experiments have been done to measure the amplitude and spectrum of the 
dark current and to study phenomena related to rf breakdown such as outgassing, 
radiation, heating, etc. We have concluded that the dark current can be minimized 
by improving surface finish and cleanliness, and by using gas processing and rf pro- 
cessing. Figure 10 shows the dark current measured in a Faraday cup as a function of 
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0.01 

11-92 
7307AlO Distance Behind Driving Bunch (m) 

Figure 9. Calculation of the transverse wakefield in an NLCTA accelerator section. 
(The insert shows the first two meters behind the driving bunch on an 
expanded distance scale.) 
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average accelerating field for three stages of rf processing of the 30-cell TW section. 
The dark current for an accelerating gradient of 50 MV/m was found to be negligible. 
At 100 MV/m it may be tolerable. We are planning further experimental studies 
with the full-length NLC-prototype sections in the Klystron Test Laboratory and at 
the NLCTA. 
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Figure 10. Peak dark current within the pulse measured after three stages of rf 
processing of the 30-cell traveling-wave section. 
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2.5 TRANSVERSE WAKEFIELD EFFECTS 

We have calculated the multi-bunch beam breakup expected in the NLCTA 
injector and linac using the methods of Reference 25. The parameters assumed are 
shown in Table 6. The X-band bunch spacing of the NLCTA design injector was 
assumed. Since this spacing is shorter than the decoherence length of the wakefield, 
the results of the calculation represent a worse case, compared to an NLC-like bunch 
spacing. The injector will have solenoidal focusing, so the p-function there was as- 
sumed to be proportional to the beam energy (E). The p-function in the linac was 
assumed to be constant at 5 m. A beam loss of 20% was assumed between the injector 
and the linac. 

In Figure 11 (a), we show the factor by which the transverse oscillation amplitude 
of each bunch ,has blown up by the end of the injector, assuming that all bunches 
are injected with the same initial transverse offset, and assuming that the cell-to- 
cell transverse-mode frequency-detuning distribution of the injector preacceleration 
section is Gaussian over f2a with 0 = 2.5% (as discussed in Section 2.4). The 
corresponding result if the injector section were not detuned is shown in Figure 11(b). 
The situation is improved significantly by detuning, as expected. The results of 
the beam-breakup calculation should be interpreted with some caution because the 
calculation assumes a fully relativistic beam, which is not the case at the beginning 

.of the injector’ section, and because the calculation averages the effect of each of 
the detuned synchronous modes over the whole section, while in reality there are 
many betatron oscillations within the injector section. We do not expect either of 
these simplifications to dramatically change the result that the blowup is small in a 
detuned injector section. However, the actual beam breakup is unlikely to be quite 
as small as that seen in Figure 11(a). 

In Figure 12, we show the factor by which the transverse oscillation amplitude 
of each bunch has blown up by the end of the detuned linac. Detuning the 1.8-m 
linac sections is essential for controlling the multi-bunch beam breakup; without de- 
tuning, the beam breakup is worse by many orders of magnitude. Since the bunches 
from the injector are hardly blown up at all (assuming detuning), we have assumed 
for simplicity that the bunches entering the linac all have the same initial ampli- 
tude and phase. In addition to the nominal detuned cell frequency distribution, we 
have included the effects of random errors in the cell frequencies, with relative er- 

. rors normally distributed with standard deviation 10e4. The frequency errors have 
been assumed to be systematic, i.e. the same for all the sections, which is the most 
pessimistic case. 

Figure 12 shows a very small amplification of an initial transverse beam offset 
in the NLCTA. This amplification is similar to that obtained in NLC simulations. 
The NLCTA, in spite of its short length, is quite sensitive to transverse wakefields 
because of its very low beam energy. 
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Figure 11. Bunch transverse oscillation amplitudes at end of injector, with and with- 
out detuning. 
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Table 6. Assumptions for the beam-breakup calculation 

Initial energy 0.200 MeV 86 MeV 

Final energy 86 MeV 500 MeV 

Electrons per bunch 5 x lo8 4 x lo8 

p-function 7 x 10T4 m x E/(200 keV) 5m 

Length 1.8 m 12 m 

Bunch spacing 2.624 cm 2.624 cm 

Injector Linac 
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2.6 BEAM-LOADING COMPENSATION 

The NLC bunch train is currently expected to be close to one filling time in 
length, with 0.65 x lOlo electrons per bunch. The relative energy uniformity desired 
over the bunch train is 10W3. However, the beam loading, if not compensated, will 
reach a steady-state value of 25% by the end of the bunch train. The most promising 
beam-loading energy-compensation strategy for bunch trains of this length is to pre- 
fill the structure with rf in such a way that the energy gain of each bunch during the 
transient period approximates the energy gain of each bunch in the steady state. In 
one implementation of this scheme, the rf pulse is modulated so that the rf electric- 
field envelope at the input-end of the structure is ramped linearly during one filling 
time before the bunch train is injected. Since dispersion in the accelerator structure 
creates large transients on the leading edge of the rf pulse, it is desirable to wait an 
additional several nanoseconds before injecting the bunch train, to allow the worst of 
these transients to propagate out of the structure. 

A frequency-domain analysis of the above beam-loading compensation scheme 
is shown in Figure 13, where a 1.8-meter-long accelerating section of the NLCTA is 
modeled as a constant-gradient structure with filling time of 100 ns, attenuation of 
0.517 neper, average elastance* of 900 V/PC/ m, and unloaded gradient of 50 MV/m. 
For the simulation illustrated, a train of bunches, spaced by 1.4 ns (16 rf periods) and 

- containing 0.7 k 10 lo electrons per bunch, enters the structure 104 ns after the leading 
edge of the rf. In Figure 13, the loaded and unloaded energy gain of a test charge is 
plotted as a function of the time (relative to the leading edge of the rf pulse) the test 
charge is injected into the structure. The figure shows that the desired compensation 
to 10s3 is achieved in this simulation. Since the detuned structures of the NLCTA 
are only approximately constant-gradient, it may be desirable or necessary to em- 
ploy modulation schemes that differ slightly from the linear ramp in rf electric-field 
envelope to improve the beam-loading energy compensation. 

If the bunch train is shorter than about half the filling time, then a “matched 
filling” technique can be used. In this technique, the bunches are injected before 
the structure is completely filled, so that the unloaded increase in the accelerating 
voltage between the arrival times of the bunches approximately cancels the beam 
loading. One may further improve the compensation by modulating the rf input 
during the time when the train is passing through the structure, to compensate the 
small droop in energy that one would otherwise get in the middle of the bunch train. 

The initial version of.the NLCTA injector will provide a train of bunches with 
& the bunch spacing and & the bunch charge of the NLC bunch train. Since the 
beam-loading depends mainly on the average current, it will be possible to test beam- 
loading compensation techniques relevant for the NLC with the NLCTA bunch train. 

* Elastance is defined as wR/Q per unit length. 
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Figure 13. Frequency-domain analysis of a possible beam-loading compensation 
scheme. 
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2.7 INJECTOR 

The design of the NLCTA injector is intended to be the simplest one capable of 
testing the performance of the NLCTA linac and rf system, particularly with regard 
to evaluating multi-bunch beam-loading compensation. The design goal is to employ 
in the injector only very simple, stable, and well-tested technology with outstanding 
reliability so that the injector would be a well understood tool, rather than a subject 
of experimentation. Consistent with the goal of simplicity, the bunch spacing will be 
at the 88-ps period of the accelerating frequency, which is $ of the NLC design bunch 
spacing. However, the average current in the NLCTA bunch train will be identical the 
NLC design so the multi-bunch beam loading in the NLCTA will be nearly identical 
to the NLC. 

The NLCTA injector design comprises the following components: 

1. A thermionic-cathode gun with a grid for controlling current and pulse length. 

2. An X-band velocity modulation prebtmcher followed by a drift in which the 
bunching occurs. 

3. A 0.9-meter-long buncher/capture accelerator section. 

4. A second 0.9-meter-long preacceleration section that raises the energy from 45 
MeV to 90 MeV. . . 

5. A focusing solenoid which surrounds all the above except the gun. 

6. A bucking coil which reduces the magnetic field at the cathode to zero. 

The NLCTA injector specifications are listed in Table 7. 

The NLCTA injector design incorporates two 0.4meter-long accelerator sections 
rather than one of the standard l.&meter-long structures for two reasons: (1) The 
phase of the second section can be adjusted for optimum energy spread within the 
individual bunches. (2) The beam-loading coefficient is reduced so that the same 
beam-loading compensation used in the rest of the accelerator is viable for higher 
currents in the injector. This allows the NLCTA injector to deliver currents that 
exceed the NLC design specification so that it can deliver the design current after 
collimation in longitudinal and transverse phase space. (Approximately one-third of 
injector current is expected to be lost by collimation.) 

The injection energy is determined by the requirement of small transverse and 
longitudinal emittance at the entrance to the linac. Small transverse emittance is 
required for good beam transport through the small-aperture accelerator sections. 
Small longitudinal emittance is required in order to meet the bunch-length and energy- 
spread requirements. 

In the future, we plan to upgrade the injector to produce a train of bunches 
similar to that required for the NLC in order to carry out more detailed beam- 
dynamics studies. Possible specifications for such an upgrade are given in the last 
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Table 7. NLCTA Injector Parameters 

Parameter NLCTA Injector 
Design Upgrade 

Gun voltage (kV) 150 

Gun current (A) 2 

Pulse length (ns) l-140 l-140 

Injector unloaded energy gain (MeV) 90 90 

Normalized emittance (rad-m) < 1o-4 < 10-5 

RMS bunch length (mm) 0.4 0.2 

RMS energy spread (%) 0.5 0.2 

Bunch frequency (GHz) 11.424 0.714 

Bunches per pulse lo-1600 l-100 

Electrons per bunch* 0.4 x lo9 0.7 x 1o1O 

Electrons per pulse* 0.7 x lo12 0.7 x 1o12 

Pulse repetition rate (pps) 10 10 

*After collimation in the chicane. 

column of Table 7. In order to produce the multi-bunch beam, the upgraded injector 
may use a thermionic-cathode gun with a pulsed grid26 and subharmonic bunchers. 
If lower emittance is required, it may be necessary to use a photocathode in an rf 

gun.28 The impact of an injector upgrade on the experimental program is discussed 
in Section 4.7. 

35 



Section 2: Design Considerations 

2.8 CHICANE AND LINAC BEAM TRANSPORT 

Following the injector will be a pair of “sieve” collimators that will be used 
to adjust the intensity and maximum transverse size of the bunches. The intensity 
attenuation capability will allow the optimization of the beam-loading compensation 
in the injector and linac to be decoupled: i.e., once the injector has been set up, the 
linac intensity then can be adjusted with the sieve, if necessary, to allow for optimum 
beam-loading compensation without having to re-tune the injector. 

To adjust the longitudinal phase space of the bunches, a chicane incorporating 
four bends will follow the sieve collimators. A collimator with adjustable jaws will be 
located at a high-dispersion point near the center of the chicane so that the low-energy 
tail of the bunches can be clipped off. The low-energy tail is due to the combination of 
the exponentially-shaped longitudinal bunch profile which results from the bunching 
process, and the subsequent acceleration in the sinusoidal rf field which correlates 
the longitudinal position and energy of the electrons in the bunches. Hence, cutting 
off the low-energy tail will shorten the bunch length. To do the collimation, the 
chicane optics were designed to make the transverse size of the dispersed bunches 
much larger than that of monochromatic bunches. A horizontal dispersion (Q) of 
35 cm was chosen for the center of the chicane, where ,& and & were constrained to 
be 1 m. At this point, the undispersed rms transverse size of the beam is 0 = 0.42 mm 
and the transverse size due to dispersion (7 times the rms energy spread) is 8.4~ for 

.- a 1% rms energy spread. 

For a given collimator setting, we will be able to trade-off energy spread and 
bunch length by changing the rf phase in the second 0.9-m-long accelerator section 
in the injector to achieve the desired energy spread, and then changing the chicane 
bunch compression (which is represented by the fi56 element * of the TRANSPORT 
matrix) to achieve the corresponding minimum bunch length. For such changes we 
would like the rms energy spread of the bunches to be less than 1% so that the 
emittance blowup in the chicane due to chromaticity and second-order dispersion is 
not too large (less than 15%). We would also like the intra-bunch energy spread in 
the spectrometer at the end of the linac to be less than 1% to make it easier to discern 
bunch-&bunch energy differences down to the 0.1% level for the multi-bunch beam- 
loading compensation studies. Achieving this energy spread in the spectrometer will 
require that the bunch length in the linac be less than 0.5 mm. 

However, the price paid for bunch compression is greater than just the increased 
intra-bunch energy spread in the chicane. The chicane, when set for bunch compres- 
sion (R56 # o), will convert bunch-to-bunch energy differences from the injector into 
bunch-to-bunch phase differences with respect to the accelerating wave, which will 
then be converted into energy differences in the linac. These energy differences will 
make it harder for us to study beam-loading compensation. Fortunately, we can 

* The path-length difference for two relativistic particles is Rss times their relative energy dif- 
ference. 
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make the chicane isochronous (R56 = 0) to avoid this problem, and we can still meet 
the longitudinal phase-space requirements. One way to do this is to set the chicane 
collimator to limit the full bunch length to 1.5 mm, which will transmit about 70% 
of the electrons, and will result in an rms bunch length of 0.4 mm and a minimum 
rms energy spread of about 0.5%. The plan is to operate with these parameters al- 
though we have allowed enough flexibility in the design of the chicane so that, if the 
bunch-to-bunch energy differences can be tolerated, the quadrupole settings in the 
chicane can be adjusted to give the desired bunch compression. For example, the 
bunch length can be halved to 0.2 mm with R56 = -10 mm; however, in this case the 
energy spread in the chicane would double to 1%. 

To achieve isochronicity (R56 = 0), the chicane lattice was designed2’ so that 
the phase advance between adjacent bends is 180”, and hence the dispersion goes 
though zero at each of the bends. This requires a rather large total phase advance, 
and therefore a large number of quads. In addition, the spacing between quads must 
be fairly large to prevent rapid changes in the p-function, and to accommodate beam- 
diagnostic instrumentation. The resulting design has a total of 12 quads, each 15 cm 
long, spaced over a distance of 5.4 m between the first and last bend. Also, four quads 
are used upstream of the chicane to match from the optics of the injector, where it 
is assumed that psc = & = 0.35 m and cyZ = CQ, = 0 at the exit of the injector 
solenoids. Likewise, four quads are used to match to the linac optics. Specific sets 

.-of quad settings have been computed which achieve values of R56 in the range from 
-7.5 cm to +2.5 cm, including the isochronous case where R56 = 0. 

A study of the sensitivity of the R56 matrix element of the chicane to errors 
in the magnetic field strengths was done using the program DIMAD. Errors were 
introduced by changing the strength of individual quads and bends by 1% in the 
DIMAD input describing the chicane. The isochronicity is rather well preserved; the 
R56 variation resulting from each error that was introduced is less than 1.5 mm, which 
is small compared to the lo-mm tolerance on R56. 

The linac optics were designed2g’30 to keep the transverse beam size small com- 
pared to the apertures of the accelerator structures, which vary from 5.7 mm to 
3.9 mm in radius. A constraint in reducing the p-function for this purpose is the 
1.8-m length of the accelerator structures since the quads will only be placed between 
the structures. A FODO lattice with about 100’ of phase advance per cell was chosen 
which yields a maximum ,0 of approximately 8 m and a worst-case beam stay-clear 
of 50. This lattice design also takes into account the rapid beam-energy gain along 
the linac, which is expected to be 50 MeV/m (unloaded) for the initial running. 

The lattice functions and the rms beam size for the isochronous chicane and 
linac are shown in Figure 14. The functions were calculated and cross-checked with 
the computer codes, DIMAD, COMFORT, and TRANSPORT. 
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Figure 14. Beam size and lattice functions along the isochronous chicane and linac. 
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2.9 SPECTROMETER 

A spectrometer will follow the linac and be used to measure the energy and 
transverse phase-space of the bunch train. The spectrometer will utilize an existing 
dipole “H”-magnet to steer the beam by 12” into a high-dispersion line. When the 
magnet is not powered, the beam will enter a straight-ahead line where the undis- 
persed bunch size can be measured. The aperture of the straight-ahead line will be 
made large enough to allow coarse energy measurements with the spectrometer mag- 
net partially powered. Both the straight-ahead and high-dispersion line will terminate 
in heavily-shielded beam dumps. 

Figure 15 shows the spectrometer lattice that will follow directly after the last 
linac section. This double focus optics has a focal point before the bend magnet 
(at PM1 in the figure, where PM refers to Profile Monitor) and one after it, at the 
end of the 12’ line (PM2 in the figure). Four quadrupoles are used to match the 
incoming beam to symmetric double waists at PM1 where /3% = &, = 0.22m, and 
a triplet of quadrupoles is used to symmetrically refocus the beam at PM2 where 
& = fly = 0.55m. 

At PM2, where the horizontal dispersion, qZ, is 0.5 m, the first-order resolving 
power, RPl , is 

RPl = & = 2.3 x 10 3 ( 62&ev) 1’2 ( 10m4z-rad) l/2* 

For the expected bunch energy spread of 0.5%, the horizontally dispersed bunch size 
is about 12 times larger than the undispersed size, which is comfortably larger than 
that needed for the energy and energy spread measurements. 

A pulsed dipole kicker magnet (VKICK in Figure 15) will separate the bunches 
vertically so the variation of the of the bunch energy and energy spread within the 
bunch train can be measured. The R= transport element from the kicker magnet to 
PM2 is 2.5 m, so the magnet’s angular kick of 8 mrad at the highest beam energy 
of 1.2 GeV/c will vertically displace the head and tail of the bunch train by 2 cm at 
PM2 when the kicker rise time and timing is matched to the bunch train length and 
transit time. This displacement will be centered about the beam axis using a vertical 
corrector magnet (YCOR in the figure). The expected energy and time resolution of 
this system is discussed in Section 3.7.2. 
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Figure 15. Beta-functions and rms beam size in the spectrometer. 
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2.10 RADIATION SHIELDING 

The radiation shielding shown in Figures 2 and 4 is designed to provide ade- 
quate protection for personnel working in and around End Station B during NLCTA 
operations. Specifically, the shielding is designed to limit the average dose-equivalent 
to occupied areas outside the shield to a maximum of 1 rem per year for 1000 hours 
per year of lo-pps operation with a beam of the highest possible energy. This level 
of protection will permit access to the klystrons, modulators, power supplies, and 
instrumentation racks inside End Station B while the NLCTA is running beam. 

The NLCTA injector is designed to be capable of producing a multi-bunch beam 
of 1012 electrons per pulse at a beam-pulse repetition rate of 10 pps. The rf may be 
pulsed at up to 180 pps. However, redundant electronic devices will be employed 
to prevent an unintended radiation dose from beam repetition rates in excess of 10 
pps. A collimator halfway down the chicane is assumed to deplete 30% of the beam 
current. An insertable Faraday Cup at the end of the chicane, when it is inserted, 
is assumed to stop the remaining 70% of the beam. The linac gradient, after an rf 
system upgrade that quadruples the rf power of the initial design, will be 100 MeV/m, 
giving a maximum energy gain of 1080 MeV. Since the injector design energy is 90 
MeV, the-full beam energy after the upgrade would be 1170 MeV. It is for this case 
that the radiation shielding has been designed. 

The adequacy of the shielding design has been determined by calculating ex- 
pected dose rates outside the shield for the following representative scenarios: 

1. Loss of 30% of the 90-MeV beam at the chicane collimator. 

2. Dumping the collimated 90-MeV beam into the chicane Faraday Cup. 

3. Loss of 0.5% of the 1170-MeV beam (or 9% of the 630-MeV beam) into the 
high-energy end of the linac accelerator structure at one point. 

4. Dumping the 1170-MeV linac beam into the beam dump. 

For the third scenario, the accelerator structure is modeled as a copper slug target, 
25 cm (17 radiation lengths) deep and 8 cm (6 radiation lengths) in diameter. In all 
scenarios, neutron attenuation in the target is ignored in the interest of conservatism, 
giving an estimate of the dose-rate that is exaggerated by approximately 20%. The 
method of calculation is based on simple physical extrapolations of experimentally 
determined neutron and photon yield$ and has been used successfully for shielding 
design at SLAC for 30 years. For the range of energies and shield thicknesses en- 
countered in the NLCTA design, the maximum uncertainty is approximately f20% 
for the high-energy neutron dose that dominates the radiation at 80-90” from the 
beam direction. The dose-rate calculations for the above scenarios, including the 
assumptions made about beam energy and power, are summarized in Table 9. 

The calculated dose rates at the sides of the shielding enclosure imply that the 
shielding should be adequate to permit access to the klystrons, modulators, power 
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I’able 9. Dose-rate calculations at the surface of the shielding 
for lo-pps operation with beam 

Source Direc- 

Collimator 

tion 

Side 

1 Roof 

Faraday 

Cup 

Linac 

Side 

Roof 

Side 

Side 

~ Roof 

Roof 
pene- 

tration 

Dump Forward 3’ 10’ 0.7 1170 1310 

Side 3’ 6’ ” ” ” 

Roof 3’ 4’ ” ” ” 

Iron Concrete Elec- Beam Beam 
Thick- Thick- trons Energy Power 
nesa ness (1012) (MeV) (W) 

- 6’ 0.7 630 706 

- 6’ 0.7 1170 1310 

- 4’ ” ” ” 
4’ ” ‘, - ‘? 

Point 
LOSS 
(WI 

43 
” 

62 

6.6 
” 

” 

1310 
” 

” 

DoeA% 
Equiv. 

mrem/h) 

0.35 

2.4 

0.79 

5.6 

1.0 

1.0 

3.0 

10.7 

0.42 

0.96 

6.4 

supplies, and instrumentation racks inside End Station B while the NLCTA is running 
beam. The dose rates in these occupied areas do not exceed 1 mrem/h. The dose-rate 
exceeds 5 mrem/h at the unoccupied roof areas over the chicane Faraday Cup, near 
the linac roof penetrations, and over the dump. If the measured dose rates at these 
areas actually exceed 5 mrem/h, and if local shielding cannot reduce them to below 
5 mrem/h, then these areas can be cordoned-off as “radiation areas”. 

The NLCTA shielding design is quite conservative. Table 9 demonstrates that 
the shielding design permits up to 0.5% of the 1170-MeV beam, or up to 9% of the 630- 
MeV beam, to be dumped into the accelerator structure (or a beam-line component) 
at one point for 1000 hours per year. However, steady-state point losses this large 
beyond the first accelerator section are unlikely. Such large point losses are possible, 
and tolerable, for the relatively short periods of time it takes to diagnose them, to 
limit the pulse repetition rate if necessary, and to reduce the losses to acceptable 
steady-state levels. The integral dose to an occupied area for one year of operation 
is expected to be much less than 1 rem. 
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3. Accelerator Components 
3.1 OVERVIEW 

The NLCTA and its auxiliary equipment will occupy approximately one third of 
the floor area of End Station B (ESB). A plan view of the layout is shown in Figure 2 
(of Section 2.1). The layout of the beam line components is shown in detail in SLAC 
Drawing GP-290-004-04 EO, “NLC Test Accelerator Beamline Installation Master 
Layout.” In the following sections, we describe the various technical components of 
the NLCTA. Budgetary considerations are discussed for some items. Estimated costs 
for all items will be covered in Section 5.1. 

3.2 CONVENTIONAL FACILITIES 

3.2.1 ESB Refurbish and Preparation 

End Station B is currently occupied by Beam Lines 19 and 20, and is used to 
store magnets, detectors, and other valuable material that cannot be left out-of-doors. 
Most of the stored items, including the Crystal Ball Detector, will have to be moved 
elsewhere. Beam Line 20, which is closest to the NLCTA shielded enclosure, will be 
surveyed, then disassembled and stored. It may be reassembled in the next few years, 

--so its footprint will be preserved. 

Buildings 404 and 420 will be moved to make room for the extension of the 
NLCTA beam line outside the east wall of ESB. Building 404 will be moved to the 
yard area near Beam Dump East where it will house the Crystal Ball Detector and 
some of its associated equipment. Building 420 will probably be located there also. 
In addition, Power Supply Shelter 309 will be moved across the road to ease access 
to the construction area. 

3.2.2 Shielded Enclosure and Dump 

The NLCTA beam line will be housed in a concrete enclosure for the purpose 
of radiation shielding. The inner dimensions of the enclosure will be 9 feet wide 
by 10 feet high, except at the downstream end, where it will be 15 feet wide to 
accommodate the 12” spectrometer line. The walls will be 6 feet thick and the roof 
will be 4 feet thick. The walls will be assembled from two sizes of reinforced concrete 
block which will interlock to prevent line-of-sight passages to the beam line. The roof 
blocks will also interlock for the same purpose. The dump region will contain steel 
and additional concrete to meet the radiation shielding requirements. The shielding 
material will also be used to construct a maze-like entryway at each end of the beam 
line. 

The housing assembly will include earthquake bracing. The wall blocks will 
sit on 4-inch by 4-inch steel tubes anchored every 10 inches in the concrete floor. 
This assembly will prevent the wall blocks from sliding horizontally. Steel tubes will 
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also lie in grooves between the tops of the wall blocks and the bottoms of the roof 
blocks to prevent the roof blocks from sliding. The joint between the roof and wall 
blocks will be strengthened with welded steel angle, alleviating the need for extended 
side supports. The housing construction technique has been approved by the SLAC 
Earthquake Safety Committee. 

After assembly, any gaps between the shielding blocks will be sealed and the 
interior of the structure will be painted. The inner surfaces of the wall blocks will 
contain Unistrut inserts which will be used to anchor cable trays, lights, plumbing, 
and the sprinkler system. None of these items will be attached to the roof blocks to 
make it simpler to remove the blocks. The utility tunnel that lies under the enclosure 
near the beam dump will be sealed with reinforced concrete to reduce radiation levels 
in the tunnel. 

3.2.3 Control Room 

The accelerator will be operated from a control room located in Building 
203/236, south of ESB. This building is next to an access hole to the utility tun- 
nel that runs under ESB, near the upstream end of the shielded enclosure. Since all 
cabling and utilities will be routed to the beam line through this tunnel, we will use 
it for the control room connections as well. 

.- 3-12.4 AC Power 

A new sub-station, which will be located south of ESB, will provide most of 
the power for the NLCTA. The AC distribution system includes 480 V step down 
transformers, pullboxes, disconnects, breaker panels and cabling. 

3.2.5 LCW and Fire Protection Sprinkler System 

The NLCTA components will be cooled with Low Conductivity Water (LCW). 
The primary source of this LCW is the 1801 LCW high pressure system which feeds 
the Research Area, SLC Arcs, and the SPEAR/SSRL complex. The LCW is supplied 
at a pressure of 265 psi and has a return pressure of approximately 40 psi. 

The pressure requirements for cooling the magnets and power supplies vary from 
30 psi to 200 psi. The supply pressure to individual components will be reduced by 
pressure reducing valves (PRV’s) where required. The main headers in the accelerator 
area will be 6 inches in diameter, reducing to 3 inches at each end. The design flow 
rate is 5 ft/sec, which is fairly conservative, and will allow for future increases if 
necessary. A separate piping system will be installed for the corrector power supplies. 

The accelerator sections will be cooled with temperature stabilized LCW, op- 
erating at 45°C. The design temperature tolerance is f O.l”C. Temperature will be 
regulated using a three-way valve, electric water heater, and digital controller. This 
system is a separate loop, with make-up from the 1801 LCW return side piping (40 
psi). 
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The magnet and accelerator LCW distribution systems, outside and inside the 
shielded enclosure, respectively, are shown in Figures 16 and 17. 

The fire protection system, which will be a wet pipe design, will be in accordance 
with NFPA 13. 
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Figure 16. Magnet and accelerator LCW distribution system outside the shielded 
enclosure. 

46 



Section 3: Accelerator Components 

8-93 
7483A16 

Figure 17. Magnet and accelerator LCW distribution system inside the shielded 
enclosure. 
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3.2.6 Cable Trays and Electronics Racks 

Cables will be run in 4-inch-deep ladder-type steel cable trays or other raceways 
from point of origin to termination. Barriers in the cable trays, or separate cable trays, 
will be used to separate different types of cables. In the utility tunnel under ESB, 
existing cable trays will be utilized and new sections will be added as needed. Inside 
ESB, cable trays will be placed above the I&C racks, the DC power supplies and 
racks, the rf equipment racks, and along the beam line inside the shielded enclosure. 

Equipment will be mounted in SLAC standard electronic racks. The racks will 
be outfitted in the shops with circuit breakers, plug mold strips, and internal rack 
power wiring. Wherever possible, the SLAC shops will load the electronic equipment 
into the racks. 

The layout of the cable trays and electronics racks is show in Figures 18 and 19. 
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Figure 18. Layout of the cable trays and electronics racks. 



Section 3: Accelemtor Components 

8-93 
7483A18 

Figure 19. Elevation views of the cable trays and electronics racks. 
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3.3 SOURCE 

3.3.1 Thermionic Gun 

For the electron source, we plan to fabricate a modern version of the thermionic 
gun presently used in the SLC. The gun will operate at 150 kV, produce a current of 
2 A, and have a variable pulse length of up to 150 ns. Since very little documentation 
exists for the SLC gun, the fabrication of a gun will require the creation of a complete 
documentation package. ED&I budget costs reflect this assumption. Piece costs are 
based on material and fabrication costs incurred during the recent construction of the 
Klystron Department ASTA gun and the SLC polarized gun. The high cost of the 
focus electrode arises from the expense associated with its polishing. 

The gun’s electronics costs are based upon estimates of commercially available 
equipment that are similar in design to that used for the SLC thermionic gun. As 
with the gun itself, the ED&I costs are those required to upgrade and modernize both 
the electronics and controls. 
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3.4 VACUUM SYSTEM 

Beam line vacuum chambers will be made from 304 stainless steel and use knife- 
edge flanges and copper gaskets. Sputter ion pumps, distributed discretely along the 
beam line, will maintain nominal pressures of lo-’ Torr. A chamber bakeout at 
200°C will take place in the laboratory prior to installation in the field. Pressure will 
be monitored with pairs of Pirani and cold-cathode gauge tubes. 

The beam line vacuum system will be divided into seven regions: gun, injector, 
chicane, three linac regions (each consisting of two 1.8-m accelerator sections), and 
spectrometer (including the straight-ahead line). Pneumatic, remotely operated, all- 
metal gate valves will isolate the regions. This will allow access to, or venting of, any 
one region, while adjacent regions remain under vacuum. Valves will also be interfaced 
to the pressure gauge controllers and will automatically close when pressures deviate 
outside of tolerance. 

Each section will also’have two all-metal valves providing an entrance and exit 
for dry nitrogen purges. Venting to dry nitrogen and pump down will also be done 
through these valves. 

Each section will use one power supply and multiple ion pumps connected in 
parallel. Use of Pirani and cold-cathode gauge tube pairs, one pair per section, will 
allow pressure to be monitored from atmosphere to 10-l’ Torr. Each gauge tube 

-controller has two channels, reducing the number of controllers required by half. The 
gun’s pressure will be monitored with a hot-filament gauge, allowing the possibility 
of in situ bakes in excess of 200°C. 
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3.5 MAGNETS 

3.5.1 Quadrupoles 

A total of 32 quadrupole magnets will be used in the chicane, linac, and spec- 
trometer. Figure 20 illustrates the required quadrupole strengths for an isochronous 
chicane and a lOO-MeV/m linac acceleration gradient. Also shown are the maximum 
quadrupole strengths that will achievable, given the choices of magnet designs and 
power supplies. 

QE-M Quadrupoles 

To meet the quadrupole requirements in the chicane, linac, and upstream end 
of the spectrometer, a modified version of the SLC Linac QE magnet design (de- 
noted here by QE-M) will be used. One advantage of using the QE’s is that SLAC 
owns enough laminations to make the number of magnets required. In addition, the 
magnets are fairly compact (16.5 cm long), and the SLC Linac style BPM, which is 
designed to fit into the 1.1 inch diameter bore of the magnet, can also be used in the 
NLCTA. Since the maximum operating strength of the standard QE (ml00 kG) is 
much larger than needed, we decided to reduce the coil size to allow room for addition 
windings so the magnets can function as horizontal and vertical dipole correctors as 
well. Sextupole fields will be generated in addition to the dipole fields, but they will 
be small enough not to have an adverse effect on the beam transport. 

The proper magnet designation for the quadrupoles commonly known as “QE’s” 
is l.lQ4.3. (The first number in this magnet designation format is the gap (for a 
dipole) or bore (for quadrupoles) in inches, the non-numeric character indicates the 
type of magnet (“D” for dipole, “Q” for quadrupole), and the second number is the 
length of the steel core in inches). We will use the laminations left over from the 
large-scale SLC QE production to make 27 (plus 1 spare) magnets with the modified 
coil package. The cost to produce the cores includes acquisition of a lamination 
de-burring machine and construction of a new fixture to stack the laminations. 

The main coil will be wound using 0.1875-inch-square hollow copper conductor 
with a 0.125-inch-diameter water cooling hole. Only the outer layer of the nominal 
two-layer package will be installed in each quadrant of the magnet: the remaining 
space will be filled with two solid-wire trim coils. The trim coils will be wound using 
#12 square solid copper wire with heavy film insulation. The coils will be grouped 
into two sets of four, with one coil per quadrant in each set. The leads from the coils 
will be combined in series in each set to produce a horizontal dipole field when one 
set is powered, and a vertical dipole field when the other set is powered. In all, three 
power supplies will be connected to each magnet. These will provide independent 
control of the quadrupole, horizontal dipole, and vertical dipole field strength. 

QF Quadrupoles 

The requirements for the field strength and aperture (> 50 mm diameter) for the 
last five quadrupoles in the beam line will be satisfied by the 3.15Q12 design (denoted 
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Figure 20. Required quad strengths for an isochronous chicane and a lOO-MeV/m 
linac gradient. Also shown are the maximum quad strengths that will 
achievable, given the choices of magnet designs and power supplies. 
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here by QF) that was used in SLC Final Focus. As with the &E’s, SLAC has enough 
leftover laminations to make the number of magnets required. The laminations create 
a 1.625-inch bore. To enlarge this to 3.15 inches, the quadrant’s cores will be stacked 
and welded, and then sent to an outside machine shop for grinding (this was how the 
Final Focus 3.15Q12’s were made). The winding form and stacking fixture exist, and 
de-burring of the laminations will be done on the same machine as the QE magnets. 
The coils will be wound from 0.255-inch-square hollow copper conductor with a 0.125- 
inch-round cooling hole. 

3.5.2 Dipoles 

Chicane Bends 

The design of these bend magnets is basically the same as that of the 3D8.8MKII 
magnet made for the SLC Linac-to-Arc matching section. A 2% trim will be added 
by winding an extra layer of the same #10 round wire that is used for the main coils. 
The desired integrated field strength of 0.57 kG- m can be achieved with a current of 
7.8 A. 

The steel core will be machined out of solid low carbon steel. The winding 
form for the main coil exists and the trim coil will be wound on top of the main coil, 
eliminating the need for a trim winding form. 

Spectrometer Bend 

To bend the beam at its maximum energy of 1.2 GeV into the 12’ spectrometer 
line requires an integrated field strength of 8.4 kG-m. We will use an existing ‘H- 
shaped’ magnet dipole for this purpose. The cost estimate for this magnet covers its 
refurbishing and mechanical support in the beam line. 

3.5.3 Dipole Correctors 

Injector Short Correctors 

These will be air-core correctors based on the 2.97X/YC3.0 design used in the 
SLC injector. The coils are mounted on a hinged aluminum support which wraps 
around the vacuum pipe. They are made from #13 square wire and can be operated 
at up to 5 A. 

Injector Long Correctors 

These air-core correctors will be similar to those that have been wound in situ 
around the sub-harmonic-buncher in the SLC. They will use #14 round copper wire, 
and can be operated at up to 4 A. 

20-cm and 30-cm Spectrometer Correctors 

These correctors are denoted by their approximate length. In their construction, 
“bent” hot rolled steel plates will be used for their cores and #10 round solid copper 
wire will be used for their coils. 

55 



Section 3: Accelemtor Components 

The “20-cm” correctors will be used to compensate the beam steering caused 
by orbit offsets in the QF quadrupoles. They are 3.OD6.33’~ and have an integrated 
strength of 40 G-m at their maximum operating current of 8 A. The “30-cm” corrector 
will be used to offset the average kick of the pulsed vertical kicker magnet during 
measurements of bunch energies. This corrector is a 1.625D9.24 and has an integrated 
strength of about 400 G-m at its maximum operating current of 8 A. 

3.5.4 Solenoids 

Injector Bucking Coil and Lens 

The initial focusing of the beams will be controlled by two solenoid magnets: a 
bucking coil (7.56801.68) and lens (3.1L3.0). The bucking coil is wound around the 
steel-encased lens to provide a means of controlling the fringe field inside the gun. 
These magnets will be very similar in design to the ones presently being used with 
the SLC polarized electron gun. 

Injector Large Solenoids 

Eighteen solenoid magnets with 42-cm inner diameters will focus the beam in 
the injector region. These solenoids plus three spares will be fabricated by an outside 
vendor using a design that the vendor has built before. The magnets will be operated 
at a current of 500 A which will produce a 0.8-kG axial field. 

.-3.5.5 Kicker 

-- 

This iron-free magnet will be a standard SLC Damping Ring kicker. It will 
produce the required integrated field strength of 0.33 kG-m operating with a pulsed 
current of 2.8 kA. 
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3.6 MAGNET POWER SUPPLIES 

The NLCTA will utilize power-supply designs that were developed during the 
SLC upgrade. The designs are well tested and will meet the NLCTA specifications of 
10v4 or better regulation of the large dipole magnets, and 10m3 or better regulation 
of all other magnets. Except for the chicane bends and large injector solenoids, each 
magnet will have a separate power supply. The chicane bends will be powered in 
series although they will have individual 2% trims. (The spectrometer magnet will 
also have a 2% trim.) Of the 18 large solenoids, six will be powered individually. The 
remaining 12 will be powered in three sets of four. 

Table 10 lists the ratings of the power supplies that will be used, grouped by 
magnet type and current requirements. 

Table 10. NLCTA Power Supply Requirements 

Dipole Correctors 

Dipole Correctors 

Bucking Coil and Lens 

Solenoid Set 1 

Solenoid Set 2 

Kicker 

8 8 35V/ 12A 

2 6 25V 6A 

3 500 100V/600A 

6 500 30V/800A 

1 2800 lOOOV/5A 

57 



Section 3: Accelerator Components 

3.7 BEAM DEVICES 

NLCTA operations and experiments will require instrumentation for measuring 
the position, energy, transverse size, length, spacing, and intensity of bunches. We 
plan to measure each of these quantities averaged over the bunch train, as well as 
their variation within the bunch train. Since the bunch parameters are not expected 
to vary significantly on the sub-nanosecond time scale, the instrumentation will not 
need to resolve the properties of the individual bunches in the 11.424-GHz bunch 
train. Achieving even a few nanoseconds of resolution, however, will still require 
much development. In some cases, we will try more than one approach and see what 
works best. 

The layout of the instrumentation planned for the NLCTA is illustrated in 
Figures 21-24. The analysis system contains 37 beam position monitors, eight profile 
monitors, four wire scanners, six toroid intensity monitors, six wall current monitors, 
one bunch length monitor, one bunch spacing monitor, and one Faraday Cup. The 
Faraday Cup, which will be located at the downstream end of the chicane, will also 
serve as a beam dump. In addition, there will be a non-instrumented beam dump at 
the end of each of the two spectrometer lines. Beam collimation will be achieved using 
two sieve eollimators, one adjustable four-jaw collimator, and seven fixed collimators. 
Most of the beam devices will be modeled after existing devices in the SLC. 

--. 3i7.1 Bunch Position 

The transverse position of the bunches will be measured using components of 
the beam-position monitor (BPM) systems that were designed for the SLC and the 
Final Focus Test Beam. Strip-line BPMs will be located in the bores of all quadrupole 
magnets and at a few other locations. Each of these consist of four, 5-inch-long, 50 
Ohm striplines, positioned 90 degrees apart in azimuth about the beam axis. The 
strip-line signals will be sent to electronics that track, hold on the peak value, and 
then digitize the signals. The BPM electronics will be gated to trigger on the leading 
peak of the bipolar strip-line signal, and will measure the average position of roughly 
the first 5 ns of the bunch train with a resolution of about 10 pm. If a stable trigger 
can be achieved on the trailing (inverted) peak of the strip-line signal, as well, then 
head-to-tail comparisons can be made. 

Because standard SLC Linac strip lines will be used, a complete print package 
exists for these and very little ED&I will be required. Tooling for the manufacture of 
these BPMs no longer exists and must be re-fabricated. Because new tooling will be 
used, a prototype will be made prior to production. 

The signal processing electronics will consist of a head amplifier/filter in an 
rf chassis, followed by a track-and-hold module implemented with CAMAC control. 
CAMAC controlled pulsers will be used to measure the channel gains. A likely mod- 
ification to this system will be the use commercially available high-speed waveform 
samplers (that are being considered for the rf monitoring system) to record the en- 
tire waveform from each of the four strips on some of the BPMs. These data could 
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Figure 21. NLCTA injector beam instrumentation. 

59 



I 
: 

Section 3: Accelerator Components 

Sieve Collimator 
Toroid 
Quad / BPM / Correctors 
Sieve Collimator 

2 Quads / BPMs / Correctors 

Toroid 
Profile Monitor 
Quad / BPM / Correctors 

Quads / BPMs / Correctors 

Quads / BPMs / Correctors 

Adjustable Collimator 
Profile Monitor 
W ire Scanner 

St2 Quads / BPMs / Correctors 

Quads / BPMs / Correctors 

Toroid 
Quad / BPM / Correctors 
Bunch Spacing Monitor 
Quad / BPM / Correctors 
W ire Scanner 
Quad / BPM / Correctors 
Profile Monitor 
Quad / BPM / Correctors 

6-93 
Faraday Cup 

7483A3 

Figure 22. NLCTA chicane beam instrumentation. 
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Figure 23. NLCTA linac beam instrumentation. 
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Figure 24. NLCTA spectrometer beam instrumentation. 
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be analyzed to determine the variations of the transverse positions along the bunch 
train. Preliminary studies show that a resolution of about 10 pm can be achieved for 
the Fourier components of the variations in transverse position with periods greater 
than a few tens of nanoseconds. 

3.7.2 Bunch Profile 

Transverse beam size and position will be measured by profile monitors and wire 
scanners. They will be installed at special locations along the beam line in order to 
optimally measure different properties of the beam. For energy measurements, they 
will be positioned at locations of high-dispersion in the chicane and spectrometer. For 
emittance measurements downstream from the injector, they will be positioned ap- 
proximately 90” of betatron phase downstream from quadrupole magnets. To measure 
ernittance, the strength of a quadrupole will be varied, and the correlation between 
beam size and quadrupole strength will be used to extract the emittance and the 

32 match condition of the beam to the lattice. 

Profile Monitors 

During the profile monitor measurements, a video camera that is focused on an 
insertable-phosphor screen (aluminum coated with Gd202S:Tb) records the image 
of the bunch train as it passes through the screen. This information will be used 

.*. primarily to measure the average position and size of the entire bunch train. With 
the magnetic spectrometer, however, we will have the ability to resolve transverse 
position and size variations within the bunch train by using a vertical kicker magnet 
that is ramped-up while the bunch train passes, thus separating the vertical positions 
of the bunches at the downstream profile monitors. The ramp period of the kicker 
will be adjustable in the range of 30 to 100 ns as a means varying the time-resolution. 
For the shortest ramp period, changes in beam position and size on the 1-ns time- 
scale will be measurable with about a 100~pm resolution. This corresponds to about 
a 0.02% resolution for energy and energy spread at the profile monitor at the end of 
the spectrometer line where Q = 0.5m. Other profile monitors will be located at the 
intermediate focal point of the spectrometer and in the straight-ahead line, enabling 
precise measurements of the horizontal positions and sizes of the undispersed bunches. 

Five of the eight profile monitors will be identical to those used in the SLC Linac 
and Damping Rings. The remaining three will differ only in aperture. The profile 
monitor control system will use an existing SLC design. A single chassis provides 
monitoring and control for two profile monitors, so four chassis will be used. These 
will be linked together for video transmission, allowing only one profile monitor screen 
to be viewed at a time. Each chassis will be controlled by standard SLAC designed 
CAMAC modules. 

Wire Scanners 

Wire scanners will be installed in close proximity to half of the profile monitors. 
A wire scanner measures transverse bunch size by moving a thin wire at a controlled 
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speed across the beam over a period of many pulses. Secondary emission produced 
by the beam intercepting the wire on each pulse is detected by an off-axis photo- 
multiplier tube. The correlation between the photo-multiplier signal and the wire 
position is used to reconstruct the transverse profile of the bunch train. Compared 
to the video profile monitor, the wire scanner is more convenient to operate and has 
much faster set-up time, much larger dynamic range, and better linearity. However, 
the wire scanners only measure projections of the bunch shape, and the data are 
taken over many beam pulses so the measurement is sensitive to pulse-to-pulse jitter 
of the bunch positions. For these reasons, we intend to use the wire scanners to 
do routine measurements of the average bunch size, and to provide a cross check 
of the video profile monitors. We are also looking into the possibility of high-speed 
waveform sampling for the photo-multiplier tube signals, or for the secondary emission 
signals from the wires themselves, in order to be able to resolve in time the sizes and 
positions of the bunches averaged over many machine pulses. Another device that 
would provide the same type of information is the streak camera (discussed below) 
that is being considered for bunch-length measurements in the chicane. 

Three of the four wire scanners that will be installed will have standard SLC 
Linac designs. They will have a 30 mm scan range and contain 50-micron thick tung- 
sten wires: The fourth scanner, which will be located at the end the 12’ spectrometer 
line, will have a 5 cm scan range and contain 250-micron thick tungsten wires. Its 

._design will be similar to that for the wire scanner located in the West Turn-Around 
region of the SLC Positron Line. 

Control and monitoring electronics will likewise use existing SLC designs. The 
interface electronics for the wire scanners will consist of an industrial process controller 
chassis (Daytronics 10Kl) with associated PC boards, LVDT sensors, and CAMAC 
Stepper Motor Controller (SMC) modules. Photo-multiplier tubes will be used to 
detect secondary emission from the wires. A LeCroy single channel CAMAC module 
will supply high voltage to each tube. 

3.7.3 Bunch Length and Spacing 

Bunch-length measurements will be important for the initial tuning of the in- 
jector. The phase and amplitude of the rf in the prebuncher will be adjusted, first 
using a bunch-length monitor. The bunch-length monitor will be a cavity, resonant 
at a harmonic of the accelerating frequency, that provides a signal proportional to 
the strength of the fields generated by the bunches. The rf phase adjustment will 
be refined using an absolute measure of the bunch length. One method to obtain 
this information exploits the high correlation between energy and longitudinal bunch 
position that can be achieved by adjusting the phase of the second 0.9-m-long acceler- 
ator section in the injector. With such correlation, the average transverse bunch size 
measured near the center of the chicane is proportional to the average bunch length, 
provided that the bunch-to-bunch energy differences do not overly smear out the dis- 
tributions. To avoid this problem, and to make the initial tune-up of the injector 
easier, a 1-ns-long bunch train will be used. 
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Verifying the bunching in long bunch trains by this method may be difficult 
because of the energy spread from beam loading. Also, if NLC-like bunches are used, 
the charge per bunch will be large enough that single-bunch transverse wakefield 
effects may decrease the apparent correlation of energy and longitudinal position. For 
these reasons, more direct means of measuring the bunch length are being considered. 
One possibility is using a streak camera to measure the synchrotron light generated 
in the final bend magnet of the chicane. A similar system has been proposed for use 
in the SLC linac for measuring bunch lengths of roughly of the same size. Tests at 
the SLC will help us decide whether to use this system at the NLCTA. 

The bunch spacing can be affected by the bunching process. Ideally, it should 
be at the 11.424GHz wavelength; however, beam loading in the buncher section can 
modify the spacing, as can bunch-to-bunch energy differences if the bunches are com- 
pressed in the chicane. Although we believe such changes in the bunch spacing will 
be small, and hence will not generate a significant bunch-to-bunch energy difference 
when the bunches are accelerated, we still want to verify the bunch spacing empiri- 
cally. To do this, a resonant cavity tuned to 11.424 GHz will be installed in the beam 
line. The signal generated when the bunch train passes through it will be mixed 
with a reference signal from the rf system to produce a time-dependent phase-error 
signal. The variation of the error signal, which will be resolvable on the time-scale 
of a few nanoseconds, will provide a measure of the uniformity of the bunch spacing. 

._Having established the uniformity, the phase of the bunches relative to the rf will be 
determined by varying each of the klystron phases and observing the bunch energies 
in either the chicane or the spectrometer. 

3.7.4 Bunch Intensity 

Average bunch intensity will be monitored using toroids located between regions 
of the beam line where beam losses are expected to occur. Monitoring and processing 
of the toroid signals will done by a SLC CAMAC module designed for this purpose. 
Wall current monitors, which will be primarily used for measuring dark currents in 
the linac, will also be used to monitor the beam current. 

An insertable Faraday Cup will be used to measure the total charge of the beam 
at the end of the chicane. The primary function of this Faraday Cup, however, will be 
as a beam dump while the injector is being tuned. The Faraday Cup will be selected 
from several that were removed from the SLC as part of an upgrade for higher power 
operation. The control system for this device will be provided through one channel 
of a profile monitor control. chassis. 

Although the toroids and Faraday Cup have absolute calibrations that are good 
only to l-5%, their resolution for measuring intensity changes, for which we primarily 
will use them, is better than 1%. For measuring the time-variation of bunch intensity, 
we will use some of the same instrumentation described above for resolving beam 
positions and sizes. For example, the waveform-sampled BPM should provide 1% 
resolution of intensity variations on the time scale of a few tens of nanoseconds. 
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3.7.5 Beam Collimation 

Two sieve collimators will be located near the upstream end of the chicane. 
They will be used to limit the transverse size of the beam, and to reduce, if neces- 
sary, the beam intensity. Each of the units will contain a variable-aperture collimator 
and a variable-transmission (sieve) collimator in the same vacuum chamber. The 
variable-aperture collimator will consist of an insertable slide on which a linear array 
of apertures of different diameters are cut. The variable-transmission collimator will 
be similar, except its slide will contain screens of different mesh dimensions. The 
positions of the two slides transverse to the beam axis will be independently control- 
lable so that any combination of aperture and mesh size can be selected. A sieve 
collimator was designed for the SLC injector but was never built. This design will 
be modified to optimize the aperture and mesh sizes for the NLCTA parameters. A 
prototype will be built and used as one of the two collimators required. 

Control of the sieve collimators will be accomplished through use of CAMAC 
stepper motor control modules, LVDT sensors, and a shared industrial process con- 
troller chassis. The interface electronics for these collimators will be combined with 
that for the wire scanners and adjustable collimator. 

An adjustable collimator will be located near the center of the chicane and will 
be used to limit the energy spread of the beam. It will be built using the SLC Linac 
four-jaw collimator design. Although this design is intended for applications with 

.-high power beams, the additional material and construction costs associated with 
this capability will be more than offset by the cost saving from not having to design 
a new collimator. The interface electronics for this collimator will be combined with 
that for the wire scanners and sieve collimators. 

Seven fixed collimators will be used to protect beam line elements from the 
beam losses expected in the first half of the chicane. They will be identical to those 
used in the FFTB project except for aperture size. 

3.7.6 Beam Dumps 

A beam dump will be located at the end of each spectrometer line. The hor- 
izontal width of the dumps will be large enough (15 cm) to intercept all electrons 
within the design energy acceptance of the lines (20% in the 12” line and 50% in 
the straight-ahead line with the spectrometer magnet powered at 10% of nominal 
strength). Since the maximum beam power will only be 1.2 kW, the dumps will be 
simple in design, consisting of large copper blocks with LCW cooling tubes attached 
to their surfaces. A special radioactive water system will not be required since the 
beam is heavily attenuated in the blocks before it reaches the LCW. 
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3.8 RF DRIVE SYSTEM 

Rf power for the NLCTA will be derived from the SLC 476-MHz drive-line 
signal, brought into End Station B by coaxial line from the Main Control Center. 
The proposed system is outlined schematically in Figure 25. The incoming 476-MHz 
CW signal will be processed through a train of preamps, level-set attenuators, and 
mixers to produce signals at 2856,8568, and 11424 MHz, all in the power range lo-20 
dBm, which will be distributed to the four NLCTA high-power rf stations. 

The 2856-MHz and 8568-MHz signals will be used for phase-reference purposes, 
and will be transmitted in a temperature-stabilized package approximately 60 feet 
long which runs parallel to the accelerator housing and above the racks containing 
the rf signal-processing equipment for the klystrons. The 2856-MHz signal will be 
transmitted in a 0.5-inch, low-loss, phase-stable coaxial cable. The 8568-MHz signal 
will run in WR112 waveguide, which has about & the attenuation of coax at that 
frequency. 

The 11424-MHz signal will be amplitude-modulated into a pulse train (typically 
1.5 ps at 180 Hz), and then passed through a phase-shift-keying modulator, in which 
the phase-of the rf is rapidly changed by 180’ at a selected time after the beginning 
of the pulse. This phase reversal, which takes place in a few nanoseconds, is required 
for the operation of the SLED-II pulse-compression system. 

._ 
After further amplification, the 11424-MHz pulsed signal will be transmitted in 

WR90 waveguide along the temperature-stabilized package. Couplers in the coaxial 
and waveguide lines at each station will provide rf power for the drive chain to the 
klystron and for monitoring the phase and amplitude of selected signals from the 
accelerator system. 

The drive chain to each klystron contains a further preamp, phase shifter, TWT 
pulsed amplifier, and level-set attenuator. 
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Figure 25. FLf drive- and control-system schematic. 
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3.9 RF CONTROL AND MEASUREMENT 

3.9.1 RF Control 

Remotely-controlled phase shifters and attenuators in the low-power rf drive 
system, and in the high-power waveguide system, will be used to adjust the phases 
and amplitudes of the high-power rf feeds to the accelerator. The phase and amplitude 
of the low-power rf drive for each klystron will be adjustable. Power for the prebuncher 
cavity (about 1 kW) will be coupled-off from the feed for the first injector accelerator 
section and passed through an adjustable phase shifter and attenuator. The rf phase 
of the second injector accelerator section relative to the first will be adjustable by 
a high-power phase shifter. The phase-length of the high-power SLED-II delay lines 
will be controlled by adjusting (by closed-loop feedback) the position of a shorting 
plunger at the end of each waveguide delay line. 

Feedback loops for rf control will be implemented within the framework of the 
SLC control system hardware and software. One feedback loop will monitor and 
stabilize klystron output power by adjusting the driver phase shifter and attenuator. 
The comparable feedback loop in the SLC rf system is under the control of a local 
processor which also protects the klystron against high-voltage breakdown, reflected 
power, and vacuum faults. New control and protection systems, specifically tailored 
to the X-band klystrons, will be developed for the NLCTA using the SLC-standard 

central modules and protocols. 

Another feedback system will be developed to set and stabilize the SLED-II 
delay-line phase lengths. This feedback loop will have low bandwidth (less than 
0.1 Hz), appropriate to’the thermal expansions and contractions of the 120-foot-long 
waveguides that must be compensated. The information needed to set and stabilize 
the delay-line phase lengths can be derived from measurements of the phases and 
amplitudes of the SLED-II rf input and output pulses. The actuators of the feedback 
loops will be SLC-standard CAMAC-controlled stepper motors that move the delay- 
line shorting plungers. Other rf feedback loops, if needed, can be implemented along 
the lines of this model. 

3.9.2 RF Phase and Amplitude Monitoring 

The monitor points (directional couplers) for phase and amplitude measure- 
ments are indicated by arrows in Figure 25. In order to reduce the number of channels 
of expensive electronics, only those rf signals required for feedback processes will be 
“hard-wired” into phase and amplitude detectors (PADS). Those rf signals needing 
only occasional monitoring will be routed to phase and amplitude detection circuits 
via patch panels when needed. Error waveforms generated by the PADS may be ei- 
ther viewed directly on an oscilloscope for evaluation and adjustment, or digitized 
and used for closed-loop control. 

The NLCTA rf control system will employ the PAD system used in the SLC. 
The SLC PADS track, sample, hold, and digitize (12 bits) the amplitude and phase 
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of a 2856-MHz signal once per pulse. (Repetitive waveforms are mapped-out by 
stepping the sample time during a series of pulses.) The SLC PADS are interfaced to 
the SLC control system via a CAMAC Parallel I/O Processor (PIOP). Two types of 
PAD systems, with bandwidths differing by a factor of two, are used at the SLC. The 
NLCTA will utilize the wider-bandwidth version (used in the SLC for measuring beam 
phase with respect to the rf) which has 30-ns time resolution (15-MHz bandwidth). 
In order to use the SLC PADS in the NLCTA rf system, the 11424-MHz signals will 
be converted to 2856 MHz by mixing with a stable 8568-MHz reference signal. The 
30-nsec resolution of the SLC PADS will be adequate for monitoring the average phase 
and amplitude of the 1.5-microsecond-long klystron pulses and the 0.25-microsecond- 
long SLED-II pulses in the NLCTA. 

3.9.3 Experimental RF Data Acquisition 

The experimental program of the NLCTA requires the ability to make rf phase 
and amplitude measurements with time resolution comparable to the NLC bunch 
spacing. It will therefore be necessary to detect rf phase and amplitude with approx- 
imately 1.4-ns time resolution, and to sample and digitize the detector video output 
at a rate of 0.5 to 1 GSa/s during the pulse. Since the goal for bunch-to-bunch 
energy stability is O.l%, one would like to measure phase to 0.1’ precision (out of 
360”) and amplitude to 0.1% resolution along the pulse “flat top.” This requires the 

-development of a new high-speed, high-resolution phase and amplitude detector (a 
“Fast PAD”) and data-acquisition system, with functional specifications as listed in 
Table 11. Fast PADS will be used for monitoring klystron, SLED-II, and accelerator 
rf pulses, and the X-band bunch-phase monitor. 

Table 11. Preliminary Functional Specification for a “Fast PAD” 

Signal frequency: 

Time ,resolution: 

Amplitude resolution: 

Phase resolution: 

Digital sampling rate: 

11.424 GHz 

1.4 ns 

5 0.1% per 25% of full scale 

5 0.5% per 100% of full scale 

0.1”/360” relative to reference 

0.5-l GSa/s 

Fast PADS are not commercially available and will require custom engineering 
development work. Video output waveforms from the Fast PADS can be sampled and 
digitized by gated high-speed digitizers and analyzed by local real-time processors 
which are networked to the main online control computer. Suitable digitizers and 
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local processors are available commercially within the VXI instrumentation standard.* 

The purpose of the local processing will be to reduce the digitized waveform 
data stream to statistical summary information for transmission to the main online 
computer, and to identify exceptional events for which more complete waveform data 
should be transmitted. The reduced data stream will be transmitted by Ethernet 
from the local processor to the main online computer where the summary data will 
be saved in “history buffers” and the complete waveforms of the exceptional events 
will be saved for further analysis. 

Should it become desirable in the future to increase the sophistication of rf 
control in the NLCTA, feedback loops may be designed which will utilize the rf 
waveform information acquired by the Fast PAD system. 

* A Tektronix subsidiary (Analytek, Ltd., Sunnyvale, California) offers the 2004s VME four- 
channel sampling module with 300-MHz analog bandwidth, O.&GSa/s sampling rate, 1Zbit 
ADC, and 2048point memory per channel. Hewlett-Packard offers the E1428A VXI two 
channel digitizing oscilloscope with 250-MHz (3dB) analog bandwidth, up to 1-GSa/s (simul- 
taneous) sampling rate, &bit ADC, and 8000-point memory per channel. 
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3.10 PULSE MODULATORS 

The NLCTA 50-MW klystrons could in principle be driven by the same SLAC- 
type modulators now in use to power the X-band klystron test stands in the Klystron 
Test Laboratory. Parameters for the SLAC-type modulator, using a 2O:l turns ratio 
pulse transformer but having a longer pulse flat-top (1.5 /JS US. 0.9 ps), are shown in 
Table 12. However, this high pulse-transformer turns ratio leads to a large leakage 
inductance and hence to long pulse rise- and fall-times, implying a low modulator 
efficiency. The energy contained in the flat-top portion of the pulse applied to the 
klystron is only 58% of the energy stored in the capacitors of the pulse-forming net- 
work. This poor energy-transfer efficiency implies an excessive wall-plug power for a 
full-scale NLC . 

Table 12. NLCTA Modulator Parameters 

SLAC-Type: Standard SLAC modulator with 2O:l Pulse Transformer. 
Proposed: 1.5-times multiplying Blumlein PFN. 

SLAC-type Proposed 

Charging volt age (kV) 50 70 

Pulse voltage (kV) 480 600 

Pulse &l% flat-top (ps) 1.5 1.5 

Pulse rise-time to 99% (ps) 1.0 0.4 

Pulse energy width (ps) 2.5 1.9 

Energy-transfer efficiency 0.58 0.77 

Net modulator efficiency 0.54 0.73 

A new modulator design has been proposed 33 that uses a multiplying Blumlein 
(or Darlington) pulse-forming network, which allows a reduction in the turns ratio of 
the pulse transformer to 6:l for the same output pulse voltage. This leads to decreased 
rise-time and better energy-transfer efficiency, as indicated in Table 12. The output 
pulse shape for the proposed modulator design is compared with the present SLAC 
modulator pulse in Figure. 26. The improved rise-time and a substantial gain in 
efficiency are evident from the figure. Conversion of a standard modulator in the 
Klystron Test Laboratory to the new design for testing is planned during FY93. 

The conversion will involve rebuilding the modulator with a new Blumlein pulse- 
forming network and a new pulse transformer. The present thyratron and charging 
supply will be retained. While this design provides sufficient pulse voltage and current 
for the 50-MW X-band klystron, a pulse voltage on the order of 600 kV will be 
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Figure 26. Comparison of a SLAC-type modulator (scope trace) with a simulation 
of the proposed modulator. 
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needed to produce power at the lOO-MW level necessary for a lOO-MV/m accelerating 
gradient. Table 12 lists the parameters for a proposed modulator using a thyratron 
and dc charging supply with a higher voltage capability, which increases the voltage 
on the pulse-forming network to 70 kV. 

Note that in Table 12 the net modulator efficiency is lower than the energy- 
transfer efficiency referred to above. This difference is due to losses in the input 
transformers, dc power supply and the resonant charging circuit. This “front end” 
efficiency is taken to be 9370 for the present modulator design and slightly higher for 
the proposed design. 
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3.11 KLYSTRONS 

3.11.1 50-MW Klystrons 

The NLCTA will be powered by four 11.424-G& klystrons with 50-MW peak 
power capability at 1.5+s pulse length. These tubes will operate at a microperveance 
of 1.2 (350 A at 440 kV). The 50-MW goal requires only 33% beam-to-rf conversion 
efficiency. However, much greater efficiency and power are expected to be achieved. 
The basic 50-MW klystron design parameters are summarized in Table 13. The 50- 
MW goal considerably eases the design challenges relative to the lOO-MW XC series, 
described in Section 2.3, where the microperveance was 1.9 (550 A at 440 kV) and 
the lOO-MW goal required 43% efficiency. 

Table 13. 50-MW Klystron Design Parameters 

Operating frequency 11.424 GHz 

Peak output power 50 MW 

Rf pulse width 1.5/Ls 

Pulse repetition rate 180 pps 

Rf pulse rise-time 5 10ns 

Beam voltage 440 kV 

Beam current 350 A 

Beam-to-rf efficiency 0.45 

Saturation gain 55 dB 

Focusing field 5 kG 

The NLCTA klystrons will use a single TEol-mode output window, one-half- 
wavelength thick, preceded by a “flower-petal” transition from the rectangular wave- 
guide of the klystron output to the circular TEol-mode waveguide in which the win- 
dow is mounted. Designs for both the mode transducer and the window have been 
completed. 

The NLCTA klystron.output circuits will be either standing-wave or traveling- 
wave structures of the disk-loaded waveguide type. Designs for both standing-wave 
and traveling-wave output circuits exist for which the computer modeling predicts 
outputs greater than 70 MW at 450 kV.* The standing-wave version is in cold-test 
and will go into the first 50-MW klystron prototype, designated “XLl.” This tube 
will be tested, with a TEol-mode output window, in September 1993. 

* Simulations of the design have been performed using a two-dimensional particle-in-cell code 
(CONDOR) assisted by three-dimensional rf-field modeling (by MAFIA). 
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It is expected that the second prototype tube of the XL series will incorporate a 
traveling-wave output circuit. The decision on the final design for NLCTA production 
will be based on the performance of the first two XL-series klystrons. At least four 
XL tubes then will be produced to provide the NLCTA complement of four tubes, 
and to provide spares. 

3.11.2 lOO-MW Klystrons for a Future Energy Upgrade 

R&D toward the full-power NLC klystron will resume after the NLCTA require- 
ments have been met. The lOO-MW design will also be based on a lower-perveance 
beam and will require a 550-kV cathode voltage. A modulator is under construction 
for this purpose. The output circuit will be an extension of the design used for the 
50-MW tubes. The TEor-mode windows, and the “flower-petal” transitions to them, 
will be identical to those used in the XL series. The principal differences between the 
XL klystrons and the final lOO-MW tubes will be in the gun and collector. Both will 
be larger to accommodate the higher voltage and beam power. 
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3.12 RF PULSE COMPRESSION AND POWER TRANSMISSION 

To obtain high peak power with a 0.25~microsecond flat-top at 11.424 GHz, a 
new method of pulse compression, SLED-II, 12-15 will be used. Four SLED-II rf pulse 
compressors, one per klystron, will compress the klystron output pulses from 1.5 mi- 
croseconds to 0.25 microseconds. The intrinsic efficiency of the SLED-II compression 
method, for this compression factor, is 75%. The overall rf system design, discussed 
in Section 2.2, requires that the net efficiency of each pulse compressor (intrinsic x 
component efficiency) be at least 67%. Therefore, the total losses in the microwave 
components of each SLED-II must not exceed 11%. Development work currently 
is underway to develop the necessary low-loss components. For some particularly 
critical components, both primary and alternate approaches are being developed si- 
multaneously to ensure the availability of an acceptable design on schedule. 

An experimental SLED-II pulse compressor is in use with an experimental X- 
band klystron, providing high power for tests of X-band accelerator structures in the 
Accelerator Structure Test Area (ASTA) 34 in the Klystron Test Lab at SLAC. The 
SLED-II hardware-development program is based on continuous incremental modifi- 
cations to the experimental prototype, as improved components are developed. The 
final SLED-II prototype for the NLCTA should be completed in 1994. The prototype 
will be used for high-power conditioning and acceptance testing of the production 
versions of NLCTA accelerator sections. 

SLED-II is not our first experiment with high-power X-band pulse compression. 
Prior to the initiation of the SLED-II experimental program, a high-power Binary 
Pulse Compressor (BPC), which used oversized waveguide components similar to 
those required for SLED-II systems, was used successfully to provide power to ASTA 
for the high-gradient accelerator field-emission studies described in Section 2.4.2. In 
the BPC, rf pulses were compressed by a factor of eight, with a factor of five increase 

35 in peak power. The highest peak output power achieved in binary pulse compression 
was 160 MW in a 70-ns pulse. This peak power was limited by the maximum available 
klystron power at the time of the test, and not by the pulse-compression system itself. 

3.12.1 Mode Transducers 

We have developed Vower-petal”-type mode transducers to make transitions 
from WR90 rectangular waveguide to the low-loss TEer mode in circular waveguidea6 
The transducers have been tested successfully in an X-band resonant ring at pulse 
energy up to 150 MW x 0.8 ps. Power losses in a typical transition (due to mode- 
conversion, ohmic losses, and mismatches) total 0.7%. Reflections due to impedance 
mismatch account for approximately 0.2% of this loss. Redesign for improved match- 
ing is expected to reduce the net power loss of a transition to 0.5%. 

3.12.2 Circular Waveguide 

To minimize losses, rf power will be transmitted in the low-loss TEor mode 
through circular oversized waveguide. Power will be transmitted from each klystron 
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to its SLED-II pulse compressor, and from the pulse compressor to the accelerator, 
in three-inch-diameter waveguide, which has only 3% of the loss of standard X-band 
rectangular guide (WR90). 

The SLED-II pulse compressors each require a pair of microwave “delay lines” 
with 0.25-microsecond down-and-back transit time (in which the 0.25-microsecond- 
long output pulse is formed). These delay lines also will be made of circular oversized 
waveguide, and will operate in the low-loss TEor mode. Pulse-compression experi- 
ments (Binary and SLED-II) have been performed using 2.81-inch-diameter waveguide 
(WC281). A high-power SLED-II prototype is being constructed with 4.75-inch di- 
ameter delay lines (WC475). However, the final choice of waveguide diameter(s) for 
the NLCTA has not been made yet. 

In general, the choice of diameter for both the transmission lines and the de- 
lay lines is based on the simultaneous goals of (1) avoiding cut-off diameters where 
unwanted modes can become trapped and resonate between discontinuities (such as 
imperfect flange joints) and flower-petal apertures, and (2) reducing ohmic losses 
(which are inversely proportional to the cube of the waveguide diameter). However, 
ohmic losses must be maintained at a level greater than losses due to mode conversion 

37 in order to supress undesired resonances of trapped higher-order modes. 

A TEor-mode-selective 50-dB directional coupler for monitoring power in cir- 
.-cular waveguide has been designed and testeda’ 

3.12.3 Mode Suppressors 

Unwanted modes that reflect from discontinuities (such as flanges) and flower- 
petal apertures can become resonantly trapped in an oversized (multimode) waveg- 
uiding system, resulting in large loss of power from the desired TEor transmission 
mode.37 The quality factors of these unwanted resonances in the circular waveguide 
can be reduced by introducing arrays of azimuthal rings made of lossy ceramic, or 
azimuthal slots, which couple non-TEor modes out of the waveguide. The spacing 
and depth of the azimuthal arrays of rings or slots are critical for determining which 
modes will be suppressed. The trapped-mode problem so far has arisen in the F&D 
program during work with a WC175 transmission guide. The unwanted mode(s) are 
being identified, and suitable mode suppressors will be designed. 

3.12.4 Pumping Ports 

Vacuum pumping ports for circular waveguide are being developed which utilize 
azimuthal slots, spaced so as to be transparent to TEor propagation, to couple the 
waveguide vacuum to a pumping manifold. Each slotted pumpout will be pumped 
by a 20-liter/set ion pump. The hi.gh conductance of 3- to 5-inch diameter circular 
waveguide makes it possible to maintain good vacuum (below 10d7 torr) over long 
runs of circular waveguide. 
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3.12.5 Delay-Line Phase-Length Stabilization 

Each SLED-II pulse compressor will have a pair of 120-foot-long waveguide delay 
lines, the phase-lengths of which will have to be controlled to approximately O.OOl- 
inch tolerances in order to keep the SLED-II output power stable, as desired, to 0.1% 
in amplitude and 0.1” of phase. The phase-length of a delay line will be stabilized 
by thermostatic temperature control (0.001 inch per O.l”F), and by an adjustable 
non-contacting shorting plunger (a phase shifter) at the end of each delay line. The 
adjustable shorting plunger will be controlled by a feedback loop that utilizes the 
phases and amplitudes measured at directional couplers at the SLED-II input and 
output in order to set and stabilize the phase-length of the delay lines. (See also 
Section 3.9.1.) 

3.12.6 3-dB Couplers 

SLED-II requires a low-loss four-port 3-dB coupler. Two ports serve as input 
and output. The delay lines are connected to the other two ports. 

The 3-dB coupler planned for the NLCTA is a WR90 side-wall coupled version, 
mated to circular waveguide via a flower-petal mode transducer at each port. The loss 
for splitting or combining power is expected not to exceed the loss of three flower petal 
transitions, or approximately 1.5%. The first test of this concept will be performed 
in Summer 1993 with a magic-tee network and four flower-petal transitions. (The X- 

-band magic-tee was available, whereas a 3-dB side-wall coupler will not be designed 
and fabricated before late 1993.) 

Most of our development work on SLED-II so far has been done using a 3-dB 
coupler built entirely in WC175 circular waveguide, operating in the TEor 14 mode. 
The loss for splitting or combining power in this device is approximately 8%. The 
greatest drawback to this device is its size and cost. The coupling slot is l-m long. 
The entire device (including gentle Y-bends that spread the circular waveguides 
wide-enough apart to accomodate flanges on the ports) is 3-m long. An improved 
and shorter version is being designed in WC165 with a total length of 1.8 m. The 
TEor 3-dB coupler is being considered as a back-up in case the WR90 version proves 
to have insufficient power-handling capability (which may be the case when two lOO- 
MW klystron8 are combined into one SLED-II in a future NLCTA energy upgrade). 

3.12.7 Waveguide Bends 

Bends in the circular, waveguide power transmission lines will be necessary to 
get power from the klystron to the accelerator, Figure 6 shows 90°- and 180”-bends 
in circular waveguide. We have procured and tested bends of this type from General 
Atomics (San Diego, California). They work well with less than 2% power loss, and 
should have great power-handling capability. However, the bending radii are relatively 
large for accelerator applications (69 cm for 90”, and 22 cm for 1800). 

We are developing much more compact bends based on the flower-petal transi- 
tion from circular to rectangular waveguide. The compact bends we plan to use for 
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circular waveguide are, in essence, standard WR90 bends with flower petal transitions 
at either end. Power loss in a bend of almost any angle is expected not to exceed the 
loss of two flower-petal transitions, or approximately 1%. 

3.12.8 Power Divider 

Power from each klystron and SLED-II compressor must be divided to fill two 
accelerator sections. A power divider has been fabricated and is awaiting testing. It 
is comprised of a flower-petal transition from circular waveguide to two anti-parallel 
runs of WR90.36 
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3.13 ACCELERATOR SECTIONS 

Sketches of an NLCTA accelerator section and its individual cells are shown 
in Figures 27 and 28, respectively. Each cell of a section will have different cavity 
diameter, iris diameter, and iris wall thickness. All dimensions will be calculated 
to give the required dispersion characteristics for the fundamental mode and for the 
higher-order dipole modes, as described above. 

Six cells (one close to each end, and four evenly distributed between them) 
will have radial pumping holes connecting the central (beam) cavity to two outer 
vacuum manifolds. These manifolds will each be connected to two &liter/s vacuum 
pumps in the middle of the section. The manifolds will increase the pumping speed 
through the small beam apertures by an order of magnitude. This improvement is 
considered necessary to handle the increased gas load resulting from high peak power 
rf propagating through the structure. 

Four water-cooling tubes will be brazed along the outside of each section, as 
shown in Figure 27. The outer surface of each cell can be used for precise support and 
alignment since it is concentric to the iris diameter to within 5-10pm. Two tuning 
stubs will-be brazed into each cell wall to permit fine tuning of the phase advance per 
cell of a completed section. Symmetrical double-input couplers will be used at the 
ends of each section to minimize the phase and amplitude asymmetries in the coupler 

._ fields. 

Each accelerator section will be mounted on an aluminum strongback. Supports 
from the strongback to the section will be positioned under the pumping cells, as 
shown in Figure 27. The support at the input-coupler end will be rigidly attached to 
the strongback. All other supports will be flexible to allow for longitudinal differential 
expansion. Each support will permit vertical fine adjustment so that the section can 
be held straight to within 5 pm. 

81 



Section 3: Accelerator Components 

SIDE VIEW 

Y L 

PUMPING 
PORTS 

OUTPUT 
COUPLER 

END VIEW 

11-92 7307A12 

Figure 27. A  1%m-long NLCTA accelerator section. 
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Figure 28. Cells of an NLCTA accelerator section. 
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3.14 PROTECTION SYSTEMS 

The protection systems are divided into three groups. The Beam Containment 
System (BCS) will insure that the confinement integrity of the beam line housing 
is not violated by large excursions of the beam from its nominal trajectory. The 
Personnel Protection System (PPS) will insure the safety of personnel in and around 
the NLCTA beam line housing by controlling access to the housing, by providing 
emergency-off controls, and by monitoring radiation levels via Beam Shutoff Ion 
Chambers (BSOICs). Any PPS or BCS violation will result in the inhibiting of 
redundant permissives to the associated systems. Finally, the Machine Protection 
System (MPS) will provide for the protection of beam line components and inhibit 
permissives to the associated systems in the event of a violation. 

3.14.1 Beam Containment System 

The BCS will be modeled on the system that is in use in the SLC. Currently, the 
SLC system is monitored by personnel in the control room via hard-wired annunciator 
panels. However, an the engineering redesign of the SLC BCS system has been 
proposed in which monitoring would be via CAMAC, and control would be through 
a dedicated hardware interface. If it is approved and completed by the end of FY93, 
it will be incorporated into the NLCTA. 

- 
Six Beam Containment Ion Chambers will be installed at selected locations 

along the beam line. Their signals will be processed and the results will be sent to a 
summary interlock module that will permit/inhibit appropriate beam line systems. 

3.14.2 Personnel Protection System 

The PPS Access Control System will have three access states: “Permitted Ac- 
cess”, “Controlled Access”, and “No Access”. Entry to the beam line housing will 
require the thermionic gun and the modulators in the rf system to be disabled. The 
PPS system will not provide for the control of electrical hazards. For any access into 
the NLCTA beam line housing, all non-insulated Class-B hazards will be required to 
be turned off and secured using lock & tag procedures under administrative control. 

The entrance point at each end of the beam line housing will have door and gate 
standard access modules. Both access points will contain an outer door, inner gate, 
key bank, access annunciator panel, door control boxes, emergency entry/exit device, 
search reset box, telephone, and TV camera. The outer door will use a magnetic 
lock which will have an interlock circuit to insure its proper operation. Preset and 
Emergency-Off boxes will be located in the ESB utility tunnel and on the inner wall 
of the shielded enclosure. 

There will be eight BSOICs installed in and around the housing. If radiation 
levels exceed a preset threshold, the units will trip and disable the thermionic gun 
and the modulators in the rf system. 
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The PPS Access Control System will be operated from a panel in the NLCTA 
control room. An additional panel will be located in a PPS back-up rack (behind 
locked doors), and will be used by the PPS crew for maintenance and certification 
purposes only. The logic will be designed using fail-safe and redundant relay circuit 
techniques. All hardware will be housed in locked cabinets and racks. Wires and 
cables will be protected in conduit, armored cable, or trays. 

3.14.3 Machine Protection System 

The MPS will interface to the SLC control system via SLAC designed CAMAC 
modules. 

Six Protection Ion Chambers (PICs) will be installed near the collimators in 
the beam line. Their signals will be processed by two five-channel Protection Ion 
Chamber CAMAC modules. Each module will provide PIC summary information to 
the control system and will send status signals to the MPS VME system, which will 
permit/inhibit appropriate beam line systems. 

Resistive Temperature Detectors (RTDs) will be installed to monitor tempera- 
tures of beam line components. These sensors will be monitored by the MPS Summary 
Interlock Chassis via a Daytronics industrial process controller unit. 

The flow of cooling water to individual components will be monitored through 
._ the use of venturis and pressure differential flow switches. The status of these switches 

will be sent to the MPS VME crate via a Latching Digital Input Module (LDIM), 
and then to the MPS Summary Interlock Chassis. 
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3.15 CONTROL SYSTEM ARCHITECTURE 

The control system for the NLCTA will be an extension of the system that 
controls the SLC. The SLC VAX computer controls and monitors the machine though 
a series of distributed microprocessors, which in turn control beam line components 
via CAMAC. The topology of the system is a logical star network with the Host 
machine coordinating geographically distributed slave microprocessor clusters. The 
NLCTA will “appear” to the SLC control system as one more microprocessor cluster. 
The advantage of this arrangement is that we can utilize software and hardware that 
has been extensively tested in the SLC. 

3.15.1 VAX/Multibus Interface 

The SLC control system is designed to allow for multiple independent control 
consoles. Most of the control consoles and remote terminals interface to the VAX 
through SLCNet, a 1 Mb/set broad band local area network. However, we will use 
the faster EtherNet interface which has recently become available at SLAC. EtherNet 
connection ports will be installed in the control room, beam line housing, and in the 
electronic rack support area. 

Four 19-inch Color workstations will be installed in the control room as control 
consoles and dedicated displays. These workstations will emulate the SLC control 

-. touch panels, and will have full graphics display capability. An Imagen laser printer 
will be installed to provide hard-copies of text and graphics. 

Communication between the HOST VAX and the microcluster will be through 
SLCNet using one 6 MHz channel of the SLC CATV cable system. This will require 
extending the cable system into the rack equipment areas within End Station B. 

3.15.2 Micro System 

The microcluster system will consist of two Multibus crates each containing an 
Intel 486/4 MB CPU processor board and support modules. Each Multibus crate will 
have an individual blower assembly for cooling; if necessary, an air conditioning unit 
will be installed. 

3.15.3 CAMAC System 

Sixteen CAMAC crates will be connected to the Multibus system through 
SLAC’s high-speed (5 Mbi.t/sec) Serial Crate Controller module (SCC). Each CA- 
MAC crate will contain a Crate Verifier module, Programmable Delay Unit (PDUII), 
and Simple Timing Buffer (STBII) as its base configuration. 

3.15.4 Signal Processing 

Signal distribution to the control room will be through a local signal multiplexer, 
a GPIB/CAMAC interface module, and cables via patch panels. Video signal distri- 
bution to remote areas, such as the Main Control Center, will be through the FFNet 
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CATV network, which will be extended into the NLCTA equipment rack area. Two 
rack mounted video modulator units will provide the capability for video transmission 
on two channels of FFNet. 

To digitize the video signals, a Video Digitizer Clock Interface (VDCI) and 
Flash Analog to Digital Converter (FADC) module will be installed. These modules 
are used in the SLC for the same purpose, so the associated control and data analysis 
software already exists. 

For general purpose signal measurements, a high-speed (400 MHz) analog os- 
cilloscope will be rack mounted in the control room. 

3.15.5 Timing System 

Timing signal generation will be provided through the extension of the SLC 
Main Drive Line (MDL) signal (476 MHz) to the NLCTA equipment rack area. The 
signal will be amplified and then distributed via the SLAC built SLC FIDO II chassis 
and signal distribution chassis. 

3.15.6 Interlock Power &  ‘lhnking 

To provide for general interlock capability, two rack mounted 24VDC/25A 
power supplies will be installed together with 50-channel distribution panels which 
contain a fuse .for each channel. Hack interconnection for the distribution of inter- 

-lock power and signals will use multi-conductor trunks terminated on Faston 50-point 
cross-connect blocks mounted in each double-bay rack. 
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3.16 SUPPORT AND ALIGNMENT 

Although the NLCTA will test the high-gradient linac performance relevant for 
the NLC, it will not be used to test the alignment and stabilization techniques that 
must be developed for the NLC. The combination of the short linac, large trans- 
verse beam size and small bunch intensity makes the NLCTA beam transport system 
fairly insensitive to misalignments and vibrations. For example, the alignment of the 
quadrupoles, beam-position monitors and accelerator structures in the NLC linac will 
have to be maintained at the lo-pm level over distances of several meters to prevent 
a significant growth of bunch emittance due to wakefields and dispersive effects. Such 
displacements in the NLCTA will have a negligible effect on the bunch sizes, even if 
an NLC-like bunch train is injected. Likewise, the effects from mechanical motion, 
which have micrometer (and smaller) tolerances in the NLC, will not have a discern- 
able effect on the NLCTA bunch sizes. The effect on the transverse bunch positions in 
the NLCTA will be more pronounced; however, the experimental analyses necessary 
to isolate the sources are fairly complex and, at best, would not provide the necessary 
resolution. 

For these reasons, we have decided not to make the NLCTA a model of the NLC 
linac in terms of support and alignment. The Final Focus Test Beam at SLAC will 
test methods for alignment and stabilization at levels comparable to those required 

.-for the NLC main linacs. Instead, for the NLCTA, we will rely on conventional 
techniques for support and alignment that are used routinely at SLAC. 

The NLCTA support system will consist of a series of girders similar to those 
used in the SLC Final Focus region. In their construction, two steel I-beams will be 
cast into a rectangular cement block and machined flat. The rail system formed by the 
I-beams will be used to support the beam line components. The girders themselves 
will each be supported from the floor by adjustable legs. The vibration amplitude 
and the diurnal motions of the floor in End Station B are well below the level that 
will have a significant effect on the beam transport in the NLCTA. Thus, no special 
pier system or vibrational stabilization will be used although care will be taken to 
prevent nearby mechanical systems, such as water pumps and flows, from driving the 
motion of the beam-line elements. 

Before installation of the beam line components, they will be fiducialized, i.e. 
they will have external surveying fixtures mounted on them at precisely known posi- 
tions relative to their axis. These fiducials will allow the use of both optical tooling 
and triangulation techniques for component alignment. For the quadrupoles, the po- 
sitions of their magnetic centers relative to the fiducials will be measured. In addition, 
measurement offsets of the BPMs will be determined with respect to the magnetic 
centers of the quadrupoles in which they are mounted. We expect to achieve an 
accuracy in the quadrupole and BPM fiducialization of better than 100 pm. 

In the shielded enclosure, a monument system will be established to define a 
global reference system. The elements will be installed and positioned relative to 
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this reference system. Each component will be supported by an SLC Final Focus- 
style precision adjustment stage. The first alignment iteration will set component 
positions to the sub-millimeter level for vacuum chamber installation and hook-up. 
A combination of differential leveling and optical tooling offset measurements will be 
used to both survey and control component moves. The process will be repeated after 
vacuum make-up to bring the components on each girder into alignment with each 
other to within 250 pm. Triangulation or optical tooling and differential leveling will 
be used to survey component positions and control moves. Once all components are 
in place, the entire system will be surveyed using triangulation techniques to make 
the system “smooth.” Component moves will be controlled using digital indicators 
interfaced with a laptop computer. At least two iterations of survey and alignment 
will hkely be required for this process to converge. One further triangulation survey 
will verify the final component positions. 

For the critical elements, the quadrupole magnets and accelerator structures, 
this procedure should yield a transverse alignment of about 150 pm over distances 
of 10 meters. Such an alignment will not significantly degrade the bunch emittances 
during their transport if the corrector dipole magnets are used to keep the bunch 
centroids “zeroed” in the position monitors. For non-critical components, such a 
bend magnets, we require only a 500 pm alignment, which relaxes the tolerances on 
their fiduciahzation. 

89 



4.1 OVERVIEW 

4. Experiments 

The goal of the NLCTA experimental program is to measure the performance 
characteristics of the multi-section X-band linac and high-power rf systems. The 
experiments will go beyond the work with single power sources and structures at 
the Accelerator Structure Test Area (ASTA) in the Klystron Test Laboratory; the 
NLCTA beam will be much more intense, will be much better defined, and will be 
more precisely analyzed, both before and after acceleration. In addition to system op- 
erations tests, beam-dynamics studies will be done using three types of bunch trains: 
a short bunch train of a few nanoseconds will be used to measure the unloaded energy- 
gain characteristics of the linac, a variable-length bunch train will be used to measure 
field-emission currents in the linac with and without injected beam, and the nominal 
150-ns-long bunch train will be used to test multi-bunch beam-loading compensation. 
The specifics of these experiments are discussed in the following sections, concluded 
by a discussion of other types of wakefield studies that will be made possible by 
upgrading the NLCTA injector. Although we will not elaborate on it further, an 
important part of the experimental program, of great relevance for future linear col- 
liders, is the commissioning of the multi-bunch beam instrumentation described in 

__ Section 3.7. 

4.2 SYSTEM STUDIES 

The NLCTA rf system was designed to be large enough in scale, with four 
klystrons powering eight structures through four SLED-II rf pulse compressors, that 
it will serve to test system control and monitoring methods applicable to NLC-scale 
linacs. A key component of the monitoring system will be instrumentation that can 
detect and digitize the phase and amplitude envelopes of the 250-ns-long rf pulses. 
This waveform sampling system, which will be based on commercially available high- 
speed waveform digitizers, is intended to resolve 0.1% amplitude and 0.1’ phase vari- 
ations on time-scales longer than a few nanoseconds. The data acquisition will be 
controlled by local microprocessors, one of which will be assigned to each rf station,* 
in order to permit parallel, high-level processing of the data. 

We plan to monitor the transmitted and reflected rf pulses at many points along 
the route between each klystron and its associated accelerator structures. There will 
be two waveform digitizers per rf station, into which the rf phase and amplitude 
signals from the monitor points can be multiplexed. In this way, correlations between 
any two signals can be examined. An important function of the monitoring system 
will be to characterize the stability of the rf pulses. For this purpose, the signals 

* An rf station is defined as one klystron, its SLED-II pulse compressor, and its pair of accelerator 
structures. 
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will be processed in three basic ways. To characterize the short-term stability of 
some aspect of the waveform, a few hundred consecutive pulses will be sampled and 
analyzed. To monitor long-term stability, a sample will be taken every few minutes 
and stored in history buffers. Finally, to monitor rare occurrences, the system will be 
set up to continuously sample every pulse, but will save only a portion of the data 
associated with distinguishable events. 

4.3 UNLOADED ENERGY GAIN 

To measure the unloaded energy gain characteristics of the linac, only one klys- 
tron will be run at a time. A short bunch train, which makes the beam loading 
negligible, will be used to simplify the measurement. The energy gain of the bunch 
train depends on the rf waveform entering the two energized structures, on the rf 
transmission properties of the structures, and on any field emission (or breakdown) 
that occurs in the structures. The rf transmission properties of the structures have 
been computed3’ so that, from a measurement of the input rf waveform, one can 
predict how the ideal energy gain should vary as a function of the transit time of 
the bunch train relative to the rf pulse. By comparing this calculation to measure- 
ments done at low rf-power levels, we will test our theoretical understanding of the 
rf transmission properties of the accelerator sections. By comparing low- and high- 
power measurements, we will look for effects from field emission within the structures. 

.-Checks for field emission will also be made by observing the energy-gain stability at 
a fixed transit time for different rf power levels. 

4.4 LINAC FIELD-EMISSION CURRENT 

In addition to over-loading individual structures, there is a concern that field 
emission currents will be accelerated sufficiently to be captured by the accelerating 
wave and transported in an NLC-like linac. To investigate this possibility, and to 
provide more data on field-emission activity in the structures, the NLCTA linac will 
be instrumented with two types of detectors. An extended scintillation counter will 
be placed alongside each of the structures to provide a measure of the expelled (un- 
captured) field-emission current, and resistive wall monitors will be installed in the 
beam line at the beginning, middle, and end of the linac to measure the transported 
current. The time-resolution of the scintillation counters will be approximately 20 ns. 
The time-resolution of the resistive wall monitor will be approximately 1 ns. 

With the beam off, we will measure the expelled and transported current signals 
ti functions of the rf power and of the strengths of the intervening quadrupole and 
dipole magnetic fields. With a strong dipole field, any wall monitor currents should 
be due only to field emission in the structure immediately upstream. By observing 
the change in the currents with no dipole field, but with different-strength quadrupole 
configurations, we will characterize the transport of field-emission current in the linac. 
Although the quadrupole field strengths available in the NLCTA will not be as great 
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as the strengths that will be used in an NLC main linac, we believe that they will 
be sufficient to fully suppress the transport of the field-emission current. Studies will 
also be done to measure how much of the field-emission activity is associated with 
the presence of the beam by varying the length of the bunch train and observing the 
change in the time-structure of the monitor signals. 

4.5 MULTI-BUNCH BEAM-LOADING COMPENSATION 

One of the goals of the NLCTA is to demonstrate that multi-bunch beam- 
loading compensation can be readily maintained at the 0.1% level for a beam current 
yielding a steady-state loading of 25%. To achieve the compensation, the shape 
and/or timing of the rf pulses will be adjusted so that the resulting change in rm- 
loaded energy gain along the bunch train offsets the energy loss from the loading. 
Demonstrating compensation at the 0.1% level will require careful preparation of the 
bunch train so as not to generate other sources of bunch-tobunch energy differences. 
The bunch train injected into the linac will be checked for tolerances on the unifor- 
mity of bunch energy, intensity, and spacing. To measure the degree of compensation, 
the bunch train will be analyzed in the spectrometer using a vertical kicker magnet, 
as described in Section 3.7.2. From the measurements of the rf waveform entering the 
structures, and from our theoretical understanding of the rf transmission through the 

39 structures, we should be able to predict the gross features of the bunch-to-bunch 
- e-nergy differences that are observed. 

The specific method for shaping the rf waveforms has not yet been selected. 
Although we will probably modulate the amplitude of the rf drive to the klystrons, 
various types of rf phase modulation prior to SLED-II pulse compression are also 
options to be tried. The rf must be stable in time, whichever method we choose. 
Maintaining the stability of the rf pulses may require feedback which should be rel- 
atively straightforward to implement in the rf control system that is envisioned for 
the NLCTA. 

4.6 TRANSVERSE COMPONENTS OF THE ACCELERATING FIELD 

The tolerances on the allowable transverse components of the accelerating field 
in the structures of an NLC linac are fairly tight compared to SLC standards. These 
tolerances differ depending on whether the transverse electric field is in-phase or 90” 
out-of-phase with the bunches, and on whether the field jitters from pulse to pulse or is 
static. In the NLCTA, we will be able to measure transverse electric-field components 
with resolution on the order of, or smaller, than the NLC tolerances. 

The basic approach in these measurements is to vary the phase of one klystron at 
a time and to record the change in the bunch trajectories using the BPMs downstream 
from the associated pair of structures. Fitting the amplitudes of the observed betatron 
oscillations to a sinusoidal function of the klystron phase will yield the in-phase and 
out-of-phase static components of the accelerating field. To measure the jitter in 
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these components, the pulse-topulse rms variation of the induced betatron motion 
will be computed with the klystron on and off, and at the in-phase and out-of-phase 
settings. 

To obtain accurate results will require special attention to how the data are 
taken. A short bunch train will be used, only one linac klystron will be powered at a 
time, and the quadrupoles will be turned off downstream of the associated structures 
so that bunch energy changes do not produce trajectory changes. The measured 
outgoing trajectory will be corrected pulse-to-pulse to account for any changes in the 
incoming trajectory. This correction will be based on the trajectory fit to the BPM 
data in the region between the center of the chicane and the structures being powered. 
With this procedure, a resolution of about 0.2 keV in the transverse accelerating field 
should be achieved. 

The out-of-phase component of the transverse field, which will degrade the 
bunch emittance in the NLC due to the differential kick it produces along the length 
of the bunch, should be less than 1 keV to keep the emittance growth below 10%. 
Therefore both static and jitter components of this magnitude should be discernable 
in the NLCTA. Jitter in the in-phase component of the transverse field will also lead 
to emittance growth in the NLC, as a result of the dispersion it generates. The 
tolerance for a 10% growth is much smaller, about 0.2 keV, so we will not be able 
to put tight limits on the NLC emittance growth from this mechanism if indeed no 

--jitter is observed. 

A static in-phase component of the transverse field is fairly benign since its effect 
can be offset with a dipole magnet. Coupled with jitter in the energy gain, however, 
it also contributes to the emittance growth in the same manner as in-phase jitter. 
A 1% jitter in energy gain, which is reasonable for the klystrons being developed, 
yields a tolerance 100 times larger, or 20 keV, on the static in-phase component. Our 
resolution for measuring this component is also much larger since an absolute measure 
of the bunch angular trajectories relative to the structure axes are needed to correct 
the measurement for the transverse field component due to off-angle trajectories. 
For this correction, we will rely on the absolute BPM calibration and on the BPM 
alignment to the structure axes, each of which will be known to about 100 pm. These 
errors translate into a lo-keV uncertainty in the static field strength so, again, the 
measurement resolution is near the tolerance. 

4.7 TRANSVERSE MULTI-BUNCH BEAM BREAKUP 

The NLCTA (like the NLC) would not operate stably if conventional constant 
impedance accelerator structures were used. In both cases the offset of the bunches 
would be amplified by many orders of magnitude by the end of the linac. The detuned 
structures for the NLCTA will eliminate this blowup. This will be tested experimen- 
tally using the straight-ahead line of the spectrometer and the vertical kicker magnet. 

Using corrector magnets in the chicane, the bunch train will be launched into 
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the linac with a horizontal position or angle offset. The resulting positions of the 
bunches exiting the linac will be measured using a profile monitor in the straight- 
ahead line of the spectrometer in conjunction with the vertical kicker. This will allow 
us to distinguish the bunches along the train by their vertical offset while observing 
the amplification of the initial horizontal betatron amplitude. 

4.8 STUDIES WITH AN UPGRADED INJECTOR 

There are a number of NLC linac beam-dynamics issues which cannot be readily 
addressed with the NLCTA as designed. The small bunch intensity produced by 
the X-band injector makes single-bunch longitudinal- and transverse-wakefield effects 
too small to be measured easily. Also, the small bunch spacing makes it extremely 
difficult to accurately measure the strength of the long-range transverse wakefield 
from its effect on betatron motion. As discussed in Sections 2.1 and 2.7, we plan to 
upgrade the injector in the future to produce NLC-like bunch trains with 0.65 x lOlo 
electrons per bunch and 1.4-ns bunch spacing. If a photocathode rf gun is used, we 
may be able to produce an adjustable-length bunch train (from 1 to 100 bunches) 
with a fairly small normalized (invariant) emittance (cn < 10s5 m-rad) and NLC-like 
bunch lengths (100 pm after compression). 

With such an injector operating in a single-bunch mode, the mean energy of 
._the bunch in the spectrometer would be measured as a function of bunch intensity to 

infer the short-range longitudinal wakefield strength. The size of this quantity is of 
particular interest since it has some theoretical uncertainty for such short bunches. 
Similarly, the strength of the short-range transverse wakefield would be inferred by 
measuring the change in the transverse bunch profile, using the wire scanner before 
the spectrometer bend, as a function of bunch intensity and betatron amplitude in 
the linac. To study the long-range transverse wakefields, a long bunch train would be 
used and the effects of the wakefields on the betatron motion of the bunches in the 
linac would be measured. 

Until a new injector is built, some of these issues will be addressed with the 
Accelerator Structure SET-up (ASSET) facility at the SLC. ASSET will be built 
into the SLC to allow measurements of the wakefield characteristics of a single un- 
energized accelerator structure. In particular, ASSET is optimized to measure the 
long-range transverse wakefield to verify the suppression expected from the detuning 
of the X-band accelerator structures, as shown in Figure 9. 
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5. Environment, Safety, and Health 
5.1 OVERVIEW 

SLAC has numerous environment, safety, and health (ES&H) programs already 
in place. From the ES&H standpoint, the Next Linear Collider Test Accelerator 
(NLCTA) does not present any significant new challenges. All of the anticipated haz- 
ards are ones that SLAC has successfully faced during previous construction and/or 
experimental activities. 

The SLAC programs in ES&H will ensure that all aspects of the design, installa- 
tion, testing, and operational phases of the project are properly managed. As appro- 
priate, the cognizant SLAC safety committees, including the Safety Overview Com- 
mittee, the Hazardous Experimental Equipment Committee, the Radiation Safety 
Committee, the Fire Protection Safety Committee, the Hoisting and Rigging Com- 
mittee, the ALARA Committee, the Electrical Safety Committee, the Non-Ionizing 
Radiation Safety Committee, and the Earthquake Safety Committee will review and 
approve various aspects of the project. All aspects of the project will conform to the 
applicable DOE, national, and state codes and regulations, including those aspects 
of DOE 6430.1A that pertain to the NLCTA. 

_ .:5.2 FIRE SAFETY 

The fire protection system, which will be a wet pipe design, will be in accordance 
with NFPA 13. SLAC subcontracts with the Palo Alto Fire Department to operate 
an on-site fire station and to provide emergency response services. The Palo Alto 
Fire Department also provides ongoing fire safety inspections of SLAC facilities, as 
well as training of personnel. 

5.3 RADIATION SAFETY 

The design and operation of all facilities at SLAC are governed by the ALARA 
(as low as reasonably achievable) policy. Thus, SLAG has always maintained radiation 
dose limits below the maximum allowed by regulation. 

5.3.1 Radiation Shielding 

Shielding for the NLCTA will conform to the Design and Control section of DOE 
Order 5480.11, Section 9(j).4o The conceptual design of the shielding, described Sec- 
tion 2.10, limits the dose equivalent in occupied areas (including the instrumentation 
and control racks, klystrons, and modulators) to 1 rem/year at the surface of the 
shield, under the assumption of relatively large beam losses. However, rep-rate lim- 
iting will be employed for further dose reduction while the sources of beam loss are 
located and corrected. Activation of air, ground, or beamline components will not be 
significant radiological hazards. 

95 



Section 5: Environment, Safety, and Health 

The dose at the SLAC site boundary, greater than 300 m  away, will be less than 
0.1 m rem/year. 

5.3.2 Personnel Protection System 

The Personnel Protection System (PPS) will insure the safety of personnel from 
radiation hazards in and around the NLCTA beam line housing by controlling access 
to the housing, by providing emergency-off controls, and by monitoring radiation 
levels via Beam Shutoff Ion Chambers (BSOICs). Any violation of the PPS will 
result in the inhibiting of redundant permissives to the associated systems. This will 
be accomplished through a system of electronically interlocked gates, lights, alarms, 
and operator displays and controls. 

The PPS Access Control System will have three access states: “Permitted Ac- 
cess”, “Controlled Access”, and “No Access”. Entry to the beam line housing will 
require the thermionic gun and the modulators in the rf system to be disabled. The 
PPS system will not provide for the control of electrical hazards. For any access into 
the NLCTA beam line housing, all non-insulated Class-B hazards will be required to 
be turned off and secured using lock-and-tag procedures under administrative control. 

The-entrance point, at each end of the beam line housing will have door and gate 
standard access modules. Both access points will contain an outer door, inner gate, 
key bank, access annunciator panel, door control boxes, emergency entry/exit device, 

- &arch reset box, telephone, and TV camera. The outer door will use a magnetic 
lock which will have an interlock circuit to insure its proper operation. Preset and 
Emergency “crash-off” boxes will be located in the ESB utility tunnel and on the 
inner wall of the shielded enclosure. 

There will be eight BSOICs installed in and around the housing. If radiation 
levels exceed a preset threshold, the units will trip and disable the thermionic gun 
and the modulators in the rf system. 

The PPS Access Control System will be operated from a panel in the NLCTA 
control room. An additional panel will be located in a PPS back-up rack (behind 
locked doors), and will be used by the PPS crew for maintenance and certification 
purposes only. The logic will be designed using fail-safe and redundant relay circuit 
techniques. All hardware will be housed in locked cabinets and racks. W ires and 
cables will be protected in conduit, armored cable, or trays. 

5.3.3 Beam Containment System 

The Beam Containment System (BCS) will insure that the confinement integrity 
of the beam line housing is not violated by large excursions of the beam from its 
nominal trajectory. Any BCS violation will result in the inhibiting of redundant 
permissives to the associated systems. 

The BCS will be modeled on the system that is in use in the SLC. Currently, the 
SLC system is monitored by personnel in the control room via hard-wired annunciator 
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panels. However, an engineering redesign of the SLC BCS system has been proposed 
in which monitoring functions would be performed via CAMAC, and control functions 
would be performed through a dedicated hardware interface. If it is approved and 
completed by the end of FY93, it will be incorporated into the NLCTA. 

Six Beam Containment Ion Chambers will be installed at selected locations 
along the beam line. Their signals will be processed and the results will be sent to a 
summary interlock module that will permit/inhibit appropriate beam line systems. 

5.3.4 Radiation Safety Training 

In accordance with SLAC’s implementation plan for DOE Order 5480.11 (Ba- 
diation Protection for Occupational Workers) and the SLAC Radiological Control 
Manual p’ all SLAC employees and any persons who work at the laboratory longer 
than one month must receive training in radiation fundamentals through General 
Employee Radiological Training. In addition, those workers whose assignments make 
it likely that they will receive a total occupational radiation dose greater than 100 
mrem in one year receive more extensive radiation safety training and are classified 
as Radiation Workers. Both classes of workers must be recertified every two years. 

5.4 HIGH-POWER MICROWAVE SYSTEM SAFETY 

-_ The rf system for the NLCTA will incorporate all the safety measures that are 
--currently in place for high-power microwave systems at SLAC. 

All high-power microwave radiation will be confined in evacuated metallic wave- 
guides. The source of high-power microwaves will be disabled by hardware interlock 
within milliseconds of any failure of the vacuum integrity of a waveguide. 

The NLCTA operations staff will conduct radiation hazard surveys periodically 
to ensure that the klystron amplifiers are appropriately shielded. 

5.5 ELECTRICAL SAFETY 

It is SLAC policy that every necessary precaution is taken in the performance of 
work to protect all persons on the site from the risk of electrical shock and to minimize 
the probability of damage to property due to electrical accidents. This policy is 
implemented by assigning responsibility and adhering to basic safety principles, as 
stated in the Environment, Safety, and Health MaImalP and by complying with 
regulations and procedures appropriate to each operation. Appropriate electrical 
safety training courses are provided by the Laboratory for those workers who are 
likely to be exposed to high-voltage hazards. 

Several NLCTA subsystems, such as the klystron pulse modulators, will employ 
high voltages. The controls and work procedures necessary to ensure safe work on 
these systems are well understood. The provisions for locking of these systems will 
utilize SLAC’s established procedures for lockout and tagout. Energized equipment 
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will be worked on only under very limited and controlled conditions, and only qualified, 
employees will perform such work. All work will be performed in accordance with 
safe work practices and in accordance with OSHA 1910, Subpart S. 

Inside the NLCTA beam line housing, insulated covers and barriers will be 
used to mitigate all potential Class-B electrical hazards to Class-Bl. Lock-and-tag 
procedures will be used for any work that interferes with these protective barriers. 

5.6 CONSTRUCTION 

The line organization acting through the subcontract administrator has primary 
responsibility for overseeing safety compliance by construction subcontractors. This 
responsibility includes: 

l Apprising subcontractors of SLAC and DOE safety criteria prior to construc- 
tion, 

l Conducting periodic inspections of subcontractor construction areas to evaluate 
the quality of the subcontractor’s safety compliance program, 

l Receiving subcontractor accident reports and compiling information for report- 
ing to DOE. 

.-. . . The Quality Assurance and Compliance Department of the ES&H Division 
oversees the QACD Subcontractor Oversight 43 Program. 

5.7 EMERGENCY PREPAREDNESS 

Like all experimental equipment at SLAC, the NLCTA will be designed, con- 
structed, and operated in a manner that minimizes the risk of injury to property or 
personnel as a result of a natural disaster or other emergency situation. In the event 
of any abnormal condition, the interlock system will automatically shut the machine 
down until the situation is diagnosed and corrected. The form4;l emergency planning 
system described in the SLAC Emergency Preparedness Plan will help to ensure a 
logical, organized, and efficient response to any emergency. It sets forth specific steps 
to deal with various emergency conditions, identifies the appropriate personnel to act 
as resources, and provides a chain of command for responding to unplanned events. 

The emergency situation most likely to arise at SLAC is an earthquake. Build- 
ings and structures at SLAC are designed to withstand the effects of a major earth- 
quake. In addition, all mechanical components of the NLCTA will be secured to 
protect persons working nearby. This will be assured by a review of the design and 
installation of the experimental equipment by the SLAC Earthquake Committee, as 
mandated by the SLAC Safety Program. Further, as with all activities at SLAC, op- 

45 eration of the NLCTA will be covered by the SLAC Emergency Preparedness Plan, 
which outlines the procedures to be followed in the event of an earthquake severe 
enough to cause possible structural damage or personal injury. 
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5.8 ENVIRONMENTAL PROTECTION 

5.8.1 Refurbishing of End Station B 

Making room for the NLCTA in End Station B requires the removal of magnets, 
detectors, and other valuable material stored in the End Station. Materials to be 
removed will be surveyed and will be handled in a manner appropriate to the level 
of residual radioactivity present, if any. Any scrap will be disposed of in accordance 
with approved procedures. 

5.8.2 Ongoing Environmental Protection Activities 

Construction and operation of the NLCTA is not expected to cause any adverse 
impact on the groundwater. Preservation of groundwater quality will be ensured 
through the implementation of the Groundwater Management Program that SLAC 
is currently preparing to comply with DOE Order 5400.1. 

5.9 HAZARDOUS MATERIAL ISSUES 

In accordance with 29 CFR 1910.1200 (the OSHA hazard communication stan- 
dard), SLAC has developed a SLAC Hazard Communication ProgramP’ Under this 
program, SLAC directs Department Heads and Group Leaders to conduct regular 
inventories of‘hazardous materials, to make Material Safety Data Sheets (MSDSs) ._ . . 
available to all employees, to ensure appropriate labeling of hazardous materials, to 
train employees to identify and control hazards in the workplace, and to inform users, 
subcontractors, and temporary employees of the hazards that may be encountered at 
SLAC. 
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6.1 PROJECT MANAGEMENT 

The NLCTA is organized as an independent project within the framework of 
the SLAC organization. The project is logically divided into two major parts, each of 
which is funded differently, at Summary-Level 1 of the Work Breakdown Structure. 
Part 1 (WBS 1.X) is funded as a capital equipment project and includes all conven- 
tional equipment: AC power, LCW, magnets, BPMs, etc. Part 2 (WBS 2.X) is funded 
with laboratory operating funds and contains the costs to produce the radiofrequency 
equipment that is developed in the NLCTA rf-system R&D program. Though they 
are funded differently, both Parts 1 and 2 of the WBS are to be managed as parts of 
one project at WBS Summary-Level 0, the NLC Test Accelerator. 

Research and development (R&D) leading to the NLCTA rf system has been in 
progress for several years and will continue for the duration of the project. The R&D 
effort is comprised of three major tasks: development of X-band klystrons, rf pulse 
compressors, and accelerating structures. Funding for the R&D program is separate 
from funding for the NLCTA. The R&D program and the NLCTA project are linked 
with milestones which represent points at which decisions are made to fabricate those 
successful R&D prototypes that best meet the NLCTA requirements. It is the cost ._ -_ 
of fabricating NLCTA microwave components, developed in the R&D program, that 
is estimated in the NLCTA WBS (Part 2). 

The NLCTA is managed by a team composed of physicists and engineers from 
both the Research and Technical Divisions of SLAC. Each member of the Project 
Management Team is responsible for a major aspect of the project. Figure 29 shows 
the management organization chart for the Project. The division of responsibility is 
as follows: 

l Project Manager. Responsible for technical and administrative control of 
all design, construction, budgets, schedule and personnel. Also responsible for 
all R&D related activities upon which success of the project depends. Admin- 
istrative control is accomplished through reviews, meetings, and delegation of 
responsibility to subsystem project managers. 

l Injector/Accelerator Structures Systems Physicist. Responsible for the 
specification, construction, installation and commissioning of the injector up 
to the entrance to the chicane and for all accelerator structures including the 
WR90 waveguide feeding the structure and all instrumentation to monitor rf. 

l Pulse-Compression System Physicist. Responsible for the specification, 
construction, installation and commissioning of all waveguide from the window 
at the klystron output, including SLED-II and rf transmission up to the WR90 
feeding the accelerator structure. This includes all instrumentation necessary 
to monitor the rf. 
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Figure 29. Management organization chart for the NLCTA Project. 

101 



Section 6: Administration 

l Beam Transport System Physicist. Responsible for the specification, con- 
struction, installation and commissioning of all beamline components from the 
end of the injector through the spectrometer. This excludes all RF components 
but includes all instrumentation in this region. 

l Project Engineering. Coordinates and oversees all engineering on the 
NLCTA, including documentation and installation. This function is filled by 
three positions 

l A Project Engineer who works with the Project Manager to define en- 
gineering priorities, budgets, and schedules. 

l A Mechanical Engineer who is primarily responsible for the conventional 
facility and the conventional beamline elements in Part 1 of the WBS. 

l An RF Engineer who is responsible for microwave engineering of the RF 
System in Part 2 of the WBS. 

The Project Engineering Staff also works with the system physicists to facilitate 
systems integration and to procure the NLCTA hardware. 

l Coritrols Engineer. Primary liaison to the Controls Department. Works with 
all system physicists and all engineers to specify the NLCTA Control System. 

._ ._ 
l Klystron Engineer. Primary liaison to the Klystron Department. Works with 

system physicists and engineers to ensure that the klystrons meet performance 
specifications, and that their production and testing is matched to the NLCTA 
installation and commissioning schedule. 

l Modulator &z Power Supply Engineer. Primary liaison to the Power Con- 
version Department. Responsible for development of the klystron modulators 
and for procurement of power supplies. 

l Safety Officer. Liason to SLAC Safety Committees. Responsible for coordi- 
nating Preliminary and Final Safety Analysis Documents. 

l Technical Planning. Works with Project Manager and Project Engineer 
to develop and maintain project schedules, WBS, and CPNs. Also provides 
spending summaries to track costs on a monthly basis. 

Each R&D effort is led by the NLCTA system physicist or engineer with respon- 
sibility for managing the related NLCTA system: the Accelerator Structures System 
Physicist leads the Structure R&D effort, the RF Pulse-Compression System Physi- 
cist leads the Pulse-Compression R&D effort, the Klystron System Engineer leads the 
Klystron R&D effort. 

The Project Management Team meets bi-weekly to discuss project related pri- 
orities and key issues which may impact progress. It also holds a general weekly 
meeting with all project personnel in which global issues are reviewed and discussed. 
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Meetings are documented with published meeting minutes. Additionally, the En- 
gineering Group produces monthly engineering progress reports. The management 
group also publishes a series of NLCTA Notes documenting procedures, specifications 
and solutions to technical problems. 

Schedules for the NLCTA project which integrate WBS Parts 1 and 2 have been 
compiled. A schedule has been developed for each major subsystem at Level 3, for 
both WBS numbers. A schedule has also been developed for the R&D program. The 
R&D schedule is linked via milestones to the NLCTA Project subsystem schedules. 
Sub-system schedules are, in turn, linked together in a master installation schedule 
for the entire project. 
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6.2 MANPOWER 

The Project Management Team described in Section 6.1 is composed of physi- 
cists, engineers, and other professional staff dedicated to the NLCTA Project. 

A  Mechanical Design Group assigned to the project for its duration will pro- 
duce most of the design documentation for the entire project, and will perform 
documentation-control duties. 

Most of the hardware, both mechanical and microwave, will be manufactured 
at SLAC in the shops of the Mechanical Fabrication Department and the Klystron 
and Microwave Department. Parts for some components, such as accelerator sections, 
will be machined by off-site shops, and then acceptance tested for quality assurance 
at SLAC prior to assembly. 

Conventional facilities and control systems will be designed and engineered by 
individuals assigned to the project by the SLAC Plant Engineering, Power Conversion, 
and Controls Departments. 

Construction of the conventional facilities (such as the beamline enclosure, cable 
plant, AC power, and water systems) will be accomplished through a combination of 
T&M (Time & Materials) workers supervised by SLAC personnel and also contracts 
to outside vendors. 

._ -. Installation of beamline and rf hardware will be performed by a dedicated group 
of NLCTA technicians, on loan to the project from the SLAC Klystron & Microwave 
Department and the Mechanical Fabrication Department. Controls hardware will be 
installed by technicians from the SLAC Controls Department, supplemented by an 
electronics technician dedicated to the project. 

Because the NLCTA will use the SLC control system, software will be written 
by the SLAC Accelerator Department’s Software Group. 

Commissioning of the NLCTA will be performed by scientists and engineers 
from the NLCTA Project. 
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6.3 COST ESTIMATE,~ORK BREAKDOWN, AND SPENDING 

The NLCTA cost estimate was generated by SLAC engineers who regularly 
perform the work being estimated. Estimates are based upon each engineer’s under- 
standing of the work required and, in most cases, upon similar recently completed jobs 
at SLAC. Whenever possible, recent vendor quotes were used for hardware. FY93 
shop rates were used for labor. Estimates were individually generated and reviewed, 
and then budgetary contingencies were assigned by assessing associated risk. Systems 
which are identical to ones built recently at SLAC, such as magnet power supplies 
and vacuum systems, have well-documented costs and low risks; consequently, they 
have been assigned low contingencies of 15%. Tasks which are conceptually well 
understood, but which have not been substantially engineered before, such as the 
modulators and the cable plant, have been assigned larger contingencies of 25%. Mi- 
crowave components, whose manufacture is based upon prototype results from an 
ongoing and parallel R&D effort, have also been assigned 25% contingencies. A con- 
tingency of 60% was assigned to the “RF Experimental Data Acquisition” subsystem 
because SLAC has accumulated very little experience so far with VXI instrumentation 
systems. 

The- cost estimates have been compiled into a Work Breakdown Structure 
(WBS), in accordance with DOE document 4700.1 11-9, Part B. The WBS, at 
Summary-Level 3, is shown in Table 14. The WBS will be used to manage the 

‘-project; it defines the basic structure for planning, monitoring costs, scheduling, and 
measuring performance. The WBS is divided into two parts at Level 1. Part 1 
covers costs for all conventional project elements where existing technology is be- 
ing exploited, such as conventional facilities (electrical power, water, shielding, etc.), 
and conventional accelerator components (magnets, wire scanners, etc.). Part 2 con- 
tains the costs for all technologically new items, such as the X-band rf components 
(including accelerator sections), and the pulse modulators. 

Device-specific elements, such as control modules, supports and cables, are in- 
cluded in the WBS category for each particular device. Global items, such as girders, 
racks, CAMAC crates, and beamline and rf device installation, are given their own 
WBS summary levels. Costs for ED&I (Engineering, Design & Inspection) and B&H 
(Building & Hardware) are consistently broken out at Level 4. Thus, the levels are 
defined as follows: 

Level 0: Project 
Level 1: X Major systems 
Level 2: X.X Major subsystems 
Level 3: X.X.X Major subsystem elements 
Level 4: X.X.X.X ED&I and B&H separately 
Level 5: X.X.X.X.X Minor subsystems 
Level 6: X.X.X.X.X.X Minor subsystem detail 

Table 14 shows the total estimated construction cost for the NLCTA Project at 
Summary-Level 3. All costs are given in FY93 dollars. 
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Section 6: Administration 

The annual spending profile for the entire project is shown to Summary-Level 2 
in Table 15. Yearly spending totals are shown with and without inflationary esca- 
lation, which has been estimated at 5% per year. The contingencies used in the 
spending profile are averages for each major subsystem. 
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Table 14. Work Breakdown Structure (page 1 of 4) 

Estimated Cost Con- Cost + Contingency 

(FY93 k$) tin- (FY93 k$) 

gew 

Project Total 19467 23800 

1. Facilities 10453 12390 

1.1 Conventional Facilities 2961 18% 3482 

1.1.1 ESB Refurbish & Prep. 330 15% 380 

1.1.2 Shielded Enclosure* 828 15% 952 

1.1.3 Control Room 30 25% 38 

1.1.4 AC Power 522 15% 600 

1.1.5 LCW, Sprinklers & Air 381 15% 438 

1.1.6 Cable Plant 730 25% 913 

1.1.7 Support Girders 140 15% 161 

1.2 Source 294 25% 367 

1.2.1 Thermionic Gun 294 25% 367 

1.3 Vacuum 431 15% 496 

1.3.1 Vacuum System 431 15% 496 

1.4 Magnets 588 16% 682 

1.4.1 Quadrupoles 304 15% 350 

1.4.2 Dipoles 39 15% 45 

1.4.3 Correctors 42 15% 48 

1.4.4 Solenoids 124 15% 143 

1.4.5 Kicker 46 25% 58 

1.4.6 Thermal Protection 33 15% 38 

1.5 Magnet Power Supplies 804 16% 935 

1.5.1 Quadrupoles 306 15% 352 

1.5.2 Dipoles 28 15% 32 

1.5.3 Correctors 120 15% 138 

1.5.4 Solenoids 243 15% 279 

1.5.5 Kicker 107 25% 134 

*Does not include general-purpose concrete shielding blocks capitalized in 1992 at a cost of $538k. 

-- 

Continued on next page . . . 
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Section 6: Administration 

Continuation of Table 14. WBS (page 2 of 4) 

Estimated Cost Con- Cost + Contingency 

(FY93 k$) tin- (FY93 k$) 

gew 

1.6 Beam Devices 2048 21% 2486 

1.6.1 Beam Position Monitors 742 25% 928 

1.6.2 Profile Monitors 320 15% 368 

1.6.3 Wire Scanners 296 15% 340 

1.6.4 Toroids 72 15% 83 

1.6.5 Faraday Cup 58 15% 67 

1.6.6 Collimator 451 25% 564 

1.6.7 Beam Dumps 109 25% 136 

1.7 Protection Systems 484 25% 605 

1.7.1 Beam Containment 84 25% 105 

1.7.2 Personnel Protection 287 25% 359 

1.7.3 Machine Protection 113 25% 141 

1s Controls 655 25% 820 

1.8.1 Sys. Eng’ing & Integrat’n 257 25% 321 

1.8.2 Vax/Multibus Interface 56 25% 70 

1.8.3 Micro System 50 25% 63 

1.8.4 Camac System 160 25% 200 

1.8.5 Signal Processing 51 25% 64 

1.8.6 Timing System 31 25% 39 

1.8.7 Int’lock Power & Trunking 50 25% 63 

1.9 Installation 1572 15% 1808 

1.9.1 Alignment 259 15% 298 

1.9.2 Mech. Sys. Instal’n Support 1313 15% 1510 

1.10 Management 617 15% 709 

1.10.1 Staff 575 15% 661 

1.10.2 Materials & Supplies 42 15% 48 
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Continuation of Table 14. WBS (page 3 of 4) 

Estimated Cost Con- Cost + Contingency 

(FY93 k$) tin- (FY93 k$) 

gew 

2. RF System 9014 11419 

2.1 RF Drive System 1107 15% 1274 

2.1.1 Traveling Wave Tubes 190 15% 219 

2.1.2 Microwave Electronics 917 15% 1055 

2.2 Pulse Modulators 879 25% 1100 

2.2.1 Modulator System 58 25% 73 

2.2.2 Pulse Transformer Tank 116 25% 145 

2.2.3 Pulse-Forming Network 381 25% 476 

2.2.4 Power Supply 229 25% 286 

2.2.5 Modulator Control Electronics 96 25% 120 

2.3 Klystrons 1140 25% 1426 

2.3.1 Klystron Acquisition 934 25% 1168 

213.2 RF & Protection Monitoring 154 25% 193 

2.3.3 Klystron Power Supplies 52 25% 65 

2.4 Pulse Compr’n & Transm’n 1495 25% 1868 

2.4.1 SLED-II Pulse Compressors 723 25% 904 

2.4.2 Waveguide ‘Iransm’n Sys. 604 25% 755 

2.4.3 Vacuum System Hardware 167 25% 209 

2.5 Accelerator Structure 1923 25% 2404 

2.5.1 Accelerator Sections 889 25% 1111 

2.5.2 Microwave Feeds 428 25% 535 

2.5.3 High Power Loads 116 25% 145 

2.5.4 Prebuncher Cavity 115 25% 144 

2.5.5 Accel. Vat. Sys. Hardware 322 25% 403 

2.5.6 Automated Bake-out Equip. 53 25% 66 

Continued on next page . . . 
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Continuation of Table 14. WBS (page 4 of 4) 

Estimated Cost Con- Cost + Contingency 

(FY93 k$) tin- (FY93 k$) 

gew 

2.6 RF Exp’tal Data Acquisition 731 60% 1169 

2.6.1 Hardware 429 60% 686 

2.6.2 Software 302 60% 483 

2.7 RF-Related Beam Inst’ment’n 345 25% 433 

2.7.1 Wall Current Monitors 96 25% 120 

2.7.2 Bunch Length Monitor 76 25% 95 

2.7.3 X-band Beam Phase Mon. 32 25% 40 

2.7.4 Fast PLIC 34 25% 43 

2.7.5 Scintillators 25 25% 31 

2.7.6 Fast (VXI) Electronics 83 25% 104 

2.8 RF System Controls 529 25% 662 

2.8.1 RF Controls 439 25% 549 

2.8.2 Vacuum Controls System 90 25% 113 

2.9 Cable Plant 220 25% 275 

2.9.1 RF Drive System 25 25% 31 

2.9.2 Pulse Modulators 24 25% 30 

2.9.3 Klystrons 30 25% 38 

2.9.4 RF Pulse Compression Sys. 26 25% 33 

2.9.5 Accelerator Structure 52 25% 65 

2.9.6 RF System Controls 54 25% 68 

2.9.7 RF Exp’tal Data Acquisition 8 25% 10 

2.10 Project Installation 646 25% 808 

2.10.1 RF System Support 646 25% 808 



Section 6: Administration 

Table 15. Annual spending profile for the project 

Average Cost + Contingency (FY93 k$) 

WBS Item Cntgcy FY93 FY94 FY95 FY96 Total 

1. Facilities (Subtotal) 3260 5900 3197 33 12390 

1.1 Conventional Facilities 18% 2324 1066 59 33 3482 

1.2 Source 25% 0 249 118 0 367 

1.3 Vacuum 15% 40 225 231 0 496 

1.4 Magnets 16% 32 650 0 0 682 

1.5 Magnet Power Supplies 16% 647 253 35 0 935 

1.6 Beam Devices 21% 0 1548 938 0 2486 

1.7 Protection Systems 25% 0 454 151 0 605 

1.8 Controls 25% 0 751 69 0 820 

1.9 Installation 15% 166 375 1267 0 1808 

1.10 Management 15% 51 329 329 0 709 

2. RF System (Subtotal) 0 3133 4609 3677 11419 

2.1 RF Drive System 15% 0 627 626 21 1274 

: 2.2 Pul& Modulators 25% 0 0 661 439 1100 

2.3 Klystrons 25% 0 150 638 638 1426 

2.4 RF Pulse Compression 25% 0 554 554 760 1868 

2.5 Accelerator Structure 25% 0 1024 1314 66 2404 

2.6 RF Exp’tal Data Acquisition 60% 0 0 67 1102 1169 

2.7 RF-Related Beam Inst’ment’n 25% 0 254 75 104 433 

2.8 RF Controls 25%. 0 105 279 278 662 

2.9 Cable Plant 25% 0 150 125 0 275 

2.10 Installation 25% 0 269 270 269 808 

Project Total 3268 8916 7783 3710 23791 

Escalated Total (5%/y) 3268 9361 8580 4295 25504 
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6.4 SCHEDULE 

Project milestones are shown in Table 16. The schedule for project-related R&D 
is shown in Figure 30. The schedule for the project itself, to WBS-Level 3, is shown 
in Figure 31. 

Date 
4/91 

12192 
l/93 
8193 
2194 
4194 
4194 
8/94 
5195 
6/95 
6195 
B/95 
B/95 

11195 
12195 
4196 
5196 
6/96 

Table 16. Project Milestones 

Milestone 
Project conceived 
First project review 
NEPA approval obtained 
Conceptual Design complete 
Preliminary Safety Analysis Document (PSAD) complete 
1.8-m structure prototype tests complete 
Final klystron prototype complete 
SLED-II prototype tests complete 
Injector beamline complete 
Chicane beamline complete 
Final Safety Analysis Document (FSAD) complete 
Linac beamline complete 
Spectrometer beamline complete 
Accelerator Readiness Review (ARR) complete 
Control System complete 
RF System complete 
Test beam to end of spectrometer 
Project complete 

Work has been scheduled such that the beamline enclosure, equipment racks, 
cable trays, water systems and AC power will be installed and completed first. Also 
during this period, beamline girders will be installed and aligned. This will be followed 
by installation of all key beamline devices, rough alignment and then connection of 
components that complete the vacuum envelope. Because of its availability and also 
its sensitivity, the last mechanical hardware to be installed will be the rf system 
hardware. Controls hardware for the entire system will be installed as it becomes 
available and system checkout accomplished as allowed by the installation of both 
the mechanical and controls hardware. Since the cable plant will not be ready for 
installation until midway through the project, it must be installed in parallel with 
mechanical beamline hardware. This will be accomplished by separating the two 
tasks into shifts; a day shift for one installation and a night shift for the other. 
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19 
?- 

l/93 1 

Fabricate 75 cm Structure t I 
=abricate 1 st 1.8 m  Prototype Structure; I 

75 cm Structure Tests !in Bunker I 
More Fabrication Technique Research I 

75 cm Structure Complete 0 
Cold Test 1st 1.8 m  Structure I 

Fabricate 2nd 1 .f m  Prototype Structure m  
1st 1.8 m  Prototype Tests in Bunker 17 

4 l/95 
ACCELERATOR R&D 

: Fabricate Parts for 0.9 m  Structure ? , 
Cold Test 2nd 1.8 m  Section e 2 

i 10 

li cer 0 
11 cer 0 

Zomplete 0 

Tesi 2nd SLED11 w/l .8 m  Accelerator Sectic 
: 2nd 1.8 m  Prototype Tested in Bur 

Two; 1.8 m  Prototype Sections Tested in Bur 
j Prototype Tests of 1.8 m  Structures 

Cold Test I: 
Assemble 2n 
Test 1 st 0.9 n 

Cold - 
Test 2rr 

KLYSTRON R&D Begin XL1 Klystron Output Circuit 0 
Cold Test Output Circuit o 

Design Review 0 
Detailed Design 0 

Fabricate Gain Section, Output Window and Output Circuit 0 
Fabricate Gun 0 

! Assemble Subassemblies g 
Bakeout Klystron 0 

Begin XL2 Klystron Output Circuit 0 
Dress &  Install for Test 0 

Test 0 

0.9 m  Structure 0 
0.9 m  Structure 0 
Structure in Bunker I 
est 2nd 0.9 m  Structure 0 

0.9 m  Structure in Bunker I 
0.9 m  Structures Complete 0 

Cold Test Output Circuit 0 
Review Performance of XL1 Klystron 0 

Design Review 0 
Detailed Design 0 

j_ Make Design Modifications to XL2 0 
Fabricate Gain Section, Output window and Output Circuit 

Fabricate Gun 
Assemble Sub-assemblie 

Bakeout Klystrl 
Dress &  Install for - 

SLED-II R&D 

Review Performance of XL2 
Klystron R&D for NLCTA C 

Test 1 st SLEDII Prototype I 
Develop WR90 Hybrid 0 

1 
0 
; II 
no 
est 0 
‘est 0 
(lystron 0 
lmplete 0 

Develop Mode Suppressor I> 
Develop WC475 Delay Line 0 

j Develop 90” Bend m  ; 
Develop WC475 Adjustable Shorts t 

Initial Cold Test of 2nd SLEDII Prototype (3 i 
i Develop 3 dB Coupler II 

Continue Cold Tests [Cl 

1 

Develop Pump Port il 
Tes{ 2nd SLEDII w/l .8 m  Accelerator Section 0 

Test 3rF SLEDII Prototype ( 

-93 7483Al9 

Figure 30. Project-related R&D schedule. 
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TASK l/93 II94 l/95 l/96 II97 

RF System R&D Schedule 

WBS 1 .I.1 & 1 .I .2 ESB & Enclosure 

WBS 1 .1.4 AC Power 

WBS 1 ,I .5 LCW Sprinklers & Air 

WBS 1.4.3 Corrector Magnets 

WBS 1.4.4 Solenoid Maanets 

1 WBS 1.5.1 Quad PS I 

1 WBS 1.5.2 Bend PS I 

1 WBS 1.5.3 Corrector PS 

I WBS 1.5.4 Solenoid PS 

I WBS 1.55 Kicker PS 

I 
I 
I 

I WBS 1.6.1 BPMS I 
I 
I 
I 
I 

I WBS 1.6.2 Prof Monitors 

I WBS 1.6.3 Wire Scanners 

I WBS 1.6.4 Toroids 

I WBS 1.6.5 Faraday Cup . 
WBS 16.6 Collimators 

WBS 1.6.7 Dump 

WBS 1.7.1 BCS 

WBS 1.7.2 PPS 

WBS 1.7.3 MPS 

WBS 1.8.2 VAWMuttibus 

WBS I.E.3 Micros 

WBS 1.8.4 CAMAC 

WBS 1.85 Signal Processing 

WBS 1.8.6 Timing System 

WBS 1.8.7 Interlocks 

WBS 1.9 & 2.10 Installation 

WBS 2.1 RF Drive System 

WBS 2.2 Pulse Modulators 

I WBS 2.3 Klvstrons 

1 WBS 2.4.1 Pulse Compression 

WBS 2.4.2 WG Power Trans. 

WBS 2.51 Accelerator Sections 

WBS 2.5.2 Microwave Feeds 

WBS 2.5.3 Microwave Loads 

WBS 2.5.4 Prebuncher Cavity 

WBS 2.6 VXI System 

WBS 2.7.2 Bunch Length Monitor 

WBS 2.7.3 Beam Phase Monitor 

WBS 2.7.4 Fast PLIC 

WBS 2.7.5 Scintillator 

WBS 2.7.6 Fast Electronics 

WBS 2.8.1 RF System Controls 

WBS 2.8.2 RF Vacuum System Controls 
8-93 

I 

I 

L 

7- c 

A 

7483A: 

Figure 31. Project schedule. 
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6.5 QUALITY ASSURANCE 

Quality assurance is the responsibility of all line managers on the NLCTA 
Project and will be implemented in accordance with the SLAG Institutional Quality 

47 Assurance Program Plan. The NLCTA has budgeted for a part time QA manager 
who will report directly to NLCTA management, develop a Quality Implementing 
Procedure (QIP) for the project and be responsible for project compliance with the 
QIP. The QIP will delineate the roles of project management and specify how Qual- ’ 
ity Assurance will be implemented and maintained. The QIP will, as a minimum, 
specify: 

l Personnel training and qualifications 

l Documentation and records 

l Schedules 

l Design review 

0 Procurement 

l Inspection and testing. 

As described in previous sections, the NLCTA Management Team will publish 
specifications, tolerances and procedures though a series of NLCTA Notes. Schedules 

.-for each major subsystem will include design review, inspection and testing as mile- 
stones along their critical paths in their respective schedules. All fabrication will be 
done with released documents, and parts will be accompanied through each stage of 
fabrication by “travelers” that document that compliance has been met. The project 
will include resident and outside experts in the review process and publish minutes 
which document the discussions. Reviewers will provide technical input, encourage 
the use of high quality engineering practices, and ensure that environmental, safety, 
and health standards have been incorporated into each design. 
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