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#### Abstract

A compiler source language and internal organization are described, which utilize program block structure to provide a virtual memory capability for linked-list hierarchically structured data. A nonprocedural source language notation is introduced, resembling conventional mathematical set notation, for describing the search and selection of the members of subsets of ordered sets. An algorithm is presented for the translation of these statements into conventional compiler loop statements. Some convenience features in compiler source language notation are introduced, including the ability for the compiler to "stay in context" with the programmer. One partial implementation of the compiler is outlined.
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## 1. INTRODUCTION

SPL is a compiler designed for the processing of heirarchically structured data. The overall appearance of SPL source language, and the internal representation of data formats, both are somewhat similar to those of PL/1. But the detailed differences between the two source languages and between the two data representations allow for significant improvements and extensions of the data handiing capability of SPL over PL/1.

The applications for which SEL is particularly useful are those which require a large amount of "fointer chasing". SPL originally was designed as a language in which to write school class scheduling programs. In this application, the types of data structures needed for describing the properties of students, classes, rooms, instructors, etc.) are known beforehand, and may be declared at compile time. The total amount of data that wust be processed is nearly overwhelming perhaps 100 times the primary memory storage capacity of the computer. Both bit-packing to conserve memory space, and a virtual memory capability are imperative. But the conceptually difficult part of an application program is expected to be the choice and understanding of the complicated decision-making processes involved in the application. SPL allows the user to concentrate his efforts on the decision-making processes, by simplifying as much as possible the source code statement of these processes, and by automating the system overhead considerations such as bit-packing and virtual memory.

Some of the unique features of SPL are:
(1) Automatic control of all data constructs, even those which are used in list frocessing applications, via the program block structure.
(2) A virtual memory scheme using some auxiliary storage device, such as disk or drum. The scheme employs the program block structure of (1) to predict when data should be retained in primary core storage.
(3) A concise source language notation for the programing of loops. The loops may range over all the elements of a linked list, or over a selected subset of those elements.
A unified source language notation for data stored in either tabular form or linked list form, or in any one of the many composite forms which include some table structuring and some linked list structuring. The SPL programmer has the freedom to change the organization of his data merely by changing a few declarations at the beginning of his program.
Ability of the SPL compiler to "stay in context" with the source language code being supplied to it, much as a person might retain context between sentences of English prose.
Free storage recovery is performed in an orderly, directed manner. It is known in advance the location and length of regions of consecutive memory which are to be freed.

It is typical of apylications such as class scheduling that the rate at which data is created or destroyed is low compared with the rate at which the program shifts its "focus of attention" among existing data constructs. The shifts of attention correspond quite closely with the program block structure ( 1 above), whereas data creation and destruction are relatively indefendent of program block structure. For these reasons, SPI program block structure is used to control the focus of attention automatically, while the user is given the responsibility of creating and destroying data. See section 6.

In addition to the above features, the design of the SPL compiler led to an interesting theoretical study of a translation process: from a nonprocedural source language statement of a search and selection oferation, into the backtrack code procedure necessary to execute the search operation. The method developed here enables the translation of a new class of compiler source language statements.

One of the major design considerations of SPL was the development of a very concise source language notation, which still would not restrict the flexibility inherent in the use of linked list structures, nor sacritice efficiency in program execution. New notations vere devised to describe some of the most frequently occurring special cases of more general operations. These special cases also could have been described at greater length without the new notations. The concise notation is most valuable where it allows a complicated process to be described in a single source language statement. For example, an entire loop usually can be described in a single statement, if the action to ke performed within the loop can be described in a single statement.

The goal has been to reduce confusion by reducing the number of statements in the source code. However, every effort was taken to avoid introducing cryptic abbreviations of common English words, merely to reduce the number of source string characters that must be typed. Each iqplementation of SPL is free to adopt its cun set of abbreviations, as long as the unabbreviated words also remain valid. The declaration NO ABBREVIATION appearing in the source code prevents SPL from recognizing the abbreviations peculiar to a particular implementation. The strings which otherwise would be translated as abbreviated reserved words, then may be used as names.

A sufficiently large part of the grammar of SPL is contextsensitive, so that it is inappropriate to describe SPL in a metalanguage such as Backus-Naur Form. No metalanguage has been developed to date which achieves the required goals of accuracy, clarity, and economy of notation in describing context-sensitive grammars. The only alternative, and the one taken in this paper, is to describe the language by example.

Comments may be embedded anywhere vithin SPL source code. The coments are delimited by two "less than" symbols on the left, and two "greater than" symbols on the right. Example:
<<This is a comment.>>
Source code containing comments is translated by deleting the comments and the "less than" and "greater than" symbols. The character immediately to the left of the first "less than" and the character immediately to the right of the last "greater than" are translated as though they were adjacent.

## 3. DATA STOGAGE

SPL data may be stored in either of two organizations of memory. One of these organizations consists of "data structures", the other of "isolated cells". The difference tetween the two organizations lies in the way they respond to the SPL program block structure the equivalent of begins and ENDS in ALGOL-60).

Data structures must be created and destroyed explicitly by the SPL programmer. The duration of existence of data structures is independent. of the program block structure, but the number of paths by which data within structures can be accessed, is determined implicitly by the frogram block structure. Any type of data for numerical or nonnumerical processing, including arrays, may be held in data structures. All data used in list processing must be held in data structures. The virtual memory capability of SPL applies only to data structures.

Isolated cells are created and destroyed as program execution enters and leaves the outermost blocks in which the isolated cells are mentioned. In this respect, isolated cells correspond to the variables of ALGOL.

Where there is no possibility of contusion between data structures and program block structure, data structures sometimes may be called just "structures".

The format of each type of data structure to be used in a program must be declared at the beginning of the program. During execution of the program, there may simultaneously exist several instances of each declared type of data structure. For example, if a data structure of type HOUSE has beєn declared, there may exist instances of houses at 107 Main St., 221 Elm St., and 999 Skid Row. The amount of variability allowed between instances of the same declared structure type is shown by example. Fig. 4-1 shows the declaration of structure type HOUSE and the conceptual representation of an instance of a house.

Referring to fig. 4-1, a structure consists of "atoms" and
"complexes". Each atom in the structure is a single-valued attribute. Its value may be a number (STREET NUMBER), an alphanumeric string (STREET NAME), a Boolean truth value (GARAGE), or a pointer to an instance of some declared structure type (HOUSE ON LEFT). The declaration of an atom includes the maximum size for the data contained in the atom, except for those atoms which point to other structures. The declaration of a structure-pointing atcm includes specification of the type of structure being pointed to. See section 7.

Each complex in the structure is a multi-valued attribute, all of whose values are of the same declared type. Each one of the values of a complex is called an "element" of the complex. The declaration of a complex consists of the word Complex, followed by the type name of the complex, followed by the declaration of an element, in parentheses. The number of elements in a complex may vary dynamically during program execution - for example, the number of elements in PEOPLE IN ROOM. It can be seen that an array, as used in ALGOL, is a special case of an SPL complex. Further discussion of complexes appears in Section 19.

It is necessary to distinguish between structures and elements for reasons of storage allocation. This is explained in Section 6.

Local names may be released explicitly by RELEASE statements. Exargle:
release current rccm
Any local name which has not been released explicitly, is released implicitly when frogram execution leaves the block in which it was assigned. See Section 5.2 .

If a local name must be used outside the block in which it was assigned, it must be reserved in an outer block. The reserved local name is not implicitly released until program execution leaves the block where it was reserved. Example:


Programmers writing SPL code should rarely, if ever, have occasion to reserve local mames. However, the SPL compiler itself often causes local names to be reserved. Programmers must understand the meaning of reserving a local name, in order to understand the semantics of certain other source language statements.

Typically, computer programs are considered well-organized if they are divided into some sort of functional segments, where any one segment. does not need to access all the data "simultaneously". During execution of some functional segment, only the data accessed by that segment need be in core memory. The remaining data can be stored on some auxiliary memory device, such as disk, where direct processing of the data is not possible. This opens the possibility of a program processing more data than can be stored in core memory, provided that (1) there is a way of bringing the data into core memory when it wust be processed, and of freeing the core memory space that the data occupied when that processing is completed, and (2) there is an access function which can address every existing item of data uniquely. If storage allocation and addressing can be accomplished automatically, so that a programmer never explicitly writes code for these functions, then the program may be written as though the computer had a "virtual" memory which is larger than its actual core memory-

The virtual memory scheme in SPL is accomplished by introducing the concept of "activity", which is applied to data structures. Data structures are the basic units of storage allocation, in the sense that any given instance of a structure either is entirely in core memory or entirely in auxiliary storage (disk). It is this property which necessitates distinguishing a structure frcm an element of a complex.
whenever a structure or any construct within a structure is accessed, the entire structure automatically is brought into core memory, if it is not there already. The core memory space which the structure occupies is taken from some other structure which is not being processed by the currently executing functional segment of the program. The other structure is moved to auxiliary memory and its core memory space is treed autcmatically by SPL. SPL decides which structures to move by classifying the structures in core memory as either active or inactive; inactive structures may be moved when their space is needed.
stored in a special bookkeeping area in each structure is an activity count, which is incremented by 1 each time a local name is assigned to any construct within the structure, and decremented by 1 when the local name is released. Any structure with a positive activity count is active.

The activity count also may be incremented and subsequently decremented automatically by SPL, when for certain reasons it becomes necessary to hold a structure in core memory, even though the programmer did not assign a local name.

Since the location where a structure is stored may be changed from time to time, all references to the structure are indirect; they index into a table of structure locations which is an intrinsic part of SPL. Every curcently existing structure is uniquely identified by its index number in the table of structure locations.

The assignment of a local name makes the structure active, and consequently immovabie; accesses via local names point directly to core memory locations.

An atom belonging to one structure may contain a pointer to another structure. The pointer consists of the index number of the structure being pointed to. It is independent of structure activity. There does not exist in SPL any type of atom which points to constructs other than structures; this restriction is imposed by the SPL storage allocation scheme. Except as stated at the end of this section, instances of any one type of structure fointing atcm are restricted to pointing either to instances of a sirgle type of structure, or to nothing at all. A structure pointing atom which points to nothing at all contains the constant 0. In fig. 4-1, OCCUPANT, HODSE ON LEFT, and HOUSE ON RIGHT are structure-pointing atoms. An example of a data reference using a structure-pointing atom is:

```
IF COLOE EPS HOUSE ON LEFT EPS HOME = COLOR EPS HOME
THEN GO TO TRACTHOUSES;
```

In the absence of further notation, an ambiguity would arise in the interpretation of

NeIGHBCR: $=$ hOUSE ON LEFT Eps home
Is the local name $N E I G B B O R$ assigned to the structure-pointing atom, or to the structure fointed to by that ator? The question is significant only in determining which structure becomes active. The possible ambiguity is resolved by saying that, in the above situation, the local. name is assigned to the structure-pointing atom. A dot meaning "contents of structure-pointing atom" indicates that a local name is assigned to a structure:

NEIGHBOR $:=$. HOUSE ON LEFT EPS HOME
The restriction that all instances of a single type of structurepointing atom must point to a single type of structure, enables the compilation of accesses to the structure. Where compilation of accesses is not necessary, the restriction may be relayed. Certain system functions provided by SPL are fundamentally interpretive in nature. These functions crtain the information about the type of a structure from a private bookkeeping area within the structure itself. Included among these functions are copying, erasing, destroying, and printing the entire contents of a structure. If an SPL programmer can guarantee that the only accesses of the contents of some declared type of structurefointing atom (let it have type name Garbage, for example) are for interpretive tunctions, then he may let instances of this single type (GARBAGE) of structure-pointing atom foint to various types of structures. This is shown in the declaration of the atom by using the word Structure in place of the type name of a structure:
atcm gakbage (Structure);

## 8. GRafhS and terminolcgy of spl trees

Each declared SPL structure type forms a tree, if the contents of structure-pointing atoms are ignored. Each instance of a structure also torms a tree, which is closely related to the tree formed by the structure type declaration. Where it is necessary to distinguish between them, we may call them type-trees and instance-trees.

Fig. 8-1 shows a graph of the type-tree tor the example structure declared in Fig. 4-1. In Fig. 8-1, STREET NUMBER, Street name, Colce, material, frontage, rooms, side of street, house on LEFT, HOUSE ON FIGHT, and, GARAGE are called "siblings" of each other. USE, LENGTH, WIDTH, FURNITURE, and PEOPLE IN ROOM are siblings of each other. ITEM NAME and COST are sitlings of each other, but not siblings of occupant. The "tirst-order ancestor" of COST is ELEMENT Eps FURNITURE, the "second-order ancestor" of COST is FURNITURE, the "third-order ancestor" of COST is ELEMENT Eps ROOMS, etc. The "firstorder descendant" of ROOMS is ELEMENT EPS ROOMS, etc. The structure pointed to by a structure-pointing atom is not considered a descendant of the atom.

Referring back to Fig. $4-1$ for a graph of an instance-tree, the atoms containing LIVING, 35 , and 25 , and the two complexes drawn beneath them, all are siblings of each other, but are not siblings of the atom containing KITCHEN. Elements of the same complex, draun connected together with arrows, are siblings of each other.

It can be seen that a type-tree is isonorphic to an instance-tree in which each complex has exactly one element.

If an SPL froyramoer does not fully qualify a data reference in his source code, the SPL translator still may be able to fill in the remaining qualification needed to make the reference unique. For examfle, if the source code is:

```
StREET NUMBER EpS HOME <-- 107;
STREET NAME <-- 'MAIN ST.';
COLOF <-- 'RED';
MATEFIAL <-- 'brICK':
FRONTAGE <-- 65:
```

the translator interprets the code as:

```
StREET NUMEER EpS HOME <-- 107;
StREET NAME Eps hOME <-- 'MAIN ST.';
COLCF EFS HOME <-- 'RED';
Material Eps home <-- 'brick':
FRONTAGE EPS HOME <-- 65;
```

The ability of the SPL translator to stay in context with its source code allows the frogrammer to use a more concise notation than fully qualified data reterences. The concise notation is allowed only in data references whose meanings are "obvious", making any additional qualification "suferfluous". The exact interpretations of "obvious" and "superfluous" are described below, but the general approach taken in the design of SPL is to be rather conservative. SPL attempts to be helpful in simple situations, without interpreting the "obvious" so liberally as to introduce spurious source code errors.

SPL maintains a first-in, first-out list, of limited length, containing the names of constructs most recently scanned in the source code. If an incompletely qualified name appears in the source code, the translator tries to match it with the names of sibiings and first-order descendants, taken from the type-trees of the construct names already appearing in the list. Although the storage of construct names into the list is first-in, first-out, the searching of type trees is performed first on the construct name most recently stored into the list.

Also, if intermediate qualification is missing but the type can be determined uniquely. SPL automatically supplies the missing qualification. For example, if the source code is:

COST EpS HOME <-- 200;
the translator interprets the code as:
COST Eps eLEMENT EfS fURNITURE Eps ELEMENT Eps ROOMS Eps HOME <200;

At certain places within a frogram, it is convenient to store data temporarily in sowe buffer area that is not associated with any structure. The locations used tor this mode of storage are called "isolated cells". They may be used for the storage of numeric, alphanumeric, or Boolean data, but they may not be used for the storage of fointers to other constructs. Local names and structure-pointing atoms are used for this purfose.

The duration ot existence of isolated cells is determined by the proyram block structure. Each isolated cell is created when program execution enters the outermost block in which the cell is mentioned, and destroyed when program execution leaves that block.

Isolated cell names are ungualified (that is, they do not use "Eps"), since isolated cells do not belong to any other construct. The compiler decides that a name appearing in the source code refers to an isolated cell, if the name is unqualified, not a local name, and the search for additional context (described in Section 9) fails.

A type declaration may appear with the first use of an isolated cell. Example:

PI := REAL $<-3.1416$;
In the abseace of declaration, the isolated cell assumes the type of the first data stored into it. Example:
bug length <-- length eps element eps rooms eps home;
Consistent with the declaration in Fig. 4-1, the isolated cell RUG LENGTH assumes the type UNSIGNED INTEGER with a maximum value of 40. The possible types of isolated cells depend to some extent on the hardware implementation of $S P L$, but include dt least:

UNSIGNED INTEGER
INTEGER
boclean
ALPHANUMERIC
REAL
COMPLEX
If the hardware fermits, they also may include:
LONG REAL
long complex
DECIMAL

## 11. $\triangle C C E S S$ CHAINS

```
    Source code fhrases such as:
    LENGTH Eps CURRENT ROOM := ELEMENT Eps ROOMS Eps HOME
are called "access chains". The example above is the access chain "for"
a particular instance of atom LENGTH.
            Access chains have slightly diftering forms, depending upon where
they appear in SPL code. As specifications of formal parameters to a
procedure, they must have a local name assignment on the left, no otber
local name assignments within the access chain, the type name of a
structure on the right, and they wust not "pass through" any structure-
fointing atoms. Example:
    PROCEDURE FROC1 := USE EpS ELRMENT EpS ROOMS Eps HOUSE
        (FURN := FURNITURE EPS ELEMENT EES ROOMS EPS HOUSE;
        HOME := HCUSE);
When used for the access of some instance of a construct, without
creating any new constructs, access chains must have a local
name on the right. Example:
    LENGTH EPS CURRENT ROOM := ELEMENT EPS ROOMS EPS HOME <-- 23;
When used for the simultaneous creation of a structure and the access of
scme construct within the structure, access chains must have the type
name of the structure on the right. Example:
HUE := COLCR EPS HOME := HOUSE <-- 'GRAY';
```


## 12. STORAGE ASSIGNMENT

The usual syntax for data storage assignment is:
DESTINATION $\leftarrow$ EXPRESSION
However, SPI has alternative syntaxes for certain frequently occurring sfecial cases. The syntax:

DESTINATION $\longleftarrow \longleftarrow$ EXPRESSION
may be used if the programmer can guarantee that the destination field contains 0 (if it is numeric) or blanks (if it is alphanumeric). SPL can compile better code for the double left arrow than for the single left arrow, since it is not necessary to compile the instructions for masking and saving the contents of fields adjacent to the destination field. Since doukle left arrows restrict the flexibility for future recoding, they are recommended only for improving the efficiency of the innermost nested loops.

Another alternative syntax:
DESTINATION $\longleftrightarrow$ DESTINATION
indicates a swap of the contents of the two destination fields. The fields must contain the same type data and be of the same size. The word SAME may be used in place of the expression in a storage assignment statement, if the immediately preceding statement also is a storage assignment statement containing an expression or SAME. Example:

LRNGTH EPS CURRENT ROOM : = ELEMENT Eps ROOMS EpS HOME <-- 20 ; WIDTH EES CURRENT ROOM <-- SAME;

The previously evaluated expression is stored a second time as a result of using Same.
13. INITIAL VALUES

Data atoms may be declared to have constant initial values. Example:

```
ALPHANUMERIC ATOM COLOR INITIALLY 'WHITE' (6);
AlfHanumeric atom material inItialLy 'wood' (5):
ATOM FRONTAGE INITIALLY 50 (200):
```

In the absence of declared initial values, the default initial values are 0 for numeric atoms, all blanks for alphanumeric atoms, and false fcr Boolean atoms. Structure-pointing atoms can have only the initial value 0.

## 14. CREATING, COPYING, ERASING, AND DESTROYING CONSTRUCTS

### 14.1. CBEATING CONSTRUCTS

Creating new instances of data structures, or new elements in a complex, is the responsibility of the SPL frogrammer. Atoms and complexes cannot be created individually. Isolated cells are created automatically, as a consequence of the program block structure.

A new instance of a structure is created implicitly during execution of any access, if the type name of the structure is rightmost in the access chain. Example:

HUE := COLOR Eps HOME := HOUSE <-- 'GRAY';
Note that declarations and specifications do not cause accesses to be executed; therefore, no new structure is created.

A new instance of an element is created if the access chain contains the word PREFACE, or the word APPEND, or the words INSERT and єither before or after. The particular choice of words designates where among the other existing elements of a complex the new element is to be placed. Examples:
(1) Lengit eps preface element eps rooms eps home <-- 23;
(2) LENGTH EPS CURRENT ROOM := APPEND ELEMENT EFS ROOMS EpS HOME <--
(3) Length eps insert element after element (4) Eps rooms eps home
<-- 23:
(4) LENGTH EPS INSERT ELEMENT BEFGRE CURRENT ROOM <-- 23:

In example (3), the new element is inserted after the previously existing 4 th element of the complex.

Newly created constructs automatically are assigned their declared or default initial values.

### 14.2. COPYING CONSTRUCTS

COPY is a predeclared SPL system procedure wich interpretively copies a given structure or element and all the descendant constructs of that structure or element. The actual output value of copy is the identity of the newly created copy. It may be assigned a local name, stored in a structure-pointing atom, inserted into a complex, etc., as appropriate. The actions which may be periormed depend on the declared type of structure or element being copied. Example:

APPEND COPY (ELEMENT EPS ROOMS EPS HOME) EPS ROOMS EPS HOME;
In the above example, a copy of the first element of complex rooms is appended to Eecome the last element of complex ROOMS.

### 14.3. ERASING CONSTRUCTS

Erasing data is the responsibility of the SPL programmer. An entire structure, or any construct within a structure, is erased when an EFASE statement is executed. Data in isolated cells cannot be erased, except by storage assignment statements which put the desired values into the isolated cells.

Erasing an atom is the same as assigning it its declared or default initial value. Erasing a structure or an element is the same as individually erasing all the atoms and complexes within that structure or element. Erasing a complex is the same as erasing all of its elements. In no case does erasure cause the destruction of any construct; it merely changes the data content of the construct being erased. Examples:
(1) ERASE HOME;
(2) ERASE CURRENT ROOM : = ELEMENT EES ROOMS EPS HOME;
(3) ERASE HOUSE ON LEFT EPS HOME;
(4) ERASE HOUSE ON LEFT EpS HOME;

As in Section 7, a dot is used to distinguish between erasing a structure-pointing atom, in example (3), and erasing the structure pointed to by the atom, in example (4).

Destroying instances of data structures, or elements in a complex, is the responsibility of the SPL programmer. Atoms and complexes cannot kє destroyed individually. Isolated cells are destroyed automatically, as a consequence of the prograll block structure.

Destroying a structure or element completely frees all the storage used by that structure or element. Examples of DESTROX statements:
(1) DESTROY HOME;
(2) DEStroy element Eps rooms eps home;
(3) Destfoy - house on left eps home;

No nev local names may be assigned in the access chain of a DESTROY statement. If the named construct f $H O M E$ in the examples above) is destroyed, the local name automatically is released. This would occur in example (1). Other than this last possible remaining name ( $H O M E$ ), there must not be any local names still in effect which foint to the construct being destroyed, or to any descendant of that construct. If a structure is being destroyed while local names still are in effect, SPL detects this error by a positive activity count. But if an element is being destroyed, Spl cannot detect the error. The consequences of the error may not appear until some later time when the local name either is used or released.
when a structure is destroyed, it is the responsibility of the SPL programmer to erase, destroy, or alter all structure-pointing atoms which point to the structure. If an unaltered reference to the structure subsequently is used, the error fossibly may not be detected immediately by SPL. Detection of the error depends upon whether the index in the table of structure locations has been reused.

When an element is destroyed, its sibling elements (if any) automatically are relinked. The element is removed from the complex without damaging the integrity of the rest of the complex.
15. PRCGRAM BLOCK STRUCTURE, "REGIN" AND "END"

In ALGOL, frogram blocks are bracketed by BEGIN and END. All the statements within a block are treated from outside as though they vere a single statement. Variables and arrays automatically are created when program execution enters the block, and destroyed when program execution leaves the block.

In SRL, the two functions of frogram block structure are assigned to separate types of program blocks. Explicit program blocks, which consist of several statements bracketed by BEGIN and END, cause all the enclosed statements to be treated from outside as though they were a single statement. But explicit program blccks have no effect on the duration of validity of local names, or the duration of existence of isolated cells.

Implicit program blocks are recognized by $S P L$ as a consequence of frocedure calls or loop statements. The way procedure calls and loops are coded, and the resulting implicit program blocks, are described in Sections 16 and 17 . The duration of validity of local names is bounded by the outermost implicit program block in which the local names are reserved. The duration of existence of isolated cells is bounded by the outermost implicit program block in which the isolated cells are wentioned.

Each procedure call or loop statement may result in more than one implicit frogram block. The executable statements in the body of the frocedure or in the scope of the loop are confined to a particular one of the possibly several implicit program blocks. From outside that block, all the statements within the block are treated as though they were a single statement.

Explicit program blocks and implicit program blocks all must be either disjoint or proferly nested within each other.

Since isolated cells need not be declared explicitly, a naming conflict might arise if several separate programs are merged into a single program. Local names also might be subject to a naming conflict. To avoid these conflicts, a NEW NAME statement appearing in any program block forces a reinterpretation within that block of the specified names. Example:
new name joe, pete, current room, home;
All other types of names (besides isolated cells and local names) are required to have sufficient declaration for other reasons, that SPL incidentally is atle to resolve naming conflicts.

A procedure declaration consists of a procedure declaration head, a body of executable code, and finally END PROCEDURE. An example of a frocedure declaration head is:

```
PRCCEDURE PBOC1 := USE EPS ELEMENT EPS ROOMS EpS HOUSE
(FURN := FURNITURE EPS ELEMENT EpS ROOMS EPS HOUSE;
HOME := HOUSE);
```

In the example, PBOC1 is the name of the procedure. The name of a frocedure must be unique within the program block in which the procedure is declared.

USE EPS ELEMENT EPS ROCMS. Eps HOUSE is the type declaration of the value of the procedure. The type of value a procedure may have may be the type of some construct (USE EFS ELEMENT EPS.... in the example), or - any of the types of isolated cells, or LOCATION, or no value at all. The access chains for FURN and HOME are the formal parameter specifications tor the frocedure.

Execution starts at the first statement in the body of the frocedure. If the frocedure has a formal value, then somewhere within the body of the procedure must be the code to assign an actual value to the procedure. The statement $A E T U B N$, appearing in the body of the procedure, acts as a special purpose Go to statement which transfers execution back to the code which called the procedure.

A procedure can be called only within the same program block in which it is declared. A procedure call consists of the procedure name, followed by parentheses enclosing the actual parameters to the frocedure. If the procedure has a value, the procedure call may be used in any way that that farticular type of value can be used. Example procedure declaration:

| (1-1) | PROCEDURE PRICK HOUSE := HOUSE (GIVEN HOUSE : $=$ house); |
| :---: | :---: |
| (1-2) | if Material eps given house = brick. |
| (1-3) | THEN PRINT ('BRICK HOUSE AT '; |
| (1-4) | Street number eps brick house := GIven house) |
| (1-5) | ELSE BEGIN |
| (1-6) | BRICK HOUSE := BRICK HOUSE (NEIGHBOR := |
| (1-7) | HOUSE ON LEPT EPS GIVEN HOUSE); |
| (1-8) | PRINT ('TO the bight of ': Street number eps neighbor; |
| (1-9) | ' is '; Street number eps given house; |
| (1-10) | ', made of '; Material eps given house) |
| (1-11) | END |
| (1-12) | end procedure; |

Example procedure call:
(2-1) IF COLOR EPS BRICK HOUSE (- HOUSE ON LEFT EPS HOME) =
(2-2) COLOE EpS HCME
(2-3) THEN PRINI ('COLORS MATCH');
In the examples above, BRICK HOUSE is a recursive procedure which finds the nearest brick house to the left of a given house, and prints some information about its search. In the example procedure call, the dot indicates that the actual parameter is a structure of type HOUSE, rather than a structure-pointing atom of type HOUSE ON LEFT. Had the dot been omitted from the source code, SPL automatically would have supplied a dct, in order to match the formal farameter specifications.

Fig. 16-1 shows a typical implicit program block structure resulting from a frocedure call. In the following discussion, various teatures in Fig. $16-1$ vill be related to lines of code in examples (1) and (2) above, although Fig. 16-1 does not exactly correspond with either of the code examples.

The frocedure call for Fig- 16-1 appears in the source code in block A. All the other program blocks in Fig. 16-1 are created implicitly for the frocessing of the frocedure call. In general, the statement containing the procedure call also will contain other executable phrases, perhaps even other procedure calls. These other phrases are executed in block a, either before or after the procedure call, depending upon the processing order appropriate to the statement.

If the source code shows any local names are to be assigned during evaluation of the actual parameters (such as NEIGHBOR in code example line ( $1-6$ ) ) , these local names are reserved in block A. Reserving the local names is necessary so they will remain valid for later use in block A (line (1-8)), even though the assignment of constructs must occur in an inner block, block $B$.

If the source code shows a local name assigned to the actual value of a procedure, the local name is reserved in block $A$. If the source code does not show a local name assigned to the actual value line (2-1)), then SPL reserves a dumm local name. The dummy local name serves to keep the named construct active during execution of the remainder of the statement after the procedure has returned. The dummy name is released immediately following the statement. Had the formal value of the procedure (the first occurrence of HOUSE in line (1-1)) been declared of type real, INTEGEF, etc., instead of being declared a type of construct, then an isolated cell would have substituted for the local name or dumy local name.

If the local name for an actual parameter or for the actual value of the procedure already exists in block A or some outer block fthe first occurrence of BRICK HOUSE in line (1-6)), there is no need for SPL to reserve the local name.

Program block $B$ acts as an interface between the environment of the frocedure call (block $A$ and the outer program blocks), and the body of the procedure (block D). A storage location is reserved in block b for the return branch address of the frocedure call. Dummy local names, or isolated cells as appropriate, are created in block $B$ for all the farameters and the value of the procedure. These dumm names appear in the physical order that natches the frocedure's specifications. The actudl parameters to the procedure are evaluated in block $B$, from left tc right. The evaluated constructs are assigned to the dummy names, and those which were given local names in the source code (NEIGHBOR in line (1-6)) also are assigned to their reserved local names. Assigning at least dummy local names to all the constructs guarantees that the constructs remain active during execution of the body of the procedure.

The access chains for some of the actual parameters way pass through structure-pointing atoms (lines $(1-7)$ and (2-1)). The structures which contain these atoms are activated during evaluation of the actual parameters, but they do not necessarily have to remain active during execution of the procedure. Blocks C1. C2, ...... Cn shoy the briet activation of these structures.

After the actual parameters have been evaluated, the procedure is called and executes in block D. The procedure assigns the actual output value to the reserved dumm local name in klock $B$, the interface block. When the frocedure returns, code in block $B$ copies this assignment into the local name or dummy local name reserved in block $A$, for use in executing the remainder of the statement containing the procedare call.

If the procedure has no input parameters and no output value, then block $B$ is omitted and the procedure call is executed from block A.

The critical facility in the coding of complicated decision-making frocesses is the ease with which associations among data items can be described. Where the underlying organization of data is hash coding, languages like LeAP may be used to describe associations as Boolean relations among the bound variables of associative triples. In SPL the underlying organization of data is a network of pointers, in which associations are described as search loops among ordered sets, to find the members which have the desired properties. Thus much of the language emphasis of SPL is in the concise description of loops, and much of the programmatic emphasis of SPL is in the optimization of those 100ps.

This section introduces the various notational forms for loops. including Boolean search and select loops. Boolean search and select loops are the most frequently used form for describing associations. The translation from the concise notation of Section 17.3 into the equivalent basic notation of Section 17.1 is not immediately obvious. Section 18 describes that translation, which constitutes one of the major contributions of this paper.

In addition to the loops described below, loops also may be generated by the use of collection names. See section 20.2.

There are several ways of coding SPL loop statements. The most basic of these are explicit loop statements. All other ways of coding loof statements are defined in terms of equivalent explicit loop statements.

The syntax of explicit loop statements is to arge extent context free. Fig. 17-1 shows the syntax in the metalanguage "Box Syntax". As can be seen in Fig. 17-1, more than one generator may be coded for a single loop. Each of the generators is advanced after eyery cycle of the loof. The first generator to terminate causes termination of the entire loop.

In the phrase
FOR ITERATION VARIARLE NAME $\leftarrow$ EXPBESSION e *
the expression may be any of the types allowable for isolated cells, described in Section 10 , as long as all replications of the expression are of the same type. In the phrase
FCRWARD
all the access chains must be for the same type of elements. In the phrase

FOBAARD
EACKWARD FOR ALI LOCAL NAME : E ELEMENT STARTING AT ACCESS CHAIN
the access chain must be for the element of a complex. Backward looping is not allowable in complexes declared to have forward links only. See Section 19 for a discussion of the various types of links. In the phrase $E O H$.... FROM.... STEP .... UNTIL..... the left arrow and parentheses surrounding arithmetic expressions indicate that the expressions are to be evaluated once only, before executing any cycles of the loop. Without the left arrow and parentheses, the expressions following STEP and UNTIL are re-evaluated before execution of each cycle of the loop.

### 17.2. IMFLICIT LOOPS

If a loop over all the elements of some complex contains only a single executable statement, it may be coded as an implicit loop. an implicit loof uses the word ALL in the access chain to indicate that a loop is desired, and eliminates the words LOOP, FOR, DO, and END LOOP, and the local name for the elements being generated. The scope of an implicit loof is the statement in which it appears. For example, the implicit loop

Length eps all elements Eps fooms eps bome <-- 10 ;
is equivalent to the explicit loop
LOOP FOF ALL DUMMY1 := ELEMENT Eps ROOMS EPS HOME
DC LENGTH Eps DUMMY1 <-- 10
END LOOP:
where DUMMY1 is a local name automatically created by SPL, and assigned successively to each element as it is generated..

A second exaffle, where PRICE is an isolated cell,
PEICE $<-\infty \quad 0$;
PRICE $<-$ PRICE + COST Eps ALL ELEMENTS Eps FURNITURE Eps all elements eps rooms eps home;
is equivalent to
FBICE <-- 0 :
LOOP FOR ALL DUMMY1 := ELEMENT Eps FUBNITURE Eps ALl ELEMENTS Eps ROOMS EFS HCME
DO PRICE <-- PRICE + COST EpS DUMMY9
END LOOP;
which in turn is equivalent to
PRICE $<-\quad 0$;
LOOP FOR ALL DUMMY2 := ELEMENT Eps ROOMS Eps HOME
DO LCOP FOR ALL DUMMY1 := ELEMENT EPS FURNITURE EpS DUMMY2 DO PEICE $<-$ ERICE + COST EpS DUMMY1 END LOOP
END LOOP;

```
    A third example is to create a list of the costs of all the
furniture in HOME. The list will be the elements of a nev structure
whose declaration is:
    Structure price list (
        CCMPLEX FRICES (
            ATOM COST (1000)));
The code to create an instance of PRICE LIST, create one new element of
PBICES for each item of furniture in HOME, and store the cost of that
item of furniture into the new element, is:
    HOME PRICE LIST := PRICE LIST;
    COST Eps preface element eps prices fps Home price list <--
        COST Eps all elfmentS eps furniture eps all elements eps rooms
        Eps HOME;
In the above example, the costs are stored in elements of HOME PRICE
LIST in inverse order of their appearance in HOME. They would have been
stored in direct order of their affearance in HOME, had apPEND ELBMENT
been coded instead of PREFACE ELEMENT. For the simplest types of
complexes, where the elements are connected by forward links only,
appending elements in the above example would be a computation of order
n}\mp@subsup{}{}{2}\mathrm{ steps. Fretacing elements would be of order n steps. With more
elaborate linking among the elements, the number of steps in appending
elements can be reduced to order n.. See Section 19.
    SPL creates an implicit loop for each occurrence of the word all in
an access chain. If All occurs several flaces in a single access chain,
the lettmost occurrence corresponds to the innermost loop, as in the
second example above. If AlL occurs in several separate access chains
within a single statement, the implicit loofs are created in the
processing order appropriate to the statement. Each implicit loop
created includes all the previously created loops within its scope.
These rules do not necessarily apply if the statement contains any
Boolean search and select loops, described in Section 17.3.
```


## 17. 3. SEARCI AND SELECT LOOFS

If an access chain contains the word ELEMENT followed by parentheses enclosing an arithmetic expression, such as:

THIS ROCM := ELEMENT (7*L+2) EPs ROOMS EPS HOME;
then the arithmetic expression is the index of the particular element selected. In the above example, local name THIS ROOM is assigned to the (7* $1+2$ ) th element in the complex. SPL creates a numeric search and select loop, which sequences along the elewents of the complex rooms until the proper element is selected. In order to avoid possible side effects, the arithmetic expression is not evaluated until immediately before the execution of the loop. The code for the explicit loop equival $\in n^{\prime}$ of the above example is:

```
THIS ROOM := ELEMENT EPS ROOMS EPS HOME;
LOCP ENTIER (7*L+2) - 1 TIMES
DC THIS ROCM := ELEMENT AFTER THIS ROCM
END LOOR;
```

If the arithretic expression does not evaluate to an integer, it is truncated to an integer. The truncated value must be strictly positive.

The equivalent explicit lcop statement takes an error exit if the complex ROOMS does not have at least the specified number of elements. The code shown below is not equivalent to the source statement, because the code below does not take an error exit if there are an insufficient number of elements.

RESERVE THIS ROOM;
LOCP FOH ALL THIS ROOM := ELEMENT EpS ROOMS EPS HOME; ENTIER (7*L+2) TIMES
DO
END LCOP;
If an access chain contains the word ELEMENT followed by farentheses enclosing a Boolean expression, such as:

THIS ROOM := ELEMENT (LENGTH Eps THIS ROOM > 20) Eps ROOMS Eps HCME;
then $S R L$ creates a Eoolean search and select loop, which sequences along the elements of the complex RoOMS until the first element is found for which the Boolean expression has the value TRUE. An error exit is taken if no element of the complex satisfies the boolean expression.

Boolean search and select loops frovide a means of selecting one element among the possibly many elements of a complex, based on some froperty of that element. In the example above, the selected element must have the proferty that the LENGTH field contains a numer $>20$. The Boolean expression describing this property may be arbitrarily complicated, but of course it ultimately must depend on some property of the element being selected. It would be meaningless to attempt to select an element, if the selection were nct based on any property of that element.

Other examples of Boolean search and select loops are:
HOME PRICE LIST : = PRICE LIST;
CCST EfS PREFACE ELEMENT Eps ERICES EfS HCME PRICE LIST <-COST EpS ALL EXPENSIVE := ELEMENT (COST EFS EXPENSIVE > 200) eps furniture eps all big room := ELEMENT (LENGTH Fps BIG ROOM * WIDTH Eps BIG RCOM > 400) EpS ROOMS EPS HCME;

HCME FEICE LIST: = PEICE LIST;
COST EfS PREFACE ELEMENT EpS PRICES fgS HOME PRICE LIST <-cost eps all elements eps qurniture eps GUEST ROOM : = ELEMENT (USE EPS GUEST ROOM = 'BEDROOM') BACKWARD STARTING AT SMAIL ROCM:= ELEMENT (LENGTH EpS SMALL BOCM * WIDTH EpS SMALL ROCM < 150) EPS ROOMS EpS HCME;

The translation from the source code of Boolean search and select looys into the equivalent explicit loop statements is a fairly involved frocess. Section 18 is devoted entirely to describing this process. As shown in Section 18, SPL translates statements which select the first element which has some desired froferty, or all the elements which have that property, or the first element which has that property flovided that there exist any elements which have that property.

### 17.4. IMPLICIT PROGRAM BLOCK STRUCTUEE OF EXPLICIT LOORS

Fig. 17-2 shows a typical implicit program block structure resulting frcm an explicit loop statement. The loop statement appears in the source code in block A. All the cther program blocks in Fig. 17-2 are created implicitly for the processing of the loop statement.

The access chains for some of the element generators may pass through structure-pointing atoms. The structures which contain these atoms are activated during the initial evaluation of the first-order ancestor complexes of the elements to be generated, but the structures containing these atoms do not necessarily bave to remain active during execution of the loop. Blocks C1. C2, ..... Cn show the brief activation of these structures.

A CyCle statement consists of the word CyCLE, optionally followed by an arithmetic exfression. A Leave statement consists of the word LEAVE, optionally followed by an arithmetic expression. If the arithwetic expression is omitted, the value 0 is assumed. cycle and leave may appear only within loops.

CYCLE statements and LEAVE statements act as special purpose GO TO statements tor terminating executicn of a cycle of a loop, or for terminating execution of a lcop entirely. cycle is the same as go to which branches to a fictitious location just before the end of the loop. Example:

LCOP
DC
CYCLE:
CYCLE: -
END LOCF:
is equivalent to:
LOOP $\qquad$
[0 $\qquad$


GO TC DUMMY1:
$\qquad$
DUMMY1:
END LOOP:
where DUMMy is a dummy statement label automatically supplied by SPLLEAVE is the same as GC To which branches to a fictitious location just atter the ead of the locf. Example:

LOOE
DC

-
-.-...........
END LOOP:
is equivalent $t c$ :
LCOF $\qquad$
DC

-     - 

GO to DUMMY1;


END LOOP:
DUMMY 1:
where DUMMY 1 is a dumy statement label autcmatically supplied by SPL.

```
    If an expression follous CYClE or LEAVE, its value is truncated to
an integer which uust be nonnegative. SPL leaves that many inner nested
loops, and then cycles or leaves an outer loop. Example:
            LCOP
                    -____
    DO
                LOOP
                    DO
                    CYCLE 1;
            END LOOR;
            -
        END LOOP;
is equivalent to:
    LOOP
        __-_-_
    DC
        --
            LCOP
            DO
                -_-_-_
                    GO TC DUMMY1;
                    -------------
            END LOOP;
            DUMMY1:
    END LOOP;
In the above example, execution leaves the 1 inder loop, and then cycles the outer loop. It is an error for the truncated value of the expression to be greater than the number of inner nested loops. The SPL translator converts all implicit loops into their equivalent explicit loop statements. All these loops are counted in the determination of how many inner nested loops to leave, before cycling or leaving an cuter loop.
```


### 17.6. BCOLEAN INEIICII LOOPS

The pronoun fhrases any or, all OF, or NONE OF may appear in a Boolean expressicn that includes an implicit loop, thereby forming a Boolean implicit loop. Example:

If any of length eps all elements efs rooms Eps home = 20
THEN C <-- C + 1;
is equivalent to:
LOOP FOF ALL DUMMY1 := ELEMENT EpS ROCMS EpS HCME
LC If Length Eps Dummy $=20$ THEN GO TC DUMMY2
END LOOP;
GO TO DUMMY3:
DUMMY2: $C<-\quad C+1$;
DUMMY3:
A local name may be assigned to the elements. SPL automatically reserves the local name, for subsequent use. After execution of the loop, the element (if any) assigned to the local name defends on the pronoun phrase, the Boolean expression, and whether there exist any elements in the complex. Listed below are the translated equivalents of the various Boolean implicit loops.

Example (1) source code:
If any of a Eps all B:= ELEMENT Eps C $=K$
THEN <<code 1>>
EISE <<code 2>>;
Example (1) translated equivalent:
reserve e;
LCCP FOG ALL $\mathrm{B}:=\mathrm{ELEMENT}$ EfS C
DO IF A EpS $\mathrm{E}=\mathrm{K}$ THEN GO IO DUMMY1
END LOOP;
<<code 2>>;
GO IC DUMMY2;
DUMMY1:
<<code 1>>;
DUMMY2:

```
Example (2) source code:
    IF ALL CF A EPS ALL B := ELEMENT EFSC = K
    THEN <<code 1>>
    ELSE <<code 2>>;
Example (2) translated equivalent:
    RESERVE E;
    LOCR FOB ALL E := ELEMENT EPS C
    DO IF 子 (A EFS B = K)
        IHEN GO IO DUMMY1
    END LOOP:
    <<code 2>>;
    GO TO DUMMY2;
    DUMMY1:
    <<code 1>>;
    DUMMY2:
Example (3) source code:
    IF NONE OF A EPS ALL B:= ELEMENT EPS C=K
    THEN <<code 1>>
    ELSE <<code 2>>;
Example (3) translated equivalent:
    GESERVE E;
    LCOE FCF ALI B:= ELEMENT EPS C
    DO IF A EPS E = K
        THEN GO TO DUMMY1
    END LOOF:
    <<code 1>>;
    GO IO DUMMY2;
    DUMMY?:
    <<code 2>>;
    DDMMY2:
Example (4) source code:
    IF 子ALL OF A EpS ALL B := ELEMENT EPS C = K
    THEN <<code 1>>
    ELSE<<code 2>>;
Example (4) translated equivalent:
    RESERVE E;
    LCOF FOF ALL B:= ELEMENT EPS C
    DO IF D (A EpS B = K)
        THEN GO TO DUMMY1
END LOOP:
<<code 1>>;
GO TO DUMMYZ;
DUMMY1:
<<code 2>>;
DJMMY2:
```

The word all must occur at least once in the access chain for each Boolean implicit loop. Each occurrence of the word ALL indicates another nested locf.

Example (5) source code:
If ANY CF A Eps ALL $\mathrm{B}:=\mathrm{ELEMENT}$ Eps C Eps ALL D:= ELEMENT Eps E $=K$
THEN <<code 1>>
ELSE <<code 2>>;
Example (5) translated equivalent:
RESERVE E
EESERVE D;
LCCF FCE ALI D := ELEMENT EfS E
dC LCOF FOR ALL B := ELEMENT Eps C Eps D
DO IF A EFS B $=K$ THEN GC TO DUMMY1
END LOOP
END LOOP:
<<code 2>>;
GO TC DUMMY2;
DUMMY1:
<<code 1>>;
DUMMY2:
Several Boolean implicit loops may be combined in a single Boolean expression.

Example (6) source code:
If any of a eps all b: = ELEMENT EES C = ALL CFDEPS ALLE: ELEMENTEES P
THEN <<code 1>>
ELSE <<code 2>>;
Example (6) first translated equivalent:
beserve b;
LOOP FOF ALL B := ELEMENT EpS C
DC IF A EfS $B=A L L$ OF D EFS ALL E : $=$ ELEMENT EPS F THEN GO TO DUMMY1
END LOOR:
<<code 2>>;
GO TC DUMMX2:
DUMMY1:
<<code 1>>;
DUMMY2:

```
Examfle (6) second translated equivalent:
    RESEEVE B;
    GESERVE E;
    LOCF FOE ALI B := ELEMENT EpS C
    DC LCOF FOR ALL E := ELEMENT EPS F
        DO IF D (A EPS E = D EFS E)
            THEN GO TO DUMMY3
        END LOOP;
        GO TO DUMMY4;
        DUMMY3:
        GO TO DUMMY1;
        DOMMY4:
    END LOOF:
    <<code 2>>;
    GC TO DUMMY2:
    DUMMY1:
    <<code 1>>;
    DUMMY2:
```

    As can be seen in the above examples, the final assignment of
    elements to the reserved local names is scmewhat erratic. Boolean
iaplicit loops frovide a convenient way of ferforaing tests, but an
inconvenient way ct selecting elements. On the other hand, Boolean
starch and select loops provide a convenient way of selecting elements,
but an inconvenient way of performing tests.

### 17.7. CCUNTING ELEMENIS

SPL has the built-in function count, which counts all the elements of a complex, or a selected subset of those elements. The resulting value is of type UNSIGNED INTEGER. Examples:
(1) NUMBEE $<-$ COUNT ELEMENTS EPS ROOMS FPS HCME;
(2) NUMBER <-- COUNT LONG ROOM := ELEMENT (IENGTH EPS LONG ROOM > 20) Eps ROOMS EpS HCME;

The translated equivalent of example (1) is:
COUNT <-- 0 ;
LOOP FOE ALL DUMMY1 := ELEMENT EES ROCMS Eps hOME
DO COUNT $<-$ COUNT + 1
END LOOP;
NUMBER <-- COUNT:

## 18. 1. DEFINITICN OF THE ERORLEM

Section 18 is an extension of Section 17.3, in which Boolean search and select loops were introduced. A Boolean search and select lcop appears in SPI source code as an access chain, containing somewhere within it the word ELEMENT followed by parentheses enclosing a Boolean expression. The Eoclean expression may be arbitrarily complicated, perhaps itself containing Boolean search and select loops. From this scurce code, Spl compiles an effective procedure for searching among the elements of a complex, and selecting the first element or all elements for which the Boolean expression has the value true. The only restriction is that the Boolean expression somehow depend on some froperty of the element or elements it is supposed to select.

This section is written for two audiences. First, it is directed to the programmer writing SPL code. It shows him the expansion of his source code into the effective search and select procedure, written as explicit loop statements. This allows him to resolve any questions about the interfretation of his source code, and to pinpoint any ambiguities or inconsistencies. Second, this section is directed to the person irflementing SPL, as a possible means of performing the
iaplementation. The translation process described here has as input SPL source code including Boolean search and select loops, and as output SPL scurce code from which all Boolean search and select loops have been eliminated. The translation process also detects all ambiguities and inconsistencies, and detects when the Boolean expression does not depend on any froperty of the elements being searched. One approach to inflementing an SRL compiler is to imflement compilation of explicit loce statements only, and to include an extra fass which translated implicit loop statements and search and select loop statements into their equivalent explicit loop statements.

The translation process described here uses the type-tree formed from the structure declarations (see Secticn 8) in conjunction with the source code statement, to determine the appropriate sequence and nesting of the loofs so that the required chain of data accesses can be ferformed. Where several sequences or nesting arrangements of the loops are possible, it shows all possible arrangerents and indicates an oftimal arrangement, in the absence of statistical information about the data.

The descriftion of the translation process is itself composed of two steps. The tirst step is the development of a "chart" suitable for computer processing, which characterizes the Boolean search and select loops. The second step is the interfretation of that chart as explicit loof statements in SPL source code, for the next pass of the SPL compiler. The chart is isomorphic to the type-trees of the constructs waich participate in the loofs, with some auxiliary edges and with directions assigned to all the edges. This collection of type-trees and auxiliary edyes is called the "grafh" of the loops. It is not suitable for computer processing, but is included as an aid to human ccmprehension.

The notational conventions used throughout section 18 are that the upper case letters $A, B, C, \ldots$ represent local names or type names of constructs which appear in the source code, and that DUMMY1, DUMMY2, .... represent local names, isolated cells, or statement labels automatically supplied by SPL. No declarations are shown in this section; the appropriate declarations can be inferred frca the source code. The distinction between local names and type names also can be inferred from their position in the source code. For example, if the source code is

then $A$. $C, E$, and $G$ must be type names and $B, D, F$, and $H$ must be local names.

### 18.2. EXAMPLES DEMONSTBATING SCME OF THE RBOBLEMS INVOLVED IN

## TRANSLATION

Note the sifilarity in source code between examples (2) and (3), and between examples (3) and (4).

Example (1) source code:

```
A EpS B <-- C Eps D := ELEMENT (E Efs D = F) Eps G Eps H;
```

Example (1) translated equivalent:
RESERVE D;
LCOE FOK ALL D: $=$ ELEMENT EpS G EpS H
DO IF E EFS D $=\mathbf{F}$
THEN GO TC DUMMY1
END LOOP:
ERAOR; <<required element does not exist>>
DOMMY1:
A Eps B <-- C EfS D;
Example (2) source code:
A Eps B $<-$ C Eps D : = ELEMENT (E Efs D = F) Eps GEps H: ELEMENT (I Eps $H=J$ ) Eps KEpsL;

Example (2) translated equivalent:
BESERVE D;
aESERVE H:
LOOP PGE ALL H := ELEMENT Eps K Eps L
DC IF I Eps H = J THEN GO TO DUMMY1
END LOOP;
ERROB:
DUMMI:
LCCp FOG ALL D:= ELEMENT Eps G Eps H
DO IF E EPS $\Sigma=F$ THEN GO TO DUMMY2
END LOOR:
ERROF:
DUMMY2:
A EpS B <-- C EpS D;

Example (3) source code:
A EpS B <-- C EpS D := ELEMENT (E EpS D $=$ E) Eps Geps H:= ELEMENT (I Eps H = J Eps D) Efs K Eps L;

Example (3) translated equivalent:

```
RESERVE D;
RESERVE H:
lCOF FCE ALI H := ELEMENT Eps K Eps L
dC LCOE POE ALL D:= ELEMENT EpS G EpS H
    DO IF EEFS D = F
            THEN GC TO DUMMY!
        END LOOP;
        ERFOR;
        DUMMY1:
        IF I Eps H = J Eps D
        THEN GO TC DUMMY2
END LOOP:
ERROF;
DUMMYZ:
A EpS E <-- C EpS D;
```

Example (4) source code:

```
A Eps B <-- C Eps D := ELEMENT ((E EfS D = F) &
    (I Eps H = J Eps D)) EpS G Eps
    H := ELEMENT (EXISTS D) EfS K EpS L;
```

Example (4) translated equivalent:

```
RESERVE D;
RESERTE H;
LOOF FOE ALl H := ELEMENT EPS K Eps L
DC LCOP FOG ALL D := ELEMENT Eps G Eps H
    DO IF (E EpS D = F) & (I EgS H=J Eps D)
        THEN GO TO DUMMY1
    END LOOF
END LOOP;
ERROE:
DUMMY 1:
A EPS B <-- C EPS D;
```

The translation of Boolean search and select statements into their equivalent explicit loop statements is based on interpretation of a chart. The chart characterizes the lcops $k y$ describing the various dependencies involved in the search and selection process. There are six types of dependencies, two of which are discussed here, two are discussed in section 18.11, and two are discussed in Section 18.16.3.

The sequence of accesses described by an access chain starts with some kncwn construct which is identified by its local name. The next access is of the first-order descendant of the known construct, and the next access is of its descendant, etc. In this context, the descendant of a structure-fointing atom is the structure to which it points. Each construct after the known construct is said to "depend for access" on its first-order ancestor. Dependence for access is one of the dependencies shown in the chart.

The selection of one element among the many elements of a complex is based on some froperty of that element. The properties of an element are the values stored in the atoms within the element. The atoms may be either first-order or higher-order descendants of the element. The element is said to "defend for selection" on some of its descendant atoms. Defendence for selection is another of the dependencies shown in the chart.

Source code from example (1) of Section 18.2 is used in descriting the development of the chart. The source code is repeated here, as follows:

AEFS B <-- C EpS D : = ELEMENT (E EFS D = F) Eps G Eps H;
$A$ defends on $B$ for access, $C$ depends on $D$ for access, $D$ depends on $G$ for access, and $G$ defends on $H$ for access. $D$ also depends on $E$ and $F$ for selection.

In the chart, each of the names $A, B, C, D, E, F, G, B$ is used as a heading tor a row $R(i)$ and for the column $C(i)$ with the same subscript. The chart subsequently may be rearranged so that the names head different rows and columns, but all rearrangements are performed such that a name aluays heads a rou and column with equal subscripts. If name $N 1$ depends on name $N 2$ for access, then the letter is entered in the chart in the intersection of row $R(N 1)$ and column $C(N 2)$. If name $N 1$ depends on name $N 2$ for selection, then the letter $S$ is entered in the chart in the intersection of row $R(N 1)$ and column $C(N 2)$. Fig. 18-1 illustrates the chart for the example source code.

Each row in a froperly formed chart contains either no letter a or one letter A. If the name heading the row appears only in the rightmost position of one or more access chains, then the row will contain no letter A. If the name heading the row appears in some access chain as a descendant construct, the row will contain exactly one letter $A$, because in the trees formed by structures each construct can have only one first order ancestor, and therefore degend on only one other construct for access. A single statement in the source code way contain several access chains which mention different instances of the same type of construct. Although the type names are identical, the different instances are distinguished (by examination of the local names at the rightmost ends of the access chains) and each instance heads a separate row and column in the chart. It any row contains more than one letter $A$, and if the name beading the row is the type name of a construct, then that type name reters to different instances of the construct. The instances should be distinguished. If any row contains more than one letter $A$, and if the name heading the row is the local name of a construct, then there is an inconsistency in the source code. If two separate rows $R(i)$ and $R(j)$ are headed by identical type names and the letter $A$ is in the same column for both rows, then the two identical type names fossikly may refer to a single instance of a construct. A compile-time warning message should be issued. The rows $R(i)$ and $R(j)$ and columns $c(i)$ and $C(j)$ should be merged if they correspond to a complex or to an atom. But they should not be merged if they correspond to an element. The SPL programmer may want to select different elements of the same complex in several different loops within a single statement.

If any row-column intersection of the chart contains more than one letter (either a or S), or it the main diagonal is not empty, then the scurce code is inconsistent.
once formed, there must exist at least one arrangement of the chart (simultaneously rearranging row $R(i)$ to $R(j)$ and column $C(i)$ to $C(j)$ in which all the $A^{\prime} s$ lie in the upper-right triangle. Fig. 18-2 shows such a rearrangement of the chart of Fig. 18-1. This arrangement must exist because SPL structures are trees: the sequence of accesses from ancestor to descendant constructs is mirrored in the chart as a sequence of accesses from the name heading the bottom row (or rightmost columa) to the name heading the top row (or leftmost column). The arrangement of all A's in the upper-right triangle is a consequence of the ancestordescendant relation being nonreflexive. If no such arrangement exists for some particular chart, the source code from which the chart was formed is inconsistent. In the subsequent discussion, the only chart arrangements considered are those in which the A's lie in the upperright triangle.

The chart is derived in several steps. An original chart is drawn showing all the dependencies for access and dependencies for selection which appear in the source code. In succeeding steps the dependencies which are not relevant to the loops gradually are eliminated from the chart, until tinally an irreducible chart is obtained. The equivalent explicit loop statements are deterained frcm an interpretation of this irceducible chart.

The charts following the original chart are derived successively fror their fredecessors by deleting both a row and its corresponding column it either the row is empty or the cclumn is empty. The process is repeated until no more deletions are fossible. Figs. 18-3(a) and 18-3(b) show two steps in reducing the chart of Fig. 18-2. The chart of Fig. 18-3(b) is irreducible.

A row being empty means that the construct does not depend on the other constructs, either for access or selection. The construct is constant relative to the search and select loops; therefore its inclusion in the chart is not relevant to the goal of characterizing the lcofs. A column keing empty weans that no other construct depends on this one. While the construct itself is defendent on the result of the s€arch and select loops, its inclusion in the chart is not relevant to the goal of characterizing the loofs.

Even for an irreducible chart, several arrangements may be possible without violating the restriction that the A's remain in the upper-right. triangle. Fig. $18-4$ shows an example.

The interfretation of a letter lying in the upper-right triangle of a chart is that the named construct heading the column can be determined before the named construct heading the row. Each row containing at least one letter $S$ corresponds to an element of a complex for which a search and select loop is needed. Each row containing at least one letter $S$ must have at least one letter $S$ in the lower-left triangle, if the source code is errcr-free. Otheruise, the selection of the elements could te determined before the elements were accessed, so the search and select loof would be unnecessary. Similarly, if a row containing at least one letter $S$ is deleted during the derivation of an irreducible chart, the search and select loop corresponding to the row is unnecessary, indicating an error in the source code.

### 18.4. DEVELOPING A GRAPH

Fig. 18-5 shows the development of both the chart and graph for the source code from example (3) of Section 18.2. Fig. 18-5 (a) shows the original chart formed from the source code, rearranged so that all the A's lie in the upper-right triangle. Fig. 18-5 (b) shows the type-trees associated with the source code. The type-trees are drawn with beavy lines. Also shown in Fig. 18-5 (b) are some auxiliary edges drawn with light lines. The auxiliary edges represent the connection between the elements of a complex and the atoms which participate in determining the selection of the elements. A direction is assigned to each of the edges, going from a given construct to another construct on which it defends. Thus the direction always is upward on the edges of the type-trees, indicating that the loyer construct depends on the upper construct for access. The direction always is from an element to an atom on the auxiliary edges, indicating that the element depends on the atom for selection.

Fig. 18-5 (c) shows the irreducible chart detived from Fig. 18-5(a). After all irrelevant rows and colums have been eliminated, only the central fart of (a) remains in (c). Fig. 18-5 (d) shows those fortions of the typetrees and auxiliary edges which still remain in the irreducible chart (c). The irrelevant portions of (b) were eliminated tc form (d). Fig. 18-5 (d) is called the graph of the search and select loops generated by the source code.

Each row or column in the chart corresponds to a node in the graph. Each letter $A$ or $S$ in the chart corresfonds to an edge in the graph. The letter $A$ corresfonds to an edge in the type-tree. The letter $S$ corresponds to an auxiliary edge. If the letter $A$ or $S$ is in the intersection of row $R(i)$ and column $C(j)$, the direction of the corresponding edge is from node i to node $j$.

One of the requirements for well-formedness of each Boolean search and select loop is that the selection defends on some property of the elements being searched. Except where the source code uses EXISTS (discussed in Section 18.11), this requirement is shown in the graph by reguiring that there exist at least one auxiliary edge pointing from the elewent-node to a descendant node.

### 18.5. INTERERETING A CHART TO DETERMINE LOOPS

Each row containing at least one letter $S$ corresponds to a boolean search and select loof. The scope and nesting requirements of the loop are shown by drawing an isosceles right triangle on the chart. The base of the triangle lies on the main diagonal, and the apex includes the leftmost letter $S$ in the row. Fig. 18-6 shows the same chart as fig. $18-5(\mathrm{c})$, redrawn with the triangles included. In $F i g$. 18-6, the $D-E$ loof of Fig. $18-5(\mathrm{~d})$ is seen to be nested within the H-I-J loop. This corresfonds with the translated equivalent code in exarple (3) of section 18.2 .

Since the row headings and column headings appear in the same crder, the triangles merely are d gecmetric way of projecting forward the scope of a loop. A loop determining the selection of an element appears as some $S$ 's in the row headed by the name of the element. The maximum scope of the loop is the column containing the leftmost $S$ in the row. The column is projected to its corresponding row by travelling up the column to the main diagonal.

Sometimes when the irrdeucible chart tirst is developed, the arrangement indicates nesting of the loops. A rearrangement of the chart may show that nesting actually is unnecessary, but that disjoint loops extcuted sequentially are sufficient. See fig. 18-7 for an example. Disjoint sequential loops are more economical than nested loops, and should be usєd wherever possible. Rearranging the chart is discussed in the sections following section 18.5.

If the selection of elements is determined entirely by the contents of data atoms (not structure-pointing atoms, or other elements or constructs), then it always is possible to arrange the chart so that the triangles are either disjoint or properly nested. Rearrangement to achieve proper nesting is possible because data atoms terminate their access chains, so there is no constraint preventing a data atom from being shifted ufward-leftward in the chart. Fig. $18-8$ shows two arrangements of a chart, one with improper nesting and one with proper nesting. Atom $F$ is shifted to achieve froper nesting.

However, if the selection of elements is determined partly by the contents of structure-fointing atoms, froper nesting of the triangles sometimes may not be possible. proper nesting always is possible if the contents of the structure-pointing atoms are used as data only -- names to be tested and compared with other names. But if the contents of the structure fointing atoms are used both as data in selecting elements of one complex, and as part of the access chain to another complex which must be searched simultaneously, then frofer nesting may not be pcssible.

Fig. 18-9 shows an example where profecr nesting is possible, and Fig. 18-10 shows an example where frofer nesting is not possible. In both examfles, the content of a structure-fointing atom is used both as data and as fart of an access chain.

The impossibility of proper nesting of the triangles can be used to detect an obscure source code error which ctherwise would be undetectatie. Although the graph in Fig. $18-10$ seems to indicate that each selection of an element depends on some property of that element, this actually is not so. The source code has an unnecessary search and select loof. The error may be seen in the source code of fig. 18-10 by observing that, when $D$ is selected, the content of the structureFcinting atom $E=$ DUMMY2 $=$ the content of structure-pointing atom $I$. Therefore, $F$ egs $E$ could just as well have been written $F$ Eps I. But $I$ is a constant relative to the loops, so $F E p s I$ also is a constant relative to the loops, and there is no basis on wich to select an element DUMMy1 Efs $H$. The error is mote obvious in fig. 18-11, where the same source code is used, except that $F$ Eps $E$ is rewritten as Fefsi.

Improfer nesting also may arise if the Roolean predicate EXISTS, applied to an element, is used to determine the selection of an element in another complex. This use of ExISTS is discussed in Section 18.11. Proper nesting not only involves the triangles shown in fig. 18-8, but also sutsidiary triangles with apexes including the other S's in the lower-left triangle of the chart. The chart arrangements of Fig. 18-8 are redrawn in Fig. 18-12, showing the subsidiary triangles drawn with light dotted lines.

### 88.6. CLUSTERING S's about the main diagonal

After each rearrangement of the chart for any reason other than the one discussed here, the chart should be rearranged again to improve the clustering of the $S$ 's in the lower-left triangle. Shifting the $S$ 's in the lower-left triangle of the chart closer to the main diagonal, has the effect of reducing the number of accesses performed during each cycle of the corresponding loop.

The shitting described here has limited goals, to keep this part of the operation simple. Cnly minor local performance improvements can be exfected from this shifting; other rearrangement techniques described in the following sections produce the major fertormance improvements.

Fig. 18-13 shows an exadple of foorly clustered and well clustered chart arrangements. only rows which do not contain s's are rearranged. The chart is partitioned by the rows which contain sis. Each partition of consecutive rows, none of which contain s's, is rearranged internally. The partition as a bhole maintains its same fosition in the chart. In Fig. 18-13(a) there are two partitions. $(H, I, E, J, F, G)$ and ( $M, K, N$ ).

In addition to contining rearrangement within a partition, no change is made in the relative order of the columns containing s's. The relative order of columns $H, E, M$, and $N$ is the same in Figs. 18-13(a) and 18-13(b).

### 18.7. EROPAGATING EEPENDENCY

The original chart formed from the source code does not. in general, have all the $A$ 's in the upper-right triangle. If there are errurs in the source code, they should be detected as soon as possible, in order to make the error messages wost meaningful to the SPL programmer. Therefore the chart should be rearranged immediately to put all the A's in the upper-right triangle, so that a source code error which prevents this rearrangement can be detected refore the irreducible chart is derived.

Oace the irreducible chart has been derived, the arrangement still may not permit froper nesting of the triangles. proper nesting always can be achieved by shifting data atoms upward-leftward, as described in section 18.5.

The question then arises: What other chart arrangements are possible? The first derived arrangement of the irreducible chart may not be the most desirable arrangement. Rearrangement may produce greater efficiency of execution, or a different order in which elements are selected.

An exhaustive search for all valid rearrangements of the chart would be a very expensive computation at compile time, of the order of $N$ : if there are $N$ rows cr columns. This section describes how to obtain the relevant information without any actual rearrangement, using an invariant property of the chart.

A letter $A$ or $S$ in the chart, say at courdinates (i,j), indicates that construct i depends directiy cn construct j. This dependency can be fropagated to all the constructs on wich construct j depends directly, etc. Eventually one or more faths are created leading from construct $i$ to all the other constructs on which it depends, either directly or indirectly.

In this section we are interested in fropagating dependencies only to other constructs whose identities already have been determined by access and selection. Accordingly, paths in the upper-right triangle of the chart are restricted to remaining in the upper-right triangle. Fig. $18-14$ shows an example of the profagation of dependencies. Arrows in the chart trace the paths of fropagation.

A path is initiated from each letter a or $S$ in the chart. The path starts propagation along the coluan containing the letter.

When propagating along a column $C(i)$ follow the column to the main diagonal, and then start profagation rightward along row $R(i)$. The Eresence of other letters in that column is a coincidence which has no effect on the path of propagation.

When prouagating along a row $R(i)$, start a path propagating along each cclumn $c(j)$ such that $i<j$ and such that there is a letter a or $s$ at coordinates ( $\mathrm{R}(\mathrm{i}), \mathrm{C}(\mathrm{j})$ ).

Fig. 18-15 shows two chart arrangements which differ only in the Fosition of data atcm $H$. In Fig. 18-15 (a), the loops are nested unnecessarily, since shifting $H$ downward-rightward permits the sequential loop execution shown in Fig. 18-15(b). Shifting $H$ does not change the order in which elements are selected, but does produce greater etficiency of execution.

Ihis situation can be detected by observing that the path of dependency $⺊$ ropagation, starting from the letter $S$ at coordinates ( $G, H$ ), travels above the upper loof corresponding to row $D$, yet does not depend cn loof D. Therefore data atcm $H$ can be shifted downard-rightward.

H is shifted to a new fosition such that column $H$ is immediately to the left of column $C(j)$, where $C(j)$ is the leftmost column such that there is a letter a or $S$ at coordinates ( $\mathrm{H}, \mathrm{C}(\mathrm{j})$ ). In the example,
 G, and row $H$ immediately above row $G$. Finally, $H$ is shifted upwardleftward the minimal number of positicns necessary to reestablish proper nesting. Profer nesting must be established for the subsidiary triangles, as well as for the triangles indicating loops. The final upward-leftward shift is not necessary in the example of Fig. 18-15.

### 18.9. INDEPENDENCE OF LCOPS EXECUTED SEQUENTIALLY

As descrited in Section 18.5, two disjoint triangles in a chart correspond to two separate search and select loops which are executed sequentially. If the loops are independent, either one can be executed before the other. If one of the loops depends on the other for the selection of an element, then either the dependent loof is executed second or else a wasteful nesting of the loops must be used. These conditions may be determined from the chart as follows. Iwo independent loops $A$ and $B$ produce two arrangements of the chart with disjoint triangles. In one arrangement triangle A is above triangle $B$, in the other arrangement triangle $B$ is above triangle A. But one loop dependent on the other produces one chart arrangement with disjoint triangles (the starting assumption of this discussion) and one chart arrangement with nested triangles.

Given a chart arrangement with twc disjoint triangles, independence ot the loops can be determined from the faths of dependency propagation. The loop corresponding to the lower triangle cannot possibly depend on the loop corresponding to the upper triangle. Therefore the loops are independent if and only if the upfer loop does not depend on the lower 100F.

Let E (upper) be the row corresponding to the upper loop, and let R (lower) be the row corresponding to the lower loop. Follow the paths of dependency propagation from each of the letters $A$ or $S$ in row R (upper). If any of these paths intersect the main diagonal at coordinates (R(lower), C(lower)), then the upper loop depends on the lower loof.

Fig. 18-14 shows an example of one loop depending on another loop. Fig. 18-16 shows an example of independent loops.

After data atoms have been shifted downward-rightward as described in section 18.8 , any nested triangles remaining in the chart correspond to nested locps, where the inner loop defends on the outer loop. The inner loop may depend on the outer loop for access, for the selection of eleatents, or for both.

If the inner loop depends on the outer loof for access, it is impossible to rearrange the chart such that the relative positions of the two lcops are interchanged. Fig. 18-6 shows an example where the inner loop depends on the outer loop tor access. The path of dependency starting from the letter A in row deventually intersects the main diagonal at coordinates ( $H, H$ ).

If the inner loop does not defend on the outer loop for access, the relative positicns of the two lcops can be interchanged. The resulting chart arrangement shows disjoint loops which are executed sequentially, if what tormerly was the outer loop does not depend on what formerly was the inner loop. Rearranging Fig. 18-14(b) to Fig. 18-14(a) is an example.

The resulting chart arrangement again shows nested loops, if the two loops are mutually dependent. Interchanging the inner and outer nested loofs alters the order in which elements are selected. Fig. 18-17 shows a simple example of mutual dependency, and figs. 18-18 and 18-19 show some more complicated examples.

Mutual dependency of nested loops is detected by a slight modification of the method of following defendency fropagation. The method described in Section 18.7 avoids loops in the paths of propagation by restricting all fath extensions to the upper-right triangle of the chart. All faths starting from the upper-right triangle must trend downard, so no loous can be formed. Similarly, all paths starting from the lower-lett triangle must trend upward, all paths ending in the upper-right triangle must trend rightward, and all faths ending in the lower-left triangle must trend leftward. This is a simple consequence of the fact that vertical paths are directed toward the main diagonal. while horizontal paths are directed away from the main diagonal.

There are two modifications to the method described in Section 18.7. The first is to allow loops in the faths of dependency fropagation, by allowing the paths to extend leftward from the main diagonal alcng rows which contain s's in the lower-left triangle. The second modification is to separate those paths which happen to coincide. coincident faths are distinguished by redrawing them as smooth arcs, an arc from each letter a or $S$ in a column $C(i)$ to each letter $A$ or $S$ in the corresfonding row $\mathrm{B}(\mathrm{i})$, for all i. Fig. $18-20$ shows some of the previous charts redrawn with smooth arcs.

The chart shows mutually dependent nested loops which can be interchanged, it there exists a closed uniformly-minimal-s path which fasses through two or more $\mathrm{S}^{\prime} \mathrm{s}$. A minimal-S path from a starting letter $A$ or $S$ to an ending letter $A$ or $S$ is defined as a path from the starting letter to the ending letter, such that no other path passes through fewer $S^{\prime}$ s. A closed minimal-S path is defined as a minimal-s path which starts and ends at the same letter. A closed uniformly-minimal-s path is defined as a closed minimal-S path starting (and ending) at any letter $A$ or $S$ through which the path passes.

Fig. 18-20(c) shows a closed uniformly-minimal-s path. Fig. 18-20(b) shows a closed minimal-S fath which is not uniformly-minimalS. The path starting at the letter $S$ at coordinates ( $G, E$ ) is minimal-S. But if the other letter $S$ at ( $D, F$ ) or if either of the A's is considered the starting letter, the path is not minimal-S. In this example, the lcofs corresponding to rows $G$ and $D$ are mutually dependent, but they cannot be interchanged because loop $G$ defends on loop $D$ for access.

The Boolean fredicate EXISTS may be used to test for a nonzero value in a structure-pointing atom, $c r$ for the existence of an element in a complex. Referring back to the example declaration of fig. 4-1.

If exists neighbof := . hCuse on left eps home then gG to aleha;
conditionally assigns the locan name NEIGHECR and branches, if the structure-pointing atom HCUSE ON LEFT contains a nonzero value. EXISTS way be used in two ways to test for the existence of an element. The first of these,

If EXISTS A : = ELEMENT (B Eps A = C) Eps D Eps E THEN
else
frevents the system error exit ERFOR from reing executed, in the event that the Boolean exfression has the value FALSE for all elements of complex $D$. Local name $A$ is assigned only it the specified element exists.

Fig. 18-21 shows an example of the second way in which ExISTS may te used. This is another form of mutual dependency, where the selection of an element of one complex (element $K$ of complex 0 in the example) defends on the existence of a specified element of another complex (element $L$ cf couflex $p$ in the example). The second element (L) must in turn depend on the tirst element (K) either for access or selection, in order that there ultimately be an effective selection criterion for the first element. In Fig. 18-21, $K$ depends on the existence of $L$, and $L$ is accessed through $k$. In Fiy. 18-22, K defends on the existence of l, and the selection of $L$ deyends on the contents of atom $N$ belonging to K. In Fiy. 18-23, the selection of elements never can re resolved, because the selection of each element depends on the previous selection of the cther element.

The letter E has been introduced into the chart in these examples, tc indicate that the selfction of an element of one complex depends on the existence of a specified element of ancther complex. The $E$ may be in the lower-left triangle, as in Fig. $18-22(a)$, or in the upper-right triangle, as in Fig. 18-22(b). The scope cf the loop corresponding to the E must ee expanded until it includes scme other loop with an etfective selection criterion. The scofe is expanded upward in the chart if the $E$ is in the lower-left triangle, or downard in the chart it the $E$ is in the upper-right triangle. In either case, the column $C(j)$ containing the $E$ is projected to its corresponding row $R(j)$. Fig. 18-24 shows an example which will be used to describe the method of exfanding scopes. A square is drawn on the chart for each $E$, such that the $E$ is in one corner of the square and the square is bisected by the main diagonal. Say the $E$ is located at coordinates ( $\mathrm{B}(\mathrm{i}), \mathrm{C}(\mathrm{j})$ ) corresponding to a loof on row $\mathrm{R}(\mathrm{i})$. Row ? (j) also corcesponds to a loof, unless there is an error in the source code.

If there are no $E$ 's in row $R(j)$, then $R(j)$ must contain at least one $S$ which is strictly to the left of the square. This guarantees that. there is an effective selection criterion, which can be propagated back to row $R(i)$. The square should be expanded the minimal amount necessary to achieve frofer nesting, and include the $S$ in row $R(j)$.

If there are $E$ 's in row $R(j)$, their squares should be expanded first, and then the given square on row $R(i)$ should be expanded the minimal amount necessary to include (or coincide with) all the expanded squares on row $R(j)$. When expanded, the square on row $R(i)$ must include at least one column to the left of its original boundaries, unless there is an error in the source code.

Finally, the scope of the loof corresponding to row $R(i)$ is determined by a square of the minimal size necessary to include any s's in row $R(i)$ in the lower-left triangle of the chart, and to include all the expanded squares corresponding to E's in row $\mathrm{R}(\mathrm{i})$. This square, like all the squares described above, must be drawn so that it is tisected ky the main diagonal.

An exception to this method is the case where a numeric search and select loop provides the effective selecticn criterion. Numeric search and select loops defend only on themselves for selection; other loops which depend on thell for existence do not necessarily require expansion leftward of their scopes. Fig. 18-25 shows an example, with an $N$ on the main diagonal indicating a numeric search and select loop.

When tracing paths of propagated dependency or searching the chart tor clcsed uniformly-minimal-s paths, E's are treated the same as s's. N's are a special case. Since they lie in the main diagonal, they terminate all faths leading to them. Charts really are not helpful in the translation of mumeric search and select loops. Numeric loops can be omitted trom the charts if the exception mentioned in the paragraph atove is recognized.

### 18.12. STARTING TBE SEARCH AT SCME OTHER EIEMENT

Eig. 18-26 shows an example where the search does not necessarily start at the first element of the complex. The search for element $D$ starts after selecting element $G$ of the same complex. The effect on the relative order in which the loops wust be executed is the same as though element $D$ defended for access on element $G$. Therefore the chart contains the letter a at coordinates $(D, G)$. The graph shows the simulated access as a troken line.

### 18.13. SOURCE COEE EAKCRS NCI DETECTAFLE EY CHARI


#### Abstract

Atheists will be yratified to learn that loop analysis by chart is sct omniscient. There are some source code errors tor which no detection method has (yet) keen develcyed. Fig. 18-27 shows an example where logically indefendent Boolean search and select loops have keen coded in such a manner that they are mutually dependent. Fig. 18-Z̈ठ shows an example where one of the Boclean factors in a boolean term does not deptid on any property of the element being selected. A third example, as tollows, is selt-contradictory.

A EpS B <-- CEpS D: ELEMENT (E Efs D = F) Eps G EqS ELEMENT ( $口$ Exists D) EfS HEFSI;

Sfecial tests could be devised to detect each of these simple examples of source code errors, but not general tests to detect the same type errors eatedded in very complicated source code.


### 18.14. SEECIFYING CRDFE OF EXECUTICN

The relative order in which numeric or Boolean search and select loofs are to be extcuted can be specified $k y$ the SPL programmer. The crder of some or all of the loops in a single statement is specified by unsigned integers, enclosed in parentheses and freceding the word ELEMENT. Fig. 18-29 shows an example.

The looys whose order is specified need not te well-ordered. Several of the unsigned integers may be equal. The order of executing these loofs is unspecified with respect to each other, but all these loops aust follow any loops specified with a lower integer, and precede any loofs specified with a higher integer. The loops whose order is not. syecitied in the source code way be executed before, between, or after the specitied loofs, subject of course to accessing restrictions.

In the absence of any of the freviously discussed constraints, the loops are executed in the order imposed by other considerations in the source code: heirarchy of phrases in parsing an exfression, left-toright order, etc.

### 18.15. TRANSLATE[ CODE

Examination of the chart is made for the purpose of translating SPL source code containing Boolean search and select loop statements, into equivalent $S P L$ source code containing only explicit loof statements. The relative positicns of triangles in the chart determine the relative crder of execution and the nesting of the explicit loops. other statements appear in the translated equivalent code, as well as the loop statements; Section 18.2 contains some examples. This section descrites what other statements are needed, and where they are gositioned with respect to the explicit locp statements.
18.15.1. SIMPLE LCOPS

Section 18. 15.1 describes the code to select a single element of a complex. The selected element is the tirst for which the Boolean expression in the source code has the value TRUE. There must not be mutually defendent intercnangeable loops, and the source code must not contain the word EXISTS. Translation of source code containing mutually defendent interchangeatle loops or containing the word EXISTS is descrifed in following sections.

Fiy. 18-30 shows example source code of the kind described in this section. The outer triangle in the chart corresponds to the outer nested loop statement. The two inner disjoint triangles correspond to the two inner nested loops. which are executed sequentially. The loop corresponding to the lower-right triangle is executed betore the loop corfesponding to the upper-left triangle.

The local names of the selected elements are used as bound variables for describing the properties of the elements. But they also may be used in sutsequent code in the same manner as any other local names: to name instances of constructs (elements, in this case) whose identities already have been deterained. Therefore these local names are reserved outside the outermost loof statement.

The code within the scope of each of the loof statements consists of all the inner nested loop statements (if any), followed by the Boolean test. If the Boclean test is successtul, a branch is executed to code outside the scope of the loop. Immediately following the end of the loop is an ERRCK statement, indicating a programming error if none of the elements have the property specified in the Boolean test. Following the ERROR statement is the branch destination for the Boolean test, and then whatever subsequent code is appropriate. The executable code of the source statement (A Eps $B$ <-- C Eps D in the example) follows the last outermost loop statement.

## 18. 15.2. MUTUAL DEPENDENCY FOR SELECTION

If several nested loops are mutually dependent in a manner such that the selection of elements from each lcop defends on the selection ot elements riom all the other loops, yet none depends for existence on any of the others, then the Boolean tests and ERROR statements of the loops are merged. Fig. $18-31$ shows an example. The two Boolean tests are "anded" together inside the innermost nested loop, and only a single EFRCB statement occurs outside the outermost nested loop.

The Boolean test corresponding to the innermost loop is executed before the Boolean test corresponding to the outermost loop. This is the same crder of execution as the order shown in Fig. 18-30. It reduces possible side eftects resulting from executing the tests.

If the selection of an element of one complex depends on the existence of a specified element of another complex, there is no boolean test for existence. The only Boolean test within the nested loops is of the effective selecticn criterion tor the element of the second complex. Except for the atsence of one boolean test, the translated equivalent code is the same as tor mutual defendency with interchangeable loops.

Fig. 18-32 shows an example using EXISTS. The only Boolean test inside the innermost nested loop is tor the selection of element l. If the test succeeds, execution branches outside both loops, thereby etfectively selecting element $K$. Fig. 18-33 shows a more complicated exafple.
18.15.4. CONDITICNAL STATEMENTS USING "EXISTS"

If a conditional statement tests for the existence of a specified element, the code tor the ELSE condition substitutes tor the ERROR statement following the last outermost loof. In other respects the translated equivalent code is the same as kreviously described. Fig. 18-34 shows an example.
18.16. SELECIING ALI ELEMENTS
16.16.. 1. INTEEREETATICN CF THE KORE "ALI"

The word all afpearing in an access chain implies the existence of a loop for sequencing over the elements cf a complex. If no loop would be compiled in the absence of the word ALL, then Spl compiles a loop sfecitically in resfonse to recognizing the word all. This is called an implicit loop. It is described in Section 17.2.

But it the word ALI is applied to elements chosen by a Boolean search and select loop, SPL does not compile ancther loop in response to recoyniziny the word ald. The loof which ferforms the selection of elements also is used to sequence over all the selected elements. The scope of the lock is expanded to include all the operations (accesses. tests, stores, other loops, etc.) which defend on the elements selected by the loof.

Fig. $18-35$ shows a simple example of foolean search and select loofs, where all the elements are selected rather than just the tirst element. Although the triangles in the chart are disjoint, the loops are nested. The local names ot the elements are not reserved as they are in Fig. 18-30), there are no Firob statements, no branches, and the executalile code is inside the imermost nested loop.

```
18.16.2- KEST&ICTIONS CN THE USE OF "ALL"
    Some uses of the word AlL in access chains are intrinsically
meaningless. These source code errors occur in situations like the
following.
    First, observe that:
(1) A EfS P&EFACE ELEMENT EpS B
        <-- C EPS D := ELEMENT (E EPS D= EPS G) EPS H
        Eps G:= Element (I Eps G = J) Eps K Eps L;
is completely synonymous with:
(2) A Eps fferace Element Eps B
        <-- C EES L := ELEMENT
        (E EfS [ = FEps G := ELEMENT (I Efs G = J) Eps K Eps L)
        EpS H EfS G:
Next, modify the source code to select all elements G. Then:
(3) A Eps preface Element Eps B
        <-- CEES D:= ELEMENT (E EYS D = E EfSGG) EpS H
        EgS ALL G := EIEMENT (I EfS G = J) Eps K Eps L;
is completely synonymous with:
(4) A EpS EREFACE ELEMENT EpS B
        <-- CEFS D:= ELEMENT
        (E E%S D = F EpS G := ELEMENT (I EFsG = J) Eps K Eps L)
        FFS H EFS ALLG;
In examples (3) and (4), the word ALL appears in the access chain for C.
The access chains tcr C and F coincide, starting at G. But to the left
of G, the access chains are distinct. Examples (3) and (4) are not
syncnymous with:
(5) A EfS Pheface Element Eps B
        <-- C EPS L:= ELEMENT
        (E EfS D=FEPs ALL G := ELEMENT (I Eps G = J) Eps K Eps L)
        Egs K EqS G;
Examtle (S) is meaningless; the source code is in error.
```

By modifying the source code of example (5) into a Boolean implicit. loof, the source code once again is meaningful:
(6) A Egs pheface element eps b <-- C EjS $\mathrm{C}:=$ ELEMENT (E Eps D = AMy OF F Eps ALL $G:=$ ELEMENT (I Efs $G=J$ ) Eps K Eps L) EpS Hept G;

Which is corfletely synonymous with:
(7) A Eps pheeace element Eps B <-- CEps $\quad$ : = ELEMENT (E Eps D = ANY CF FEps ALL G) Eps H Eps G : = ELEMENT (I Eps G = J) Efs K Eps L:

Further moditication of examples (6) and (7) may lead to two more errors. The word All in example (6) or (7) cannot be moved to precede the other occurrence of the letter $G$, as in:
(8) A EfS Pfeface element Eps b <-- CEEX $D:=$ ELEMENT (E Epd D = ANY CF F Eps G) Eps H EfS ALL $G:=$ ELEMENT (I Efs $G=J$ ) Eps K Eps L;

The error in example (8) is similar to the error in example (5). Example (8) has nc word all in the access chain for the Boolean implicit lcot on $E$, since the access chains for $C$ and $E$ do not coincide until G. The other erfor arises if the source code of example (6) or (7) is modified so that the word ALL precedes both occurrences of the letter $G$, as in:
(9)
a Eps preface element eps b
 Eps all $G:=$ element (I Eps $G=J$ ) Eps K Eps L;

At most one word All can be applied to a single local name tor elements, within a single statement. In example (9), the two occurrences of the sinyle local name $G$ each are preceded by the word all. It is meaningless to attempt to use more than one criterion for the selection of elements $G$.

However, the elements of a single complex may be selected by several criteria, if the resulting selections are assigned different lccal names. Exarfle:

A Eps preface flement Eps b <-- C EpS $\mathrm{C}:=\mathrm{ELEMENT}$ (E EpS $\mathrm{C}=$ ANY OF F EpS ALL $X:=$ ELEMENT ( $Y \mathrm{E}_{\mathrm{F}} \leq \mathrm{X}=\mathrm{Z}$ ) Eps K EpS L) Efs Heps ALL G := Element (I Eps G = J) Eps K Eps L;
18.16.3. GEPRESENTING "ALL" IN Chart and GGAPH

As a computational did in translating the word all into its equivalent code, using tbe chart apfears to be of marginal benefit. Once a chart has keen developed as described in the preceding sections, with the word all ignored, the moditications necessary to account for the word all can be computed in a straightforward manner by direct examination cf the source code.

However, both the graph and the chart are used in this section to belf describe the required modificaticns. Fig. $18-36$ shows the graph and several charts of the example source code used in this section. The example has three occurrences of the word AIL, for selecting all elements named $P$, $T$, and AI. Each occurrence of the word ALL must be distinguished. We will do so by assigning them subscrifts: all(a), AIL (b), and ALI (c).

The graph shown in Fig. 18-36(a) depicts the entire source code statement, rather than just the loops involved. The various relations or operations ufon the constructs have veen superimposed on the graph, to helf clarify the complicated processes described in the source code. Each occurrence of the word ALL is included as a separate node on the graph, as though it were part of the access chain for the descendant constructs. The elements selected by the loops, $P$, $T$, and $A I$, are above the nodes lateled ail. Each element selected and assigned local name p, T, or al causes frocessing to be ferformed on its descendant constructs. The word all causes selection of adny instances of $Q$, $V$, and aJ as well as many instances of the constructs directly descending from all.

Each occurrence of the word ALL also is included in the original chart, shown in Fig. 18-36(b). The dots in the chart are just a visual aid. The criginal chart is rearranged in Fig. 18-36(c), so that all the A's lie in the upper-right triangle. The error described in example (9) of section 18.16 .2 would show in the chart as two rows headed by the word $A \dot{L} L$, both containing $A^{\prime} s$ in the same column.

Fig. 18-36(c) also shows some paths of dependency propagation, as descrited in Section 18.7. The paths are drawn with solid lines. crily those faths are shown which intersect the main diagonal at a row and column headed by an occurrence of the word all. Each intersection of these faths with the main diagcnal corresponds to some construct which defends on all the specified elements of a complex being selected. rather than just one of the elements of the complex. If the path bends dounward (going frcm row to column) only at letters a, then the construct is accessed through the word all. The upper-leftmost such constructs in the chart are the leftmost constructs of their respective access chains.

Fcr example, consider the path starting at the main diagonal at coordinates ( $M, M$ ). The fath bends downard at the letter a at coordinates ( $M, L$ ). At row it diverges irto two faths. one of these faths leads to the main diagonal at coordinates (ALL(b), ALL(b)) only through A's. Theretore there is an access chain trom construct $M$ to word $A l y(k)$. The other path bends downward at the letter $S$ at coordinates ( $L, N$ ). Therefore the cther fath does not correspond to an access chain.

Since there is no path which bends downward only at a's and which leads to the main diagonal at coordinates ( $M, M$ ), construct $M$ must be leftmost in its dccess chain. This can be verified by examination of the source code of Fig. $18-36$ and the graph in Fig. 18-36(a).

So tar, we have used the chart coly to find the leftmost constructs of all access chains which pass through the word all. It would be equally easy to do this by direct examination of the source code. For each of these constructs, a digit 1 is marked in the chart at the intersection of the row headed by the word all and the column headed by the construct nafe. Light vertical broken lines have been drawn in the columns as a visual aid.

Next, for each diyit 1 in a rcw, mark a digit 2 in the same row, in the colump of each construct which particifates in the same expression. Fcr exaffle, row all (b) contains a diyit 1 in column C. Referring to the source code, $C$ is a member of the expression: $A<--2+C$ * $A D$. This is easier to see in the graph, Fig. 18-36(a). Constructs A, 2, and $A D$ farticipate in the same expression as C. Therefore a digit 2 is warked in row ALL (b) in columns $A, 2$, and $A C$. If the row-column intersection already contains a digit, then the digit 2 is not marked. We now have marked each row headed ty the word all with a digit 1 for the lettmost member (call it "LMM") of each access chain passing through the word $A L I$, and with a digit 2 for each construct participating in the same expression as lMm.

Next, the irfeducible chart is derived, as in Fig. 18-36(d). The optimization methods described in the freceding sections are used to tind the best chart arrangement, and the triangles are drawn on the chart. The digits 1 and 2 are considered to be significant when deriving the irreducible chart, but are igncred when tracing fatrs ot defendency rrofagation.

Each occurrence of the word All depends for access on the elements ct some comilex, as shown by the aricws in fig. 18-36(d). For exarfle, $A L I(D)$ defends on the elements named $T$. The triangle correspondirg to row $I$ must te expanded upward-leftward enough so that it includes the lettmost digit 1 or 2 in row All (b). The triangles corresponding to rows $F$ and $A I$ also must te expanded, and proper nesting must be maintained.

Expansion starts with the upfer-leftmast of these triangles, corresponding to row P. It is expanded encugh to include the leftmost digit in row all (a). The rext triangle to te expanded corresponds to row I. It nust $\mathrm{L} \epsilon$ expanded all the way to the upper-left corner of the chart. This torces the trianyle corresponding to row y to be expanded also, in order to riaintain proper nesting. Finally, the triangle corresponding to row $A 1$ is expanded all the way to the upper-left corner of the chart, in crder to include the digit 2 at coordinates (ALL (c), C). The resultiny expanded tianyles are shown in Fig. 18-36(e).
18. 17. EXTENSION OF SQURCE CODE SYNTAX FCE ROOLEAN SEARCH AND SELECT LOOES

The stronyest criticism of the source code syntax is that the desired operations are not immediately obvious to a person reading the source code. Long strings of code describing the selection criteria have the visual effect of sefarating the access chain. operands which are logically related in an expression apfear physically distant on the frinted gage.

To some extent this problem is unavoidable where many complicated oferations are described in a single statement. For example, the froblem arises in ordinary mathematical nctation, such as the polynomial
$3 * x 1+25 * \times 5 *(5 * \times 4 * \times 3+x 1 *(7 * \times 2+x 4) *(x 2-3 * x 1)+2)-5 * \times 2$
 fhysically distart.

The problea in SPI can be relieved somenhat by an extension of the syntax, to allow an optional alternative fcrm of writing Boolean search and select statements. The selection criterion may be assigned a name, and then the name detined following the remainder of the statement. exafele:

A EpS $\mathrm{E}<\rightarrow$ C EpS D : = ELEMENT (E EfS $\quad=\mathrm{F}$ ) Eps GEpSH;
also may be written as:
A Eps B <-- C Eps D := ELEMENT (TfSTD) EpS G Eps H WHERE TESTC $=(E \operatorname{EpS} D=F)$;

Using the alternative syntax ctfers no advantage unless the statement of the selection criterion is lengthy, causing visual separation of the access chain. The alternative syntax introduces an additional nate for a bound variable into the source code, which merely increases confusior in simple situations like the example ahove. However, the alternative syntax can reduce confusion in more complicated situations. The examples below are taken tromfig. 18-19 and Fig. 18-24.

Example (1) source code:
A EESB $<--C E F S D:=$ ELEMENT (E EpS D $=F E p s G:=$ ELEMENT (HEES I : = ELEMENT (J Eps $=$ K) EpSLEES $=$ MEps D) EES N EfS E) EFS \& EPS R;

Example (1) alternative syntax:
A Eps b <-- C Eps D : = ELEMENT (TESTC) Eps Q Eps hbere testd = (E Eps D = Feps G:= Element (testg) Eps neps P)

WHERE TESIG $=\left(\mathrm{HEPS} I:=\operatorname{ELEMENT}\left(J \mathrm{E}_{\mathrm{IS}} \mathrm{I}=\mathrm{K}\right) \operatorname{EpS} \mathrm{L}\right.$ EpS $\mathrm{G}=$ MEES [) ;

Example (2) source code:
A EfS : : = ELEMENT (EXISTS C : FLEMENT (D Eps C = E) Eps F Eps B) $\mathrm{E}_{\mathrm{K}} \mathrm{SG} \mathrm{GESH}$

( (EXISTS $N:=$ ELEMENT (EXISTS $p:=$ ELEMENT (Q EES $P=R E P S N$ ) EfS S $\mathrm{E}_{\mathrm{f}}=\mathrm{M}$ ) EfS TEPS U) \& (EXISTS $V:=$ ELEMENT ( H Ef $V=X$ ) Eps Y Eps M) ) Eps Z Eps J) ERSAAFES AB;

Example (2) alteriative syntax:
A EfS E : = ELEMENT (TESTB) EfS G EfS H <-- I EpS $i==$ ELEMENT (TESTJ) EpS AA EpS AB Where teste $=(E X I S T S C:=E L E M E N T$ (DES C $=E$ Eps E Eps B) wHERE TESTJ $=$ (K Eps J $=$ L Eps M := ELEMENT (TESTM) Eps Z Eps J) WHERE TESTM $=($ (EXISTS $N:=$ ELEMENI (TESTN) EpS TEPS U) \& (EXISTS $V$ := ELEMENT ( $W$ Eps $V=X$ ) Eps Y Eps M)) WHERE TESTN $=$ (EXISTS $P:=$ ELEMENT (Q EpS $P=$ E EpS $N$ ) Eps S EpS M) :

The essential feature of the alternative syntax is that names are assigned to the tests themselves. Even though the tests are described at the end of the statement, the appearance of the names within the Boolean sedich and select statement unambiquously identifies each test with the elements selected by the test.

## 19. CCNNECTING THE ELEMENTS OF A CCMELEX

Elements of a complex normally are linked together with forwardpointing links only, as shown in fig. 4-1. This provides the yreatest space eccnomy while allowing the number of elements to vary dynamically at run time. It also constrains accesses to being sequential -- elements 1 through 14 mist be accessed before element 15 can be accessed. In some cases the insertion and deletion of elements is computationally awkward because only formard links are available.

SPL frogrammers may declare other methods of connecting. the elements, which may be more afprofriate to the intended processing aftlicaticns.

The complex may be dimensioned, in which case the elements occupy consecutive stcrage. Access to the elements is accomplished by ccmputation of relative locations, rather than $k y$ following paths of fointers. A dimensioned complex, all of whose descendant complexes also are dimensioned, is the equivalent of an ALGOL array. All the elements of a dimensioned complex are created simultaneously with the creation of the complex itself, so it is an error to attempt to preface. APPEND, INSERT, or DESTHOY any elements. The dimension declaration appears as fart of the declaration of the complex. Exarfle:

```
CCMELEX FUENITURE, 5 ELEMENTS, (
        alphanumefic atcm Item Name (10);
        ATCM COST (1000)):
```

Bidirectional linking, CokAL-type linking (alternate backward and ugward links), or the normal forward linking also may be declared. Examples:

```
CCMPLEX FURNITURE, BIDIRECTICNAL LINKS, (
    Alphanumeric atcm Item Name (10);
    ATCM COST (1000));
CCMELEX furNITURE, CORAL LINKS, (
    alphanumebic atcm item name (10);
    ATCM COST (1000));
CCMELEX fURNITURE, fCRWARD LINKS, (
    alphanumeric atom Item Name (10);
    ATCM COST (1000)):
```

It also is possitle to declare a rultilevel tree of links, each level having its own linking convention. The apfroximate number of descendant constructs (either lower-level links or elements) wust be declared tor all but the highest and lowest levels. Example:

```
CCMPLEX furNITURE, ((CO&AL LINKS)(BIDIEECTIONAL LINKS,7)
            (FCRWAK[ LINKS)). (
    alphanumeric atcm item Name (10);
    ATCM COST (1000));
```

In the above example, the top-level links are of the cofal type, with as wany descendant links as are necessary to ultimately point to all the elements of the complex. The second-level links are bidirectional, each fointing to apprcxinately 7 third-level links. The third-level links foint forward only, and each is identified with some particular element (stored consecutively with the element).

Another possibility is to declare an arbitrary number of levels of links. A new level of linking is formed whenever the number of descendant links exceeds the declared average. A level of linking is ccllapsed whenever the number of descendant links is reduced below the declared average. The formation and collafsing of levels of linking is only apgroximate; some links may foint to slightly more or fewer descendant links than the deciared average. All levels ot linking must Le of the same type. Example:

```
ccmplex fugnituke, (CORAL links,20), (
    alghanumegic atcm item Name (10);
    AICM COST (1000));
```

If the declaration appears in an inner program block, the declared dimension or the declared average number of descendant constructs may be the contents of some variable whose value was set in an outer block.

Several extensions to the declarative capatilities in sple are discussed in this section. The extensions do not allow the declaration of additional tyfes of constructs, but instead enable the previously descrited declarations to be more concise and better documented. These extensions frovide rudimentary concordance (IBM calls it "crossreferencel', abbreviation, macro, and subrcutine capabilities for the declarations.

### 20.1. DEFINITIONS

Numbers, stifings, and Boolean truth values are called "selfdetining constants". SFL allows the definition of "compile-time constants" in terms of self-defining constants and previously defined compile-time constants. compile-time constants are valid only within the proyran tlocks in which they are detined. Their names must be
 manner as selfudefining constants. They assume the types and sizes of the terms used in their detinitions, unless declared otheruise. Examples:

DEEINE CAKD LENGTH <-- 80;
DEFINE FI: $=$ FEAI $<-3.1416$;
DEFINEPIE $\rightarrow$ 'BREADED GOO';

## 20. $2 \sim \quad$ COLLECTLCNS

Collections are ordered sets whose members all are detined at compile time. Collections are valid cnly within the program blocks in which they are declared. Their nares must re unique in those blocks.

All the memters of a collection must be of the same type. The collection assumes the type of its members, and the size of the largest of its members. The use of the collecticn rame results in the implicit generation of a loop. Each meater of the collection, in order. is substituted for the collection name in successive cycles of the loop. The scope of the locp includes every construct which participates in the same expression with the collection name. The scope of the loop is determined in a maner similar to that described in section 18.15. 3. Examfle collection declaration:

```
COLLECTION USES ('LIVING'; 'DINING'; 'KITCHEN'; 'BREAKFAST':
    'HALI'; 'EELRCCM'; 'EEDRCCM': 'EFLRCOM'; 'BATHROCM'; 'BATHRCOM';
    'LAUNDEY');
Example use ot a collection:
USE ELS APEENE ELEMENT EYS ROCMS EPS ACME <-- USES;
```


## 2C.3. DECLARATICN MACACS

often several different types of structures will contain constructs which bave identical declarations. For exafple, the declaration of structure type HCOSE TRAILER might contain the same complex ROOMS as the declaration cf structure type HOUSE:

```
Structuge hClSE TRAILER (
    Alphanumegic atcm license numeer (6);
    ALfhanUMERIC ATCM STATE (5):
    alehanumegic atcm COLCa (6);
    alfhanumegic atcm model (8):
    ALfHANUME&IC ATCM MAKE (8);
    COMFLEX FCCMS (SAME AS RCCMS EgS HCUSE));
```

The words SAME AS indicate that the declaration of ROOMS EpS HOUSE also is to te used as the declaration of ROOMS EFS HOUSE TRAILER.

SPL froyramers may choose to declare some types of structures, not so they can create instances of the structure types, but for use as farameterless macros in the deciarations of cther structure types.

2C.4. MCLECULES
Often several dtons and complexes will be logically related within a user's frograr, and yet they way corfrise only fart of a structure or element. These atcas and complexes may be grouped into a "molecule". either for the purfose of macro declaration or macro call using SAME AS. Example:

```
STRUCTURE HCUSE TEAILER (
    MCLECULE VEHICLE IDENTIFICATION (
        ALfbanumeric atom license Number (6):
        ALPHANUMERIC ATOM STATE (5);
        Alfhanumeric atcm Color (6);
        ALEHANUMERIC ATCM MODEL (8);
        alphanumeric atcm make (8));
    COMELEX FCOMS (SAME AS ROCMS EpS HCUSE));
SIfuCTURE AUTOMOBILE (
    AICM DEIVEE (PERSON);
    cCMflex feofle in carl (
        atOM OCCUPANT (RERSCN));
    mOLECULE VEHICIE IDENTIFICATION
        (SAME aS VEficle identification eps houSe trailer);
    atOM TrAILEg (HOUSE TGAILEE));
```

If two instances of molecules have identical declarations, and if
the molecules do not contain any complexes, then (1) storage assignment statements using $\longleftarrow$, $\longleftarrow$, and $\longleftarrow$ way cause the transfer or swap of the entire contents of one molecule into the other molecule, and (2) conditional statements may test whether the molecules are equal. Example:

If vehicle identification eps this caf =
VEHICLE IEENTIFICATION EPS STOLEN CAR
THEN BLOWHISTLE (LOUD);

Procedures declared outside a given frogram block may be called within the declarations of the given block. These frocedures are executed at compile time. Theretore the actual parameters can be only self-detining constants or previously defined conpile-time constants. The output values of the procedures are compile-time constants. The frocedures may create and use isolated cells for internal temporary storage, but they cannot use structures or externally created isolated cells because frogram execution has not yet begun. Example:
define line length <-- max (Card length; printer columns):
In the adove example, procedure max must have been declared in an outer nested frogram tlock.

## 21. INELT/OUTEUI

SPL does not include the specificaticn of formatted input/output frocedures, although various SFL implementations may have formatted input/outyut capatilities. The cnly $1 / 0$ capabilities basic to SPL, rather than to a particular implementation of SEL, are the procedures FAGE and PEINT.

PAGE causes form ejection to the top of the next page.
The intent of PRINT is to provide a minimum output capability for debugging use. It permits the printing of constant strings or the contents of any construct. The formats for printing the contents of constructs depend on the declarations of the constructs. The standard formats are:
declaration print fobmat
UNSIGNED INTEGER

Integer
Enough decimal digits to print all significant figures, with leading zeroes omitted. At least one digit is priated.
Sign followed ty UNSIGNED INTEGEF.
bcolean
ALPHANUMERIC
TRUE or FALSE.
Leading characters uf to the last nonblank. Trailing blanks are omitted. Nothing printed if entire string is blank.
REAL Signed mantissa followed by signed exponent, the number of digits defending on the implementation. Real and imaginary parts, each frinted in EEAL format, separated by ccmma and enclosed in parentheses.
ICNG REAL Same ds feal, with more digits of significance.
LGNG CCMELEX Same as CCMflex, with rore digits of significance. LECIMAL Same as INTEGER.
Fointers Octal or hexadecimal unsigned integer, depending on (structure pointing the implementation. Leading zeroes are printed.
atcms. links between
elements, etc.)
and addresses
If a parameter to fRINT is an atcm or isolated cell, anly the contents are printed. If the parameter is a stucture, complex, element, or rolecule, the type names of the atoms, elements, etc, and their contents are printed in tabular fori. The order of printout is the order in which they are declared, not necessarily the order in which they are facked into the computer memory.

The following sections of this paper discuss various aspects of the iaplementation cf SEL. Cnly those aspects are discussed which are Feculiar to SPL; the reader is presumed to have a general background in inplementing algelraic compilers. one farticular implementation is described, which may serve as a guide for subsequent implementations. The ifflementation as done on the CDC (originally Bendix) G-21 computer.

Iranslation of SFL source code reguires at least two passes, and Freferatiy three cr more passes. Users should be given the oftion of naving listed the results of each translation pass, as a debugging aid. Debugging tacilities should be available in the source language and in any intermediate languages used during translation.
one translation pass should te dedicated solely to translating ifflicit loof statements of various types into their equivalent explicit loof statements. Some pass before the final translation into ofject code is needed to determine the declared type of each local name, since the local name way be used for access eariier in the source code (but later in execution) than its assignment.

At run time the primary core storage of the computer contains the orject code of the program and models built from the structure declarations, a stack for local names and isolated cells, a table of structure locations, an auxiliary storage table for the virtual memory, and a large structure storage area. In addition, there is an auxiliary storage area cn some direct-access device such as disk or drum.

## 23. MODELS

Declarations of SPI structure types result in the creation of models of the declared structures. The models are created at compile time. They are used at compile tiae for compiling code to access fields within the structures, and tor staying in context with incompletely gualified construct names. The models remain in the computer memory at run time, stored. with the compiled program. They are used by the interpretive procedures within SPL: creating, copying, erasing, destroying, and frinting the contents of structures and their descendant constructs; linearizing inactive structures for writing to auxiliary storage and reconstituting them when they are read back again; and miscellaneous debugging operations.

Since several constructs belonging to different structure types may have the same declared type name, each declared type name is stored only once and is pointed to by the construct models. The type names are retained at run time for use by PRINT and ty the debugging operations.

The model of each declared structure or element type foot including the model of any descendant element types) occupies consecutive storage, with pointers to the models of any descendart element types. The model contains one entry tor the structure or element as a unit, and entries for each of the descendant atcms, complexes, and molecules. The model ot each molecule is just fart of the model of its ancestor structure, element, or molecule, with an additional entry for the molecule as a unit. The model of each molecule cccupies consecutive storage.

The model entries for descendant atoms, complexes, and molecules are stored in the crder in which they were declared. This does not necessarily correspond to the relative fositions of the tields within instances of the declared constructs.

Each instance of a structure, element, or molecule within a structure or element, also occupies consecutive storage. The model shows the relative fositions of the fields for the various descendant atoms and coaplexes. The actual positionirg of the fields is determined by an inplementation-degendent program, which optimizes the placement for the particular computer hardware. For simplicity in writing the SPL interpretive procedures, the private bookeeping information is given uniform flacement in all structure types, tbe links are given uniform placement in all element types, and the anchor links and dimension (if any) for each couflex are partly standardized (for example, they may occupy the rightmost bits within a word).

The fields in each entry of the models are described below. Some of the displacement and size figures must be expressed as words or bytes and remaining bits.

Structure entries:
(1) Indication that this is the model of a structure.
(2) Pointer to the type name of the structure.
(3) Number of entries in the model for molecules and first-order descendant atoms and complexes.
(4) Amount of consecutive storage required for the structure.

Element entries:
(1) Indication that this is the model of an element.
(2) Number of entries in the model for molecules and first-order descendant atoms and complexes.
(3) Awount of consecutive storage reguired for the element.
molecule entries:
(1) Indication that this is the model of molecule.
(2) Pointer to the type name of the molecule.
(3) Number of entries in the model for molecules and first-order descendant atcms and complexes.
(4) Amount of consecutive storage required for the molecule.
(5) Displacement of the start of the molecule from the start of its ancestor structure or element.

Atom entries:
(1) Indication that this is the model of an atom.
(2) Pointer to the type name of the atom.
(3) Amount of consecutive storage reguired for the atom.
(4) Disflacement of the start of the atom from the start of its ancestor structure or element.
(5) Indication of the type of atom: UNSIGNED INTEGER, BOOLEAN, etc.
(6) Fointer to the constant initial value, if it is a data atom. Initial values are stored with the type names of the declared constructs. Pointer to the model of the structure type, if it is a structure-fointing atom.
complex entries:
(1) Indication that this is the model of a complex.
(2) Pointer to the type name of the complex.
(3) Displacement of the start of the anchor link from the start of the complex's ancestor structure or element. The fosition of a field containing the dimension is fixed relative to this displacement.
(4) Pointer to the code segment for determining the dimension of the complex, if any.
(5) Count of the number of fields described in (6) below. There is one such field for each level of linking, if the number of levels is fixed. There is exactly one field (6) if the number of levels is variable, and no tield (6) if the complex is dimensioned.
(6a) A tit indicating vhether this tield isfor a single level of linking or for all levels of linking.
(6b) Indication of the type of links: FORHARD, BIDIRECTIONAL, or CORAL.
( 6 c) average number of descendant links. This number always is 1 for the fottor-level links, which are part of the consecutive storage of the elements. This number always is 0 tor the top-level links. meaning as many links as necessary.
(7) Pointer to the model of the elements of the complex.

Local names, isolated cells, temporary storage for evaluating expressions, and temporary storage for the interpretive procedures are kept in a stack at run time. For each frogram block, the number of local names, isolated cells, and temporary storage locations for evaluating exfressions, can be determined at compile time. The stack expands by this amount when the program blcck is entered, and contracts by this amount when the program block is lett. The stack also expands and contracts a variable amount, defending on the needs of the interfretive procedures, when these frocedures are executed.

The stack exfands downard in memory, with a register pointing to the current end of the stack. Therefore all entries in the stack for local names, etc., are addressatle by some fixed positive displacement from the contents of the register. All the interfretive procedures expand the stack ty decrementing the contents of the register, but when they have finished execution they restore the former contents of the register. It never is necessary to access any of the stack entries for lccal names, etc. while the interfretive prccedures are executing, so their alteration of the register dces not violate the stack addressing capability. Furthermore, no two of the interfretive procedures ever execute siaultancously, with the exception that the free storage recovery frocedure may be called while any of the others are executing. once called, the tree storage recovery procedure runs to completion kefore relinguishing control, so it does not viclate the stack addressing cafability of the other interfretive procedures.

The local names declared in any one program block are kept in consecutive storage within the stack, to simflify the execution of a routine which releases all the local names just betore frogram execution leaves the klock.


#### Abstract

Whenever a lccal name of an instance of a structure or any of its descendant constructs is valid, the entire structure is active. During this time nc part of the structure can be relocated. Therefore the local name can foint to absolute addresses of any constructs within the etructure.

The local name ot any descendant construct has a field pointing to the nafed construct, and a second field pointing to the private bookkeefing area within the structure. The second field is used tor incrementing the activity count of the structure when the local name is assigned, and for decrementing the activity count when the local name subsequently is released. A local name of the structure itself contains the entry nuaber for the structure; in the table of structure locations, in place of the pcinter in the tirst field. The pointer in the second tield to the private bookkeefing area is sufficient to address the structure. The entry number must te stored in the local name, so it is availatle for cofying into structure-pointing atoms.

In some sfecial cases it is nct necessary to increment the activity count when a local name is assigned. These cases are discussed in Section 26. Whenever a local name is assigned and the activity count is incremented, a one-bit field is set in the local name. The field is reset when the local name is released. The local name may be released any time betore frogram execution leaves the block, either because a RELEASE statement was executed or because a DESTROY statement was executed. This Lit is examined by the RELEASE and DESTEOY statement frocessors, to ensure that a local name actually was assigned and to prevent the local name from Leing released rore than once. A second attempt to release a lceal name causes a run-time ecror. The bit also is examined by the routine which releases all local names just before froyram execution leaves the block. only those local names tor which the bit is set are released; the cthers are ignored by this routine.


Normally a structure is activated whenever a local name is assigned to it or any of its desceadant constructs. Under certain circumstances,
 that the structure will remain active while the local name is valid.
This occurs when:
(1) within the hody ot a procedure, a local name is assigned to an actual farameter or a descendant of an actual parameter:
(i) Within a loci, a local name is assigned to an element or to the descendant of an element selected for the current cycle by one of the loop generators;
(3) within an inner nested program block, a local name is assigned to a
construct or the descendant of a construct which was assigned a
local name in an outer nested program tlock, provided that none of
the intervening statements are labeled.
In any of the above circumstances, the structure must be activated if a RELEASE or DESTRCY statement is applied to any of the constructs between the named construct and its ancestor which already was assigned a local name.

It also is unnecessary to inactivate and then reactivate a structure when reassigning a local name to the next element of a complex, between cycles of a loof-- once again, unless the element may bave been destroyed within the code body of the loof.

## 27. BGCKKEEFING FIELES WITHIN STRUCTURES

Each instance of a structure contains a private bookkeeping area whose location is fixed relative to the beginning of the structure. There are two tields in the frivate bookkeefing area: the location of the wodel of the structure, and the current activation count of the structure.

In addition, each complex has several fields. A one-bit field indicates whether or not the complex is dirensioned. If the complex is dimensioned, another tield contains the dimension. If the complex is not dimensicned, there are sufticient pointer fields to match the declared linking arrangement. See Section 19 for a discussion of the declarations. These fields are stored in the consecutive memory region of the ancestor structure or element which contains the complex. If the complex is dimensioned, all its elements also are stored in this consecutive memory region. If the complex is not dimensioned, its elements are stored elsewhere in the structure storage area, and the fointers in the consecutive memory region ct the ancestor structure or element are called the "anchor" of the comflex.

A single table is used to locate all structures in existence at any given time. When each structure is created, it is assigned an entry in the tarle. It keeps the entry until it is destroyed, at which time the entry is free to be reassigned. The entry foints to the current location of the structure, in primary core storage or in auxiliary storage.

Structure-fointing atoms refer to the structure by containing its entry number. An uffer bound must be placed on the number of structures which can exist simultaneously, in order to determine the number of bits required for the field of a structure-pointing atom. This upper bound also may be used to determine the maximum size of the table of structure locations.

There is a tradeoff between space and speed in the design of the table. It the entire table is allocated as a single consecutive region, the access through the table will be very fast, but the entire table sface is unavailatle for other uses. If several smaller regions are linked together to form the table, the accesses will be slower, but initially at least some of the tarle space is available to hold structures. Additional regions for the takle can be taken from the structure storagt area, since they are easily relocated. But once allocated, it is very unlikely that their sface can be relinquished later. Only the last region of the table can be freed at any given time, and then only if all its entries haffen tc ke free.

The tree entries in the table of structure locations are linked together, to speed the assignment of a frec entry to a newly created structure. The free entries also are distinguishable by their contents from the entries in use. Duriny the free storage recovery process, all the entries in the table are scanned. Free entries and entries for structures located in auxiliary storage are ignored. Entries for structures located in frimary core storage are used to access the structures, in order to determine whether the structures are active. With careful planring of the tarle, it is rot necessary to dedicate a rit in eacn entry merely to indicate whether the entry is free.

All active structures are located in the structure storage area. Inactive structures may be located either in the structure storage area or in the auxiliary storage area. Whenever a structure is used in the froyram, it is moved into the structure storage area if it is not there already. The space it requires in the structure storage area is taken from free storage, and the space it freviously occupied in the auxiliary storage area is rade available.

When tree storage in the structure storage area is exhausted. noral frogram execution is delayed for a tree storage recovery pass. During this fass, a sweep is made through all entries in the table of structure locations. The entries are examined for structures which are located in the structure storage area, but whose activity count equals zero. As they are tound, these inactive structures are moved out of the structure storage area, and the space they occupied is returned to free storace. Wher this has been completed, tree storage is coalesced in the manner descrited telow, and then normal frogram execution resumes.

During free storage recovery, the only data being transferred are structures of kncwn types, since each structure contains in its private bookkeefing area the address of its model. This wakes free storage recovery a much acre orderly frocess than garbage collection, where all of the structure storage area would have tc be searched for random odds and ends of unused storage.

All of the structure storage area is subdivided into "storage area cells" of equal size. The storage area cells are the smallest units of sface allocation. They are of the smallest convenient size determined ty the computer hardware, such that they can contain the bookkeeping informaticri required tor the free storage lists.

There are $N$ separate tree storage lists for contiguous regions of tree storage ot lenyth 1 cell, 2 cells, 4 cells, ..... $2^{N-1}$ cells. The regions in any ane ot these lists foint to each other with bidirectional links. Each region on one of these lists also has a field of length [logz (N) $\rceil$ tits, identifying the list it is on. The size of the storage area cell must be adequate to contain the bidirectional links and the field for identifying a free storage list, flus possibly one more bit. Ihis bit indicates whether the storage area cell is tree or in use. In computers such as the CDC G-21, which have flag bits in every word, the bit can be located in the cell itself. In computers such as $S / 360$, the bit must be located in a sefarate table of such bits.

Each reyion of length $2^{\kappa}$ cells begins at an address which is an integral multifle ct $2^{k}$ cells. For example, a storage area cell in S/360 is 8 bytes long and starts on a doubleword boundary. Each region of length $2^{K}$ nas a unique "mate" of length $2^{k}$. such that they can be coalesced into a region of length $2^{K+1}$. Regions of free storage are coalesced only during free storage recovery passes, after all inactive structures have reen moved to auxiliary storage. Coalescing is performed by exarining all the reyions on a free storage list, startiny with the iist tor the smallest regions. If a region and its mate both are on the sdme list, they are removed from the list, coalesced into a single larger region, and the new region is placed on its free storage list. In this manner, coalescing is attempted when the probability of both $2^{k}$ regions keing tree is greatest.

Figs. 29-1 and 29-2 show a method of assigning and recovering storage. The method places construct boundaries at integral multiples of $2^{K}$, tor the largest fossible $k$ which dces not force the fragmentation of large regions cf tree storage. This method waximizes the probability ol Leing arie to coalesce tree storage during a free storage recovery Eass.

The interpretive procedures within SPI need the ability to process d 11 the descendant constructs ot any given input construct. a single generator routine tor lccatiny and identifying descendant constructs is called by all the interfretive procedures. The generator has an exit Lor additional frocessing peculiar to the procedure which called it. An "exit subroutire" is executed each time a descendant element is located and identified. The yenerator uses the stack for all its storage, so the exit subroutine may call the generator recursively.
infuts to the generator are the location of the given construct, the location of the model of the given construct, and the location of the exit surfoutine. Cutputs from the generator which act as inputs to the exit sulroutiae are the location of the output construct (either the given construct or any of its descendant elements), and the location of the model of the cutput construct.

## 31. AUXILIAAY STCFAGE

This aspect of SPI operates under the assumption that a record of fixed length may ke written at any one of a large number of tixed locations on the auxiliary storage device. without requiring the rewriting of all auxiliary storage. Certain mbM tapes, for exanple, tail in this respect because a new record may be written only at the end of the written portion of the tape.

The auxiliary storage table consists of a single bit for each record position in the auxiliary storage area. The bit indicates Whether or not the record position is free.

All record positions in the auxiliary storage area are of the same tixed length. Nc more than one structure is written on any one record. The structure is linearized before it is written to auxiliary storage, and reconstituted after it is read back tromauxiliary storage. If the structure is toc large to fit into one record, it is written on several records which possitly are nonconsecutive. space is reserved in each record for a pointer to a possible successor record.

The chosen length of auxiliary storage records depends on many factors, including the relative sfeeds of the computer vs. the auxiliary storage device, the fixed cost of each $I / 0$ operation, the amount of tufter space available, and the expected statistical distribution of the lengths of the structures in the froblem being solved. Storing pointers to successor records in the records themselves, rather than in core memory, is costly only when a structure in auxiliary storage is destroyed. Then the entire structure must be read into core memory tutters, merely to determine which auxiliary storage record positions become free. presumably this is an intreguent operation, compared with activating and inactivating structures.

Collections are represented internally as tatles which exist both at compile time and at run time. They must be implemented so that new collections can te generated from already existing collections.
33. EXTENSIONS AND MODIFICATIONS

SPL lacks two facilities which possibly could greatly extend its usetulness in its intended application areas. First, Spl does not have the atility to frocess strings of arbitrary length. The string processing descrited in this paper is restricted to strings of declared dimensions, and the storage space used always is the maximum. Second. SPL structure-pointing atoms are restricted to pointing either to a single declared type of structure, or to any possible type of structure. Very few oferations are allowable on structure-fointing atoms which may point to any possible type of structure. In some cases it would be convenient to allow a structure-pointing atom to point to any one of a small number of declared structure types, which have some properties in common. A greater variety of operations cculd be allowed on these common froperties.

At the present time, I do not see how either of these facilities can be incorforated into SPL, without sericusly degrading the quality of the ofject code. Much of the code which now can be compiled would have to be intergreted instead, because of storage allocation requirements in the case of strings, and because of the necessity for detecting structure types in the case of structure-qointing atoms. (In general, detection of structure types in necessary since not all properties of the different structure types are identical.) Also, string processing would require the introduction of garbage collecting into the free storage recovery frocess. At best, garbage collecting is highly inetficient.

On the other hand, if the amount of data storage required for a particular application is small enough to fit entirely within primary core memory, the indirect addressing and virtual memory features of SPL could be eliminated. This includes elimination of activity counts, the table of structure locations, the auxiliary storage table, and the auxiliary storage area. There no longer would be any distinction between structures and elements of a complex. Nevertheless, the affearance of the SPL source code would remain virtually unchanged. one such application for SPL is the writing of system monitors. New facilities would have to be introduced, for the processing of blocked data, to allow assembly language subroutines for direct interaction with interrupt registers and the like, and to describe such farallel frocessing concepts as wultitasking. It also would be necessary to segment primary core storage into classes for memory Frotection, and to create atoms which contain program points for execution.
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A graph of the type-tree for the example structure HOUSE declared in Fig. 4-1. ROOMS, FURNTTURE, and PEOPLE IN ROOM are complexes. A typical element is shown beneath each complex. The $\mathrm{X}^{\prime}$ s indicate the separation between complexes and their elements. All the remaining nodes under HOUSE are atoms.

BLOCK A
other statements prior to the procedure call
:
execute the beginning of the statement containing the procedure call; reserve any local names which are to be assigned during evaluation of the actual input parameters or for the actual output value; if necessary, reserve a dummy local name for the actual output value

| BLOCK B <br> evaluate the actual parameters <br> from left to right; assign each <br> evaluated actual parameter a <br> dummy local name, as well as <br> any local names which appear in <br> the source code; the dummy <br> names appear in the same order <br> as the corresponding formal <br> parameters in the procedure <br> declaration; reserve a dummy <br> local name for the actual <br> output value <br> call the procedure |
| :--- |
| BLOCK Cl <br> activate and deactivate <br> a structure containing <br> an atom which points to <br> an actual parameter |
|  |
| BLOCK D <br> body of executable code in the procedure; assign an <br> actual output value to the reserved dummy local name <br> in block B |
| BLOCK C2 |
| assign the actual output value to the dummy local name in <br> block A; dummy local names in block B for the actual <br> parameters and actual value are released implicitly when <br> program execution leaves block B |

execute the remainder of the statement containing the procedure call; release the dummy local name for the actual output value; program continues
:

FIG. 16-1
Typical implicit program block structure resulting from a procedure call.

FIG. 17-1
Syntax of explicit loop statements.

BLOCK A
other statements prior to the loop statement !
reserve any local names which are to be assigned during evaluation of the generator access chains

| BLOCK B <br> evaluate the starting values <br> of numeric generators and the <br> first-order ancestor complexes <br> of element generators |
| :--- |
| BLOCK Cl <br> activate and deactivate <br> a structure containing <br> an atom which points to <br> another structure in <br> the access chain of a <br> generator |
| start a cycle of the loop: advance and test the generators; <br> store numeric itteration variables in isolated cells; assign <br> local names to generated elements |
| body of executable code within the scope of the loop <br> statement <br> branch to the start of the next cycle of the loop |

and a cycle of the loop: advance and test the generators;
store numeric iteration variables in isolated cells; assign
body of executable code within the scope of the loop
statement
-

FIG. $17-2$
Typical implicit program block structure resulting from an explicit loop statement.


FIG. 18-1
criginal chart formed from the exanple source code:
A Eps $B<-$
C Eps D: $=$ ELEMENT (E Eps D $=$ F) Eps G Eps H:


FIG. 18-2
Rearrangement of the chart so that all the A's lie in the upper-right triangle.

(b)

FIG. 18-3
Charts derived by successively deleting rows and colums where either is emfty. Chart (b) is irreducible.

|  | $E$ | $D$ | $F$ | $H$ | $G$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $E$ |  | $A$ |  |  |  |
| $D$ | $S$ |  | $S$ |  |  |
| $F$ |  |  |  |  | $A$ |
| $H$ |  |  |  |  | $A$ |
| $G$ |  |  |  | $S$ |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |



FIG. 18-4
Iwo arrangements cf the irreducitle chart derived from:
A Efs B <-- C EFS $D:=$ ELEMENT



FIG. 18-5
Development cf bcth chart and graph of:



FIG. 18-6
Fig. 18-5(c) redrawn with triangles included tc show the loops.


FIG. 18-7
Fig. 18-4 redrawn showing disjoint and nested loop arrangements, and corresfonding grafh.


FIG. 18-8
Two arrangexents ct a chart, one showing iufroper nesting and the other showing proper nesting. Cnly the fosition of $P$ differs between the two arrangements. The graph and source code are applicable to both arrangements of the chart. Source code:


Eps N Efs D) Efs P Efs Q;


EIG. 18-9
Proper nesting where the contents of a structure-pointing atom is used both as data and as part of an access chain. Scurce code:

```
A Eps \(B\) - \(C\) Efs \(D:=\) ELEMENT
```



```
Eps I Eps J:
```

E and $F$ are structure-fointing atcms, both of which must contain the name of the same structure after the selection has teen made. DUMMY is the name of the structure in atom $E$ of the selected element $D$.


FIG. 18-10
Improfer nesting where the contents of a structure-pointing atom is used both as data and as part of an access chain. Scurce code:

A EyS B <-- CEFS D: ELEMENT
(E Eps ELEMENI (F bps E = G) EpS H Eps [ = I)
EYS J EFS K;
E is a structure-kointing atom, containing the name of structure DUMMY2. Element LUMMY 1 is selected on the kasis of the contents of atom $F$. The error in the source code is descrifed in Section 18.5.


EIG. 18-11
original chart and irreducible chart of the source code of fig. 18-10, except that $F$ EFS $E$ is rewritten as $F$ Eps I. Source code:

```
A EFS B <-- C EFS D:= ELEMENT
    (E EpS ELEMENT (FEpSI=G) EpSHEPS I= I)
    Eps J Eps K;
```

The error is more apparent here, since the original chart shows two loops and the irreducitle chart shows only one loop.


EIG. 18-15
(a) Nested chart arrangement due to the position of atom $H$. (c) Graph. Source code:

```
A EYS B <-- C EFS D: = RLEMENT
    (E EFS D = F EPS G := ELEMENT (H EqS G = I) EpS J EPS K)
```



FIG. 18-16
Two chart arrangements and graph showing independent inner loops. Arrows in charts indicate propagation of dependency. propagation stops at column $D$, since column $D$ is to the right of the lower loop. Source code:

A EfS B <-- CEFS D:= ELEMENT
(E Eps $F$ := ELEMENT (G Eps $F=$ H) Eps I Eps $D=$
J EpS K : = ELEMENT (L EPS K = M) EPS N EpS D)
Eps E Eps 8 ;


Iwo chart arrangements and graph showing mutual dependency. Source code:

```
A EgS B <-- C EfS D := ELEMENT
    (EEQSD = FEPSG:= ELEMENT (E EPS I = FEPS G) EpS HEPS I)
    EES J EPSKK
```



FIG. $18-18$
Iwo chart arrangements and graph showing mutual dependency. Source code:

```
A EFS B <-- CEES D:= ELEMENT
    (EEPSD = F EFS G:= ELEMENT (H EFS G = I EFS D) EFS J EPS K)
```



FIG. 18-19
Mutual dependency and independence. There is mutual dependency in the selection of elements $D$ and $G$. In arrangements (a) and (b) the loop for element $G$ is outermost, and the loops for elements $D$ and $I$ are independent. In arrangement (c) the loop for element $D$ is outermost. Source code:

```
A EPS B <-- CEpSD:= ELEMENT (E EPS D = FEFS G:= ELEMENT
    (H Eps I := ELEMENT (J Eps I = K) EpS L Eps G = M Eps D)
    Eps N EqS P) EfS Q EqS R;
```



FIG. 18-20
Some previous charts redrawn, showing detection of mutual dependency. faths of special interest are emphasized.

| $M$ | $L$ | $P$ | $K$ |
| :--- | :--- | :--- | :--- |
| $M$ |  | $A$ |  |
| $L$ | $S$ |  |  |
| $P$ |  |  | $A$ |
| $K$ |  |  |  |
| $K$ |  |  |  |



FIG. 18-21
Selection of element $K$ depends on the existence of element $L$. Source code:

H Eps I $<--$ J Eps K := ELEMENT
(EXISTS L := ELEMENT (M Eps L $=N$ ) Eps E Eps K) EpS \& Eps R;

(a)

(b)

(c)

FIG. 18-22
Selection of elewent $K$ depends on the existence of element $L$. Source code:

```
H EpSI <-- JEqS K:= ELEMENT
    (EXISTS L := ELEMENT (M Eps L = N Eps K) Eps P Eps T)
    Eps & Eps R;
```



FIG. 18-23
Each loop defends on the previous selection of an element from the other loop. No first selection is fossible. Source code:

A Eps B <-- C EpS D := ELEMENT
(EXISTSE: ELEMENT (EXISTS D) EPS F EFS D)
EpS G Eps H;


FIG. 18-24
Expanding the sccpe of loops containing E's. Several other chart arrangements are fossible. Source code:

A EpS B: = ELEMENT (EXISTS C := ELEMENT (DEps C=E)EpsfepsB)
$<-$ IEps J $:=$ ELEMENT (KEps $J=1$ Eps M := ELEMENT
 Eps $S$ Eps M) Eps T Eps U) \&
(EXISTS V:= ELEMENT (WEps $V=X$ ) Eps YEps M)) Eps z Eps J)
EpS AA EfS AB;


FIG. 18-25
Expanding the sccfe of loops containing e's. A numeric search and select loop frovides the effective selecticn criterion. Source code:

A EpS B $<-$ CEES D:= ELEMENT
(EXISTS F : = ELEMENT (EXISTS ELEMENT (10) Eps G Eps f) Eps H Eps D)
EfS I EpS J;


FIG. 18-26
The search for element $D$ starts after selecting element $G$ of the same corflex. Source code:

AEFSB $<-$ CEPS $D:=$ ELEMENT (EEPS D $=F$ )
BACKWARD STARTING AT $G:=$ ELEMENT (HEps $G=1)$ Eps J Eps K;


FIG. 18-27
Logically indefendent loops coded to be mutually dependent. Source code:

```
A EpS B <-- C Eps D:= ELEMENT
    (E Eps F := ELEMENT (G Eps D = H) Eps I Eps J = K)
    Eps L Eps M;
```



FIG. 18-28
The second Boolean factor for selecting element $D$ does not depend on any froperty of D . Source code:

A EqS B $<-$ CEPS D:= ELEMENT
( $(G \operatorname{Eps} D=H) \varepsilon(E E p s F:=\operatorname{ELRMENT}(E E p s F=K) E p s I E p s J=K)$ ) Eps L Eps M:


FIG. 18-29
One of the many fossible chart arrangements and the graph of the source code. The numbers (1) and (2) in the source code specify that row $M$ wust be below row B. Source code:

A Eps B := (2) ELEMENT (C EpS B = D) EpS E Eps $F$ -- GEFSH:= ELEEENT (IEPSB $=$ JEpS $R:=$ ELEMENT (EXISTS H) EPS L EPS M) EfS NEPS M: = (1) ELEMENT (PEqSM=Q)EFSREPSS;


FIG. 18-30
scurce code:

```
A EPS E <-- C EFS D:= ELEMENT (E EPS D=F) EPS G EPS H:= ELEMENT
    (I Eps H = J) Eps K Eps L := ELEMENT (M Efs L = N Eps D) Eps P Eps Q;
Translated equivalent:
fESERVE [;
gesegve H;
gESERVE L;
lCOP fge ALl l := Element eps p Eps Q
dC LCOE FOR ALl H:= ElemENT EfS K Eps L
    DO IF I EES H=J
    THEN GO TO LUMMY!
    END LCCP:
    ERROF;
    DUMMY1:
    LCCE fCE ALL [ := ELEMENT EpS G Eps H
    LO IFE EPS D = F
        THEN GU TO LUMMY2
    END LCCE;
    ERRCR;
    DUMMY2:
    IF M Eps L = N Eps D
    THEN GO TO DUMMY?
END LCOF;
EGRCR;
EUMMY3:
A EES H <-- C EpS D;
```



## FIG_ 18-31

Fig. 18-18(a) and (c) redrawn. Source code:
AEYS B $<-$ CEFSD:= ELEMENT
(E EpS D = FEps G:=ELEMENT (HEps G = IEps D) Eps J Eps K) EgS L Efs M;

Translated equivalent:
feserve D;
EESERVE G;
LCOP FOG ALL G:= ELEMENT Eps J Eps K
DC LOCE FOF ALL $I:=$ ELEMENT EpS $L$ Eps M
DOIF (EEPS D $=$ FEpS G) E (HEpS G $=$ I Eps D)
THEN GO TO DUMMY1
END LOOP
END LOCE;
ERRCG:
EUMMY1:
A EpS $\mathrm{B}<-$ CEpS D;


```
FIG. 18-32
Fig. 18-21 redrawn. Source code:
H EFS I <-- J EFS K := ELEMENT
        (EXISTS L := ELEMENT (M EFS L = N) EpS E EpS K)
        Eps & Eps R;
Translated equivalent:
RESERVE K;
GESERVE L;
LCOF FCF ALL K := ELEMENT EPS & EPS R
DC LOCE fOG ALL L := ElEmENT Efs p Eps K
    DO IF M EFS I = N
            THEN GO TO DUMMY1
    END LOOP
END LOCE;
EfROF;
DUMMY1:
H EpS I <-- J EFS K;
```




FIG. 18-33
Source code:

```
A Eps B <-- C Eps D := ELEMENT
```



```
    EgS P EpS Q:
```

Translated equivalent:
feserve C :
EESERVE E:
EESERVE I:
lCof fCh all $D:=$ element eps $p$ eps $Q$
[C LOCE FCE ALLE: ELEMENT EPS H Eps D
DO IF EEFSE=G
THEN GO TO DUMMY1
END LOOP;
lCCf fok all I := Element Eps leps
LO IF JEESI $=K$
THEN GO to LUMMY2
END LOOP;
GC IC DUMMY3;
DUMMY2:
IF MEES D $=N$
THEN GC TO DUMMY;
DUMMY3:
END LCCE;
ERRCE;
DUMMY1:
A EFS E <-- C EFSD:


FIG. 18-34
Source code:
If EXISTS A : = ELEMENT (BEpSA=C) EpS $\mathcal{C}$
Eps $\mathrm{E}:=\mathrm{ELEMENT}$ ( P Eps $\mathrm{E}=\mathrm{G}$ ) Eps 日 Efs I
THENJ EpS A <-- KEps L
ElSEMEPS $N<-$ E Eps ©
Translated equivalent:
reserve a;
EESERVE E;
LCCEFCFALLE:= ELEMENT EpS H Eps I
DC IF FEFSE $=G$
THEN GO TO DUMMY?
END LOOF;
EGKOK;
DUMMY:
LCOP fOR ALL a := ELEMENT Eps D Eps E
DC IP Beps $A=C$
THEN GO TO DUMMY2
END LOOP;
MEpS $N$-- EEps Q:
GC TO DUMMY3;
DUMMY2:
J Eps A <-- K EFS L;
DUMMY 3:


## FIG. 18-35

A simple example of selecting all elements. Source code:
a Eps preface element eps b
<-- C EpS ALL $[:=$ ELEMENT (E EpS $D=E$ ) EpS H
Eps all g := ELEMENT (I Eps g = J) Eps K Eps L;
Translated equivalent:

```
LCOF POB ALL G:= ELEMENT EpS K Eps L
LC IF I Eps G = J
    THEN LCOP POR ALL D:= ELEMENT EqS H Eps G
        DO IF E EpS E = F
            THEN A EPS PREFACE ELEMENT EYS R <--
            C Eps D
        END LOOP
END LOOF;
```

FIG. 18-36 (On following pages.)
Charts and grafh show use of all.
(a) Graph shows source code.
(b) Original chart.
(c) Rearrangement of original chart with a's in upper-right triangle.
(d) Irreducible chart. Several cther arrangements are possible. Some faths of derendency gropagation shown.
(e) Irreducitle chart with expanded scofes.
source code:
A Eps ffeface eiement fps B
<-- 2

+ C EES D : = ELEMENT (E Epd D = F) Eps G EpS H: ELENENT (I EFS H= J) EESK EYS L : = ELEMENT (MEYS $L=$ ANY OF N EpS ALL $P:=$ ELEMENT ( $\mathcal{L}$ EpS E $=$ R) EpS $S$ EpS T) Eps $U$ EyS ALL T := ELEMENT (VEpST=W)EpsX Eps Y : = ELEMENT (Z EyS Y = AA EpS H) EFS AB Eps AC
* ar egs at := Element (af eps aE = ag) Epsah EpS ALL AI : = ELEMENT (AJ EpS AI = AK) EpSAM EpS AN;


FIG. 18-36(a)
Grayh shows source code.


FIG. 18-3t(b)
Original chart.


## FIG. 18-3 ( C )

Rearrangement of original chart with A's in upper-right tiangle.


PIG. 18-36(d)
Irreducible chart. Several other arrangements are possible. Some paths of dependency prcpagation shown.


FIG. 18-3E(E)
Irreducible chart with expanded scopes.


FIG. 29-1
Get a region of consecutive cells.


FIG. 29-2
Free a region of $C$ consecutive cells, from address $A$ to address $A+C-1$.

