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Abstract

Measurement of the Polarized Forward-Backward

Asymmetry of B Quarks at SLD

Victor V. Serbo

Under the supervision of Professor Richard Prepost

At the University of Wisconsin-Madison

This thesis presents a direct measurement of the parity-violating parameter Ab using

the Left-Right Forward-Backward asymmetry of b�b pair production at the Z0 pole. The

measurement was done at the Stanford Linear Accelerator Center (SLAC) using data

from the SLAC Large Detector (SLD). We take advantage of the high polarization of

the SLAC Linear Collider (SLC) electron beam. To identify heavy avour decays of the

Z0, we use a b-tag based on the topological reconstruction of the mass of the B vertex.

Discrimination between the b and �b quark directions is provided by a self-calibrating

jet-charge technique. This technique allows calibration of the analyzing power from

data and gives a much reduced model dependence. Based on our 1994-95 (1993)

sample of 100,000 (50,000) Z0 decays recorded with an electron beam polarization of

< Pe >= 77% (63%), we have obtained Ab = 0:911� 0:045(stat)� 0:045(syst). This

value is in good agreement with the Standard Model.
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Chapter 1

Introduction

1.1 The Standard Model

The Standard Model of electroweak interactions (SM), developed by Glashow [1],

Weinberg [2] and Salam [3], combines the electromagnetic and weak interactions into

a single interaction with SU(2) � U(1) gauge symmetry. Presented here is a brief

introduction to the SM. A detailed description of the Standard Model can be found,

for example, in References [4] [5]. The current status of the SM precision tests is given

in Reference [6].

1.1.1 Overview

The �rst hint of parity violation came from the physics of strange particles. Two

particles had been discovered that had the same mass and lifetime but decayed into

�nal states with di�erent parity. This puzzle was solved by Lee and Yang [7] by

proposing that parity is not conserved in weak processes. These two particles then

correspond to two di�erent decay channels of a single particle, called today the K-

meson:

K+ ! �+�+��; �+�0 : (1.1)

A series of experiments [8]{[10] was conducted to test parity conservation in �-
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decays and in ��, �� decays, �nding that parity was maximally violated by charged

weak currents. In 1973 weak neutral currents (WNCs), predicted by the theory, were

discovered in a purely leptonic process [11]:

��� + e� ! ��� + e� : (1.2)

Later WNCs were also observed in neutrino-nucleon deep-inelastic scattering [12]. The

direct observation of the W� and Z0 bosons at CERN in 1983 [13] [14] completed the

gauge boson sector, con�rming the structure of the Standard Model.

The recent discovery of the missing third-generation particle, the t quark, at Fer-

milab [15] [16], left no doubts about the doublet structure of generations. The only

particle that is required by the Standard Model that has not been observed is the Higgs

boson H. The Higgs boson plays a special role in the Standard Model, providing a

mechanism for the Z0 and W� bosons to have mass. Though not observed directly,

the Higgs a�ects measurements at the one loop level such that mH can be extracted

from experiment. Such indirect measurements yield a Higgs mass upper limit at the

1 � level [17] of mH < 360 GeV .

The very precise measurement of the Z0 boson mass from LEP [27] has changed

the way the Standard Model is tested. Apart from the fermion masses and Higgs

mass, there are only three free parameters in the SM. Three experimental inputs are

chosen to be the Fermi constant GF extracted from the muon decay rate, the �ne

structure constant �(mZ) extrapolated from the low energy measurements, and the



3

Z0 mass. Other observables, like mW ; Ab; Rb, can be predicted in the framework of

the Standard Model. Thus an experimental measurement of additional electroweak

parameters could be used to check and constrain theoretical predictions.

For the purpose of completeness we should mention some other tests of the Stan-

dard Model involving WNCs that can be performed away from the Z0 resonance.

Electromagnetic interactions of two fermions are always accompanied by the Z0 ex-

change channel (Figure 1.1). While at low energy the Z0 channel is suppressed by a

factor of Q2=M2
Z, where Q

2 is the square of the momentum transfer, the e�ect can

be measured in a su�ciently precise experiment. An important low Q2 manifestation

of Z0 exchange is the atomic parity-violation (APV) e�ect caused by the Z0 channel

interaction between an electron and nucleus in an atom.

Parity violation associated with Z0 exchange allows a small mixing between atomic

S and P wave states. This mixing can be detected by observing the di�erence of

the induced transition rates of an atom when the polarization of an incident laser

beam exciting the atom is reversed. Recent measurements of the amplitude of the

parity-nonconserving transition between the 6S and 7S states of cesium [22], done at

Boulder, shows an impressive factor of 7 improvement in experimental precision over

previous results. The total error, however, is dominated by the theoretical uncertainty

of � 1% arising from the atomic matrix element calculations. In the framework of

the Standard Model this result yields the value of the mixing angle (described in

Section 1.1.2) sin2 �W = 0:2261� 0:0012(exp:)� 0:0041(theory), a factor of � 20 less
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precise than the combined LEP/SLC measurement.

Even though the atomic parity-violation measurements do not reach the accuracy

of the LEP/SLC experiments in determining the individual parameters of the Stan-

dard Model, they are important in many aspects. Di�erent systematics, radiative

corrections, and the small momentum transfer regime make the APV measurements

a valuable addition to high energy experiments.

The scattering of longitudinally polarized electrons on nuclei is another way to

observe the e�ect. The pioneering SLAC polarized eD ! eX asymmetry experi-

ment [18] established parity violation in the weak neutral current in the late 1970's.

Three subsequent experiments have measured parity violation in muon-carbon deep

inelastic scattering [19] (CERN), quasielastic electron-beryllium scattering [20] (at

Mainz), and in electron-carbon elastic scattering [21] (at MIT-Bates). If expressed

in terms of the Standard Model, the Bates experiment provides the smallest error on

sin2 �W = 0:221� 0:014� 0:004.

Another way to detect e�ects of Z0 exchange is to look for asymmetry in po-

larized e�e� scattering. While this is a pure leptonic process with small theoretical

uncertainties and low backgrounds, it is challenging experimentally since the expected

asymmetry is very small (a few parts per ten million). A proposal is under considera-

tion now at SLAC [23] to measure parity violation in M�ller scattering by measuring

the polarized left-right asymmetry with statistical error better than 10�8.

As of today, the Standard Model remains the preferred theory of electroweak in-
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Table 1.1: Properties of fundamental fermions.

FAMILY PARAMETERS

1 2 3 T 3 Y q

�
�e
e

�
L

�
��
�

�
L

�
��
�

�
L

�
1=2
�1=2

� �
�1
�1

� �
0
�1

�
�
u

d

�
L

�
c

s

�
L

�
t

b

�
L

�
1=2
�1=2

� �
1=3
1=3

� �
2=3
�1=3

�

eR �R �R 0 �2 �1
uR cR tR 0 4/3 2/3

dR sR bR 0 �2=3 �1=3

teractions, describing a wide range of experiments with impressive precision.

1.1.2 Fundamental Particles

Two sets of fundamental particles are de�ned in the Standard Model: leptons and

quarks. Leptons are subject only to electroweak interactions while quarks also in-

teract strongly. The theory that describes the strong interaction is the Quantum

ChromoDynamics (QCD) theory. These two sets can be ordered by mass in three

families and exist in the form of left-handed doublets (L) and right-handed singlets

(R).

A set of gauge bosons is also introduced to mediate interactions. The eigenstates

of electroweak bosons are an SU(2) triplet W i (i = 1; 2; 3) and a U(1) singlet B.

W couples to the weak isospin (T 3) with a coupling constant g. B couples to the

weak hypercharge (Y ) with a coupling constant g0. The assignment of the isospin,
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hypercharge and electric charge (q) for the fundamental fermions is shown in Table 1.1.

Observable bosons, however, are a mixture of W and B and can be described as:

massive charged fields : W� = (W 1 � iW 2)=
p
2 ;

massive neutral field : Z = �B sin �W +W 3 cos �W ;

massless photon : A = B cos �W +W 3 sin �W ; (1.3)

where �W is a mixing angle. From experiments we know that the photon �eld does

not violate parity, which gives the constraint:

e = g sin �W = g0 cos �W (1.4)

where e is the electric coupling constant.

The resulting couplings of the gauge bosons to fermions are pure vector (V ) cou-

pling for the photon, (V �A) coupling for the W� (giving maximum parity violation),

and the coupling for the Z0 in the form of

vf � af
5 ; (1.5)

where vf = T 3 � 2q sin2 �W is the vector coupling and af = T 3 is the axial coupling

for the Zb�b vertex.

In order to give mass to gauge bosons, a doublet of Higgs scalar �elds is introduced

� =

 
�+

�0

!
; (1.6)
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which spontaneously break the SU(2)�U(1) symmetry, leaving the U(1) subgroup of

the theory unbroken. The remaining U(1)EM symmetry leads to the massless photon.

In the framework of this formalism, masses of the Z0 andW� bosons can be expressed

in terms of coupling constants g, g0, and the vacuum expectation value of the Higgs

�eld, v:

MW� =
1

2
gv;

MZ0 =
1

2
v
q
g2 + g02: (1.7)

At this point the theory has only three free parameters: the Weinberg angle �W ,

the electric coupling constant e, and the Higgs vacuum expectation value v. Three

conventional experimental inputs are: the Fermi constant GF extracted from the muon

decay rate, the �ne structure constant �(mZ) extrapolated from the low energy mea-

surements, and the Z0 mass measured precisely at LEP.

1.1.3 Electroweak Interactions

In the particle physics formalism the probability of an interaction happening in a

particular angular con�guration is given by the di�erential cross section. For the

particular process e+e� ! Z= ! f �f (Figure 1.1), the di�erential cross section in

the center-of-mass frame can be written in terms of the matrix element of  and Z

exchange (M ;MZ) and the total energy (s) as:

d�

d

=

1

64�2s
jM +MZ j2 ; (1.8)
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where d
 is the element of solid angle.

In the Quantum ElectroDynamucs (QED) theory the matrix element is derived

using the interaction of the particle current with the �eld:

�iejem� A� = �ie
�
� �Q 

�
A� : (1.9)

The Feynman vertex factor �eQ� and propagator factor �g��=s are then extracted

from Equation 1.9. Thus the QED matrix element can be obtained in the form of

M = �e2
�
�f�f

� 1
s
(�e�e) ; (1.10)

where f and e represent the fermion and electron.

The weak interaction is incorporated into the formalism by introducing two basic

interactions. First is an isospin triplet of weak currents, J� , coupled to three vector

bosons W �,

�igJ�W
� = �ig ��L�TW ��L ; (1.11)

where �L is one of the left-handed doublets (Table 1.1). Second is a weak hypercharge

current, jY� , coupled to a vector boson B�,

�ig
0

2
jY� B

� = �ig0 � �
Y

2
 B� ; (1.12)

where  is a singlet. T and Y are the generators of the SU(2) and U(1) groups of

gauge transformations. In these terms the electromagnetic and weak neutral currents

can be written as

jem� = J3
� +

1

2
jY� ;
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JNC
� = J3

� � sin2 �W j
em
� ; (1.13)

and the interaction in the neutral current sector in terms of the physical �elds (Equa-

tion 1.3) follows:

�iejem� A� � ig

cos �W

h
J3
� � sin2 �W j

em
�

i
Z� : (1.14)

Thus the Z-exchange matrix element can be expressed as

MZ = � g2

4 cos2 �W

�
�f�

�
vf � af

5
�
f
� g�� � k�k�=M

2
Z

s�M2
Z + iMZ�Z

�
�e�

�
ve � ae

5
�
e
�
;

(1.15)

where f and e represent the fermion and electron, MZ and �Z the mass and width of

the Z0, and k is the momentum transfer.

1.2 Asymmetries at the Z0 Pole

The process of interest in is e+e� ! f �f , where f is a fermion (other than an electron).

At tree level the only two diagrams that contribute to the cross-section are s-channel 

and Z0 exchange with �e+e�!Z0 � �e+e�! near the Z
0 boson resonance. Contributing

Feynman diagrams are shown in Figure 1.1. It is also interesting to note that the �Z

interference term vanishes at s = m2
Z . Before having a closer look at the asymmetry

of the fermion production, de�nitions for the left-handed and right-handed couplings

of the Z0 to a fermion may be introduced:

c
Zf
L = (vZf + aZf )=2 ; (1.16)

c
Zf
R = (vZf � aZf)=2 : (1.17)
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Figure 1.1: Tree-level Feynman diagrams for e+e� ! f �f .

Table 1.2: Coupling of the  and Z0 to fundamental fermions.

 coupling Z0 coupling

fermion Qf vZf aZf c
Zf
R c

Zf
L

e; �; � �1 �1
2
+ 2 sin2�W �1

2
sin2�W �1

2
+ sin2�W

�e; ��; �� 0 1
2

1
2

0 1
2

u; c; t 2
3

1
2
� 4

3
sin2�W

1
2

�2
3
sin2�W

1
2
� 2

3
sin2�W

d; s; b �1
3

�1
2
+ 2

3
sin2�W �1

2
1
3
sin2�W �1

2
+ 1

3
sin2�W

Photon { fermion coupling is parity conserving and depends only on the electric

charge of the fermion. A summary of all relevant couplings is given in Table 1.2.

Only the helicity of the incoming electron is considered for cross-section calculation,

as the electron has to couple with the positron of the opposite helicity to produce a

Z0. Also a summation over the �nal-state fermion polarization is done [24] to obtain

the result:

d�R

d

/ (cfR

2
+ c

f
L

2
)(1 + cos2 �) + 2(cfR

2 � c
f
L

2
) cos � ; (1.18)

d�L

d

/ (cfR

2
+ c

f
L

2
)(1 + cos2 �)� 2(cfR

2 � c
f
L

2
) cos � ; (1.19)

where the helicity index L (R) refers to the incoming electron and � is the angle

between the e� beam and the outgoing fermion.
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Table 1.3: Asymmetry Af and sensitivity to sin2 �W .

Fermion Af
@Af

@ sin2 �W

e; �; � 0.16 �7:85
u; c; t 0.67 �3:45
d; s; b 0.94 �0:63

A more convenient formula can be obtained by using an asymmetry parameter:

Af =
(cfL)

2 � (cfR)
2

(c
f
L)

2 + (c
f
R)

2
=

2vfaf

v2f + a2f
(1.20)

and combining the L and R electron states into the partially unpolarized initial state

d�f

d

/ (1� AePe)(1 + cos2 �) + 2(Ae � Pe)Af cos � ; (1.21)

where Pe is the electron beam polarization. The asymmetry, Af , and its sensitivity

to sin2 �W ,
@Af

@ sin2 �W
, are given in Table 1.3 for all fundamental fermions. Calculations

were done for sin2 �W = 0:23.

1.2.1 Unpolarized Asymmetries

In the case of unpolarized initial beams, Equation 1.21 reduces to:

d�f

d

/ 1 + cos2 � + 2AeAf cos � : (1.22)

The left-handed coupling of the Z0 to the electron is bigger than the right-handed

coupling, and as a result, the average spin of the Z boson along the z axis is not zero.

To extract information from the data, a cos �-dependent forward-backward asymmetry
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can be formed:

A
f
FB(jcos �j) =

�(cos �)� �(� cos �)

�(cos �) + �(� cos �)
= AeAf

2 cos �

1 + cos2 �
: (1.23)

The main disadvantage of this method is that the product of the initial and �nal

state couplings, AeAf , is measured and one has to rely on other experiments for the

value of Ae. Also the value of A
f
FB is small and has a large energy dependence. Any

polarization of initial beams, as well as any forward-backward detector asymmetry,

would greatly a�ect the result.

1.2.2 Asymmetries in the Presence of Polarization

If the initial electron beam is polarized, we can form the \left-right forward-backward"

asymmetry, ~A
f
FB, taking advantage of the separate helicity states:

~Af
FB(jcos �j) =

�L(cos �)� �L(� cos �)� �R(cos �) + �R(� cos �)

�L(cos �) + �L(� cos �) + �R(cos �) + �R(� cos �)
= PeAf

2 cos �

1 + cos2 �
:

(1.24)

This way the product of the beam polarization and the �nal state asymmetry, PeAf ,

is measured. The advantage of this method is that the measurement is independent

of the initial state couplings. Also the beam polarization at SLD is large and well

measured (Pe � 5Ae).

It is important to note that the initial state asymmetry, Ae, can be measured

separately in the same experiment by forming the left-right asymmetry:

~Araw
LR =

�L � �R

�L + �R
= PeAe ; (1.25)
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Figure 1.2: First order initial and �nal state radiation.

where �L(R) is a cross-section integrated over the detector acceptance region for the

left (right) electron beam polarization.

1.2.3 Radiative Corrections

The simple tree-level cross-section �e+e�!f �f (Equation 1.21) is modi�ed by initial state

QED radiation (ISR), �nal state radiation (FSR), vertex corrections and propagator

corrections.

The ISR is radiation of photons by the incoming electrons and positrons. It results

in lower center-of-mass energy and non-zero momentum of produced Z bosons in

the laboratory frame. Another important consequence of the ISR is that the  � Z

interference term in �e+e� ! f �f does not vanish at the Z0 pole, but � 20MeV above

it. The �nal state QED radiation is suppressed, and has a negligible e�ect on the

asymmetry. The leading-order Feynman diagrams of the initial state QED and the

�nal state QCD radiation are shown on Figure 1.2

Two diagrams that modify Z0 production and decay vertexes are shown on Fig-

ure 1.3. The change in asymmetry due to QED radiation and vertex corrections was
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o oΖ Ζ

Figure 1.3: Leading order QED and QCD vertex corrections.

calculated using the program ZFITTER [25]. The result is a relative 0.17% decrease

in the asymmetry. The measured value of Ab will be corrected for this in Section 5.5.3.

The main result of the propagator corrections is in modifying sin2 �W . Given the

fact that Ab is very insensitive to changes in sin2 �W (see Table 1.3), the propagator

corrections result in a negligible change in Ab.

The �nal state gluon radiation a�ects only the decay of the Z0. The width of the

Z0 is modi�ed by the factor:

� 1 +
�s

�
+ 1:4

�
�s

�

�2
+ ::: ; (1.26)

where �s is the strong coupling constant. Fortunately, the measurement of Ab is not

sensitive to these types of modi�cations because all multiplicative factors cancel in

the ratio of cross-sections. Another e�ect of the gluon radiation is in modifying the

topology of Z0 decay { it smears the quark axis. Since the measurement of Ab relies on

reconstruction of the b-quark direction, the FSR correction to the measured value of

asymmetry has to be made. It is important to note that the QCD corrections for the

unpolarized (Ab
FB) and polarized ( ~Ab

FB) asymmetry are identical [52]. The �rst order
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calculations of the QCD corrections to the asymmetry for the massive quarks and

second order corrections for the massless quarks are available in the literature. Good

reviews of the QCD corrections to the asymmetry can be found in [53]. In the current

analysis the �rst order cos �-dependent QCD corrections for the massive quarks were

used [54]. The procedure is described in detail in Section 5.4.
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Chapter 2

Experimental Status

2.1 How to Measure Ab

Over the last years several measurements of the b-quark asymmetry have been per-

formed mainly at CERN and SLAC. In order to measure an asymmetry, the direction

of the original quark has to be extracted from the data. The usual steps of the anal-

ysis are: (a) select a sample enriched in b�b events (tag), (b) reconstruct the quark

axis (thrust or jet axis) and (c) decide on the direction of the b quark (\forward"

or \backward" event). In the following sections di�erent techniques for asymmetry

measurements are described.

2.1.1 Ab with Leptons

This method relies on the semileptonic decay channels b ! X + l. Two variables,

the total momentum of the lepton, p, and the component of the lepton momentum

transverse to the direction of the associated jet, p?, are used to tag b�b events. Hard b

fragmentation results in high momentum of the B hadron and thus high momentum

of the produced lepton. Because the B is so massive, decay products have a relatively

large momentum in the B rest frame, giving a high transverse momentum in the

laboratory frame. Leptons produced by the cascade processes, b! c! l, have lower
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p and p?, while direct c! l decays have lower p?, but relatively high total momentum.

The charge of the lepton is used to distinguish between the quark and antiquark

direction which makes this measurement quite sensitive to B0 �B0 mixing. Mixing

reduces the measured asymmetry by a factor (1� 2�):

A
b;mix
FB = (1� 2�)Ab

FB ; (2.1)

where � is the average mixing parameter, measured at the Z0 pole for semileptonic B

hadron decays. Leptons from the di�erent decay chains can contribute to the sample

[65] (also charge conjugate decay modes):

� b! l� with asymmetry Ab;mix
FB

� b! �� ! l� with asymmetry Ab;mix
FB

� b! c! l+ with asymmetry �Ab;mix
FB

� b! �c! l� with asymmetry Ab;mix
FB

� c! l+ with asymmetry �Ac
FB

� b! J= ! l with zero asymmetry.
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At the SLD the maximum likelihood method is used to measure Ab and Ac simul-

taneously. The most current SLD results [26] are:

muons : (1994� 95) Ab = 0:880� 0:109(stat)� 0:044(syst)

Ac = 0:609� 0:151(stat)� 0:068(syst)

(1993) Ab = 0:93� 0:20(stat)� 0:10(syst)

Ac = 0:48� 0:29(stat)� 0:19(syst)

electrons : (1994� 95) Ab = 0:860� 0:107(stat)� 0:049(syst)

Ac = 0:656� 0:167(stat)� 0:089(syst)

(1993) Ab = 0:90� 0:19(stat)� 0:12(syst)

Ac = 0:45� 0:36(stat)� 0:31(syst)

combined : (1993� 95) Ab = 0:877� 0:068(stat)� 0:046(syst)

Ac = 0:614� 0:104(stat)� 0:074(syst):

The main systematic errors come from the limited Monte Carlo statistics, modeling
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of the transverse momentum distribution and B0 �B0 mixing.

2.1.2 Ab with Kaons

This is a new technique that uses charged kaons from the B ! D! K decay chain for

B= �B separation, requiring good particle identi�cation, and providing high statistics

and analyzing power. So far, the SLD is the only detector that has reported the mea-

surement of Ab using the kaon tag [63]. The SLD uses charged kaons with momentum

of 3 � 20 GeV , identi�ed by the Cherenkov Ring Imaging Detector. The � ! K

mis-identi�cation rate is calibrated using 1 prong and 3 prong � decays that have well

known small rates of K� production. The preliminary SLD result using 1994-1995

data is:

Ab = 0:91� 0:09(stat)� 0:09(syst) (2.2)

where the biggest contributions to the systematic error come from the kaon mis-

identi�cation calibration and uncertainty in the K� yield from B and D decays. The

fact that the kaon tag is done in two hemispheres separately allows a calibration of

the analyzing power from the data.

2.1.3 Ab with Momentum-Weighted Charge

Originally proposed almost twenty years ago [57] under the name of \Jet Charge",

this method uses the combined charge of all tracks to distinguish between the quark

and antiquark direction. The plane perpendicular to the event thrust axis de�nes two
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hemispheres. The momentum-weighted charge of a hemisphere is de�ned as:

Q1(2) =
X
tracks

qi
���~pi � T̂ ���� ; (2.3)

where T̂ is the unit vector in the direction of thrust axis, qi and pi are the charge

and momentum of the i-th track, and the sum is taken over the tracks in the �rst

(second) hemisphere. The exponent � is used to maximize the probability of the

correct assignment of the b quark direction. The charge of the hemisphere containing

the b quark is on average negative, while the average �b hemisphere charge is positive.

The charge separation between the two hemispheres can be used to sign the thrust

axis of the event:

�Q = Q1 �Q2 =
X
tracks

qi
���~pi � T̂ ���� sign(~pi � T̂ ) : (2.4)

The thrust axis direction is selected to make �Q negative. The signed thrust axis

distribution for tagged SLD data is shown in Figure 2.1 for left- and right-handed

events separately. The shaded region represents the light quark background, estimated

from the Monte Carlo.

There are two kinds of tracks that dilute the measurement:

� fragmentation tracks that on average carry no or opposite asymmetry and have lower

momentum than tracks from B hadron decays, and

� low momentum B{decay tracks that go in the direction opposite to the parent

hadron.

Weighting the particle charge with its momentum reduces the e�ect of low momentum
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Figure 2.2: The probability of correct axis signing, pcorrect, as a function of �. Here

pcorrect was estimated from the Monte Carlo.
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tracks and increases the probability of correct axis signing, pcorrect. Figure 2.2 shows

pcorrect as a function of � for all tagged events and the b�b subsample.

Most of the recent measurements use a self-calibrating technique (see Section 5.3)

to measure pcorrect from the data. This technique, together with the large statistics

of the sample, makes the jet-charge method one of the most attractive for asymmetry

measurements.

2.2 Current Status

Since the beginning of LEP and SLC operation, many asymmetry measurements have

been reported by the SLD [61], [63] and by LEP detectors [64] - [71]. The most current

results, as reported at the Moriond 1997 Conference [26], [27], are summarized in

Figure 2.3. The measurement of Ab described in this thesis is not included in the plot.
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World Ab Measurements

Ab

LEP Average 0.869 ± 0.025

OPAL JetC 0.907 ± 0.046 ± 0.041

DELPHI JetC 0.899 ± 0.063 ± 0.038

ALEPH JetC 0.840 ± 0.034 ± 0.033

OPAL Lept 0.825 ± 0.039 ± 0.022

L3 Lept 0.872 ± 0.060 ± 0.032

DELPHI Lept 0.970 ± 0.068 ± 0.031

ALEPH Lept 0.873 ± 0.039 ± 0.026

SLD K+- tag 0.907 ± 0.094 ± 0.094

SLD Lepton 0.877 ± 0.068 ± 0.047

SM

LEP Measurements:  Ab = 4 A0,bFB / 3 Ae

Using Ae=0.1512±0.0023 (Combine SLD ALR and LEP Al)

0.7 0.75 0.8 0.85 0.9 0.95 1 1.05 1.1 1.15

Figure 2.3: World Ab measurements (Moriond 1997).
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Chapter 3

Experimental Apparatus

The analysis presented in this thesis uses data collected at the SLAC Large Detec-

tor (SLD) during the period 1993� 1995. The SLAC Linear Collider (SLC) provides

positron and polarized electron beams that collide inside the SLD at a center of mass

energy of 91.2 GeV. The collision rate is 120 Hz. The polarization of the electron

beam is measured by a Compton polarimeter.

3.1 SLAC Linear Collider

The SLC [28] consists of a two mile long linear accelerator (LINAC) and two arcs that

separate electron and positron bunches and then steer them into the interaction region.

Microwaves, generated by 244 65 MW klystrons [29], are directed into the resonant

structure of the accelerator pipe, producing a standing wave with an oscillating electric

�eld along the beam direction. Injected into the cavity at the appropriate phase, both

electron and positron beams will experience the accelerating �eld. The transverse size

of the beam in the LINAC is controlled by the periodic structure of quadrupole and

sextupole magnets.

The layout of the SLC is shown schematically in Figure 3.1. The main elements

shown are: the polarized electron source [30], the damping rings, the LINAC, the
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Figure 3.1: The SLAC Linear Collider. The direction of the electron spin is shown by

the arrows (dots for vertical spin orientation).
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collider arcs, and the Compton polarimeter. The electron spin direction is shown by

the arrows and dots (if vertical). A strained GaAs photocathode is used to produce

polarized electron beams [31].

The SLC acceleration cycle starts with generation of two electron bunches that are

accelerated to 1.19 GeV and transported into the North damping ring. After 16.7 ms

of \cooling", both electron beams are injected into the LINAC, lead by the positron

bunch left from the previous cycle (see below). First two beams (e+ and e�) propagate

to the end of the LINAC and are accelerated to an energy of 46.6 GeV. A dipole magnet

sends electrons into the north and positrons into the south arc. Particles lose about

1 GeV of energy in the arcs due to synchrotron radiation. Before colliding at the

interaction point (IP), bunches are focused by a set of superconducting quadrupoles.

The electron beam polarization is measured by the Compton polarimeter [32] after

the collision. The components of the Compton polarimeter are shown in Figure 3.2.

The third bunch in the train, called the \scavenger bunch", is accelerated to an

energy of 31 GeV and then is extracted from the LINAC and sent to a tungsten

target. Positrons, produced in an electromagnetic shower, are collected, accelerated

to 200 MeV and then transported to the injector through the e+ return line. After

an additional boost to 1.19 GeV, positrons are guided into the South damping ring to

provide an e+ bunch for the next SLC cycle.
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Figure 3.2: Elements of the Compton polarimeter.
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Figure 3.3: History of the SLC luminosity.

3.1.1 Performance

Since the beginning of its operation in 1989, the SLC had shown improvement in

luminosity, reliability, and electron beam polarization. The SLC luminosity history is

shown in Figure 3.3.

A number of upgrades were performed on the SLC between the 1993 and 1994-

1995 runs. The damping ring vacuum chambers were replaced to reduce the impedance

[33]. Introduction of an \overcompression" technique [34] allows shorter bunches in

the transport line between the damping rings and the LINAC, reducing the energy

spread. A �nal focus optics upgrade was designed to reduce chromatic e�ects [35].
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Table 3.1: Important SLC parameters.

Parameter 1993 1994-1995

L (cm2/s) 3:8� 1029 6:0� 1029

Ne�/bunch 3:0� 1010 3:5� 1010

Pe 63:0� 1:1% 77:4� 0:6%

�E=E 0:25% 0:12%

�x 2:6 �m 2:3 �m

�y 0:8 �m 0:5 �m

The important SLC characteristics are summarized in Table 3.1.1.

The SLC beam polarization as a function of the number of collected Z0 is shown in

Figure 3.4. A bulk GaAs photocathode was used in the 1992 run yielding a polarization

at the IP of 22%. In 1993 a strained GaAs cathode with a thickness of 0.3 �m was

installed, resulting in signi�cant increase in polarization (63%). For the 1994-1995

run, an even thinner strained GaAs cathode was used (0.1 �m) raising the average

measured polarization to 77.4%.

3.2 SLAC Large Detector

The SLAC Large Detector (SLD) [36] is a multi-purpose detector, designed to operate

at the Z0 resonance. A perspective cut-away view of the SLD is shown in Figure 3.5.

The �rst physics run was done in 1992 with all systems in place and functioning.

Figure 3.6 shows the layout of the SLD subsystems including: the vertex detector,

the drift chamber, the Cherenkov ring imaging detector, the liquid argon calorimeter

and the warm iron calorimeter. Also shown are the magnet coil, providing a uniform



Figure 3.4: History of the electron beam polarization.
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Figure 3.5: Perspective view of the SLD. South door (endcap) is not shown for clarity.
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Figure 3.6: Cross-section of an SLD quadrant.

magnetic �eld of 0.6 T, and the luminosity monitor. Most SLD subsystems are divided

into a barrel and two endcap parts.

3.2.1 Vertex Detector

The system that is closest to the IP is the SLD Vertex Detector (VXD) [37]. Based

on Charge-Coupled Devices (CCDs), the VXD provides precision tracking of the Z0

decay products.
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view of the VXD.

The Vertex Detector uses 480 CCDs, mounted four on each side of 250 �m thick

alumina motherboards, called ladders. Neighboring CCDs on a ladder have overlap of

� 1 mm allowing the use of charged particle tracks for internal alignment.

In general a CCD is a 2-dimensional array of potential wells [38]. When a charged

particle passes through the device, the released electrons are collected in the wells.

The CCDs used in the SLD Vertex Detector are metal-oxide-semiconductor (MOS)

devices with a 2-dimensional array of 237,000 pixels each. The readout is done by

shifting rows of charges, one at a time, into a special row on the edge of the CCD (R

register). Charges in the R register are then shifted one at a time to an on-chip FET.

The perspective view of the VXD is shown in Figure 3.7. 60 ladders are orga-

nized in four coaxial layers around the beampipe (Figure 3.8), supported by beryllium

endplates. To reduce the CCD dark current, the vertex detector was operated at a

temperature of 195 K. The VXD is surrounded by a low density foam cryostat and is
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Table 3.2: VXD design parameters.

Number of CCDs 480

Pixels/CCD 400� 600

Pixel size 22 �m�22 �m
Readout time 160 ms (19 beam crossings)

Radius Layer 1 2.96 cm

Radius Layer 2 3.36 cm

Radius Layer 3 3.76 cm

Radius Layer 4 4.16 cm

Radiation thickness 1.15%/layer

Average hits per track 2.3

Two-hit coverage jcos �j < 0:75

One-hit coverage jcos �j < 0:82

cooled by cold N2 gas ow. The important design parameters of the VXD are sum-

marized in the Table 3.2.1. After installation, one ladder with a broken connection

was discovered. No signi�cant degradation of performance due to radiation damage

was observed after three years of exposure.

The VXD utilizes a Central Drift Chamber (CDC) aided reconstruction scheme.

The CDC track is extrapolated back to the IP and the track error matrix is used

to de�ne the search region for VXD hits to be linked with the track. The VXD

reconstruction works almost the same way for the data and the Monte Carlo. The

only di�erence is in the input raw data bank. In the Monte Carlo, the positions of the

hits have to be converted to the real CCD geometry, smeared, digitized and presented

to the reconstruction as CCD pixels.

The ow chart of the VXD o�ine reconstruction is shown in Figure 3.9. There are
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�ve major steps in the process.

The �rst step (VXRECEX) is the primary extrapolation in which the Central

Drift Chamber (CDC) tracks are extrapolated to all layers of the VXD. The track

parameters and errors on each CCD plane are stored. During Pass 1, extrapolated

CDC tracks are required to go through the IP. This constraint is waived for Pass 2.

In the second step (VXRECCL) pixels are grouped together in clusters. The stan-

dard reconstruction only does this clustering on CCD's which have been intersected

by an extrapolated track. Only about half the CCD's have this track extrapolation,

so the time required for doing clustering is greatly reduced.

The third step (VXRECLK) is called the linking stage. In this step the CDC track

is constrained to go through a cluster within the primary error ellipse. The track is

re�t with this constraint and extrapolated to the inner layers. A smaller secondary

error ellipse is formed and a search is made for clusters inside this error ellipse. Any

track with at least one primary cluster and one secondary cluster is a link candidate.

A secondary extrapolation is performed for every cluster inside every primary error

ellipse on all layers for every track. This leads to many track candidates consisting

of a CDC track and possible VXD clusters. Subsets of possible links are eliminated

and all possible links are stored. Tracks that do not have VXD links at this stage are

re-processed with the Pass 2.

The fourth step (VXREC1H) consists of looking for track candidates with only a

single associated VXD cluster. This is done only for tracks without a multiple VXD
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cluster track candidate. Tracks are constrained to go through the interaction point,

and clusters near the track-CCD intersection are considered good track candidates.

In the �fth and �nal step, (VXFPHV) all possible track candidates are sorted by

their quality and the best candidate(s) are stored.

Linking VXD hits with the CDC tracks improves the overall momentum resolution

but, more important for the current analysis, it also improves the impact parameter

resolution. In the limit of low multiple scattering, the impact parameter resolution

can be measured using Z0 ! �+�� events. In the SLD o�ine reconstruction, the IP

position in the x � y plane is determined by averaging the primary vertices of � 30

hadronic events. Figure 3.10 shows the distance of closest approach of muons to the

�t IP position as well as a Gaussian �t. For the lower momentum tracks, the x � y

impact parameter error can be parameterized as

�b =
q
(11�m)2 + (70�m=(p jsin �j1:5))2 ; (3.1)

where p is the momentum of the particle and � is the polar angle. The second term

accounts for multiple scattering.

3.2.2 Central Drift Chamber

The SLD Central Drift Chamber (CDC) [39] is used to track the charged products

of the Z0 decays. The CDC is 2 m long and extends from 20 cm to 100 cm in the

radial direction. It is placed in a uniform magnetic �eld of 0.6 T and consists of 10

superlayers of drift cells formed by wires. Cells are approximately 6 cm wide and 5 cm
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Figure 3.9: VXD O�ine ow chart for VXDRECON.
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high. Each superlayer is one cell thick. The CDC geometry is shown in Figure 3.11.

Each cell has ten sense wires, but only eight of them are digitized. Field wires, held

at a voltage of � 5 kV, together with the �eld shaping (guard) wires create a uniform

electrical �eld across the drift cell. The region of a strong nonuniform electric �eld

between the sense and the guard wires is used to amplify the signal by creating a

cascade. Ionization charge, left by a charged particle, drifts across the cell and is

deposited on the nearest sense wire. The CDC gas is a mixture of 75% CO2, 21% Ar,

4% Isobutane and 0.2% H2O, providing proportional gain, low dispersion and a drift

velocity of 7.9 �m/ns in the � 0:9 kV/cm electrical drift �eld. The gas is kept at the

constant temperature of 20�C and at atmospheric pressure. Sense wires are 25 �m

in diameter, made of gold plated tungsten and held at 100 g of tension. Other wires

are made of 150 �m gold plated aluminum and held at a tension of 500 g for the �eld

wires and 400 g for the guard wires.

The innermost superlayer is parallel to the beam (\Axial"). The next superlayer is

tilted at an angle of +42 mrad with respect to the beam to provide stereo information

(\Stereo layer"). The next superlayer is again a stereo layer, but tilted at �42 mrad.

Then the pattern is repeated. There are four axial layers (including the outermost)

and 6 stereo layers in the CDC.

Electrical signals are read out from both ends of the sense wire. Pulses are sampled

and digitized by the electronics mounted on the endplates of the CDC. Digital infor-

mation, representing the signal waveform, is then transmitted through the �ber optic
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cables to the fastbus Waveform Sampling Modules (WSM). For each pulse the begin-

ning time, the end time, the amplitude, the width and the total charge are extracted.

These numbers are recorded on the SLD tapes and used later for the track reconstruc-

tion. The fact that information from both ends of the sense wires is recorded makes

it possible to determine the position of the hit along the wire using the asymmetry in

the charge division. The resolution of this method is � 5 cm.

The CDC reconstruction starts by applying cuts on the drift time and the total

collected charge to the raw hits to remove noise. Track segments within a superlayer,

called vector hits (VHs), are identi�ed as sets of four to eight hits within a cell that are

consistent with belonging to the same helix. The next stage of reconstruction, called

pattern recognition, combines vector hits to form candidate tracks. First VHs from

the axial layers are selected by requiring that they belong to the same circle. Then

the information from the stereo layers is added. Track candidates are sorted by length

and quality and the best VH combination is passed to the �tter. The �tter makes an

initial estimation of the track parameters. Then the track is propagated through the

detector, taking into account nonuniformity of the magnetic �eld, energy losses and

multiple scattering. The �nal set of track parameters is obtained by minimizing the

�2 of the �t.

Drift distance resolution for the central part of the cell is about 100 �m and

is limited by di�usion. The momentum resolution, derived from the reconstructed
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cosmic ray tracks that pass near the center of the CDC, can be parameterized as:

dp=p2 =
q
(0:0050)2 + (0:010=p(GeV=c))2 ; (3.2)

where p is the component of the momentum transverse to the beam axis.

3.2.3 Cherenkov Ring Imaging Detector

The Cherenkov Ring Imaging Detector (CRID) [40] is the particle identi�cation system

for the SLD. When a charged particle passes through a medium at a speed exceeding

the speed of light in the material, it produces a cone of Cherenkov light with an

opening angle of

� = cos�1
 
1

�n

!
; (3.3)

where n is the index of refraction of the material and � is the speed of the particle

divided by the speed of light in the vacuum.

The CRID uses this principle to measure the velocity of charged particles. In

order to extend the momentum range of particle identi�cation, two radiators are used

in the CRID: a thin liquid radiator (C6F14) for lower energy particles and a deepeer

gaseous radiator (C5F12) for higher energy particles. The layout of the barrel CRID is

shown in Figure 3.12. Spherical mirrors focus the Cherenkov cones to form circles of

light which are measured with a time-projection chamber (TPC), positioned between

the two radiators. The TPCs are �lled with a drift gas that is a mixture of ethane,

argon and Tetrakis Dimethyl Amino Ethylene (TMAE). When hit by a photon from



44

C
ha

rg
ed

 T
ra

ck

Mirror
Array

Gas Radiator
C   F5    12(        )

Detector

External
Field Cage

Liquid Radiator
C   F6    14(        )

Drift Box

e + e

e

1-91

6507A1

Midplane
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Cherenkov light, the TMAE releases a single electron. The electron drifts with a

constant velocity in an electric �eld of the TPC and is detected by wires at the

chamber's end. The z coordinate of the hit is measured by the drift time and the

transverse coordinate by the position of the particular wire. Although the CRID is

not used in the current analysis, it is one of the most important systems for other SLD

measurements, like Ab with leptons and kaons.

3.2.4 Calorimetry

The SLD measures the energy deposition of the charged and neutral particles in a

Liquid Argon Calorimeter (LAC) [41] and Warm Iron Calorimeter (WIC) [42].

The LAC is divided into a barrel section and two endcaps. The LAC barrel is
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positioned inside the SLD magnet coil and extends from 177 cm to 291 cm radially,

including the cryostat. The length of the barrel section is 620 cm. The LAC is made

out of layers of parallel lead plates separated by plastic spacers and placed in liquid

argon. A high voltage of 2000 V is applied to every second layer of lead. Particles that

pass through the lead produce showers of lower-energy secondaries that ionize argon.

Ionization charges drift in the electric �eld and are collected on the high-voltage tiles.

Several tiles are connected together electrically to form a projective tower. Each tower

is connected to a single ampli�er in order to measure the charge deposited in the tower,

and towers are assembled into modules. A typical set of the barrel modules is shown

in Figure 3.13.

The LAC is segmented into two electromagnetic and two hadronic layers, EM1,

EM2, HAD1, HAD2. Properties of the LAC layers are shown in Table 3.2.4. The

segmentation was chosen so that approximately half of the electromagnetic shower

energy is deposited in EM1 and half in EM2 with a minimal leakage into the hadronic

section. The azimuthal and polar angle segmentation is � 33 mrad for the electro-

magnetic and � 66 mrad for the hadronic section. The endcaps cover the region 8�

to 35� with similar angular segmentation. The overall energy resolution in the LAC

barrel is 15%p
E

for electromagnetic showers. In the endcap region the electromagnetic

energy resolution worsens to 25%p
E
due to more material in front of the calorimeter.

The LAC is thick enough to absorb on average about 95% of the energy from the

Z0 decays. Located outside the SLD magnetic coil, the WIC is designed to measure
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Figure 3.13: A typical set of barrel LAC modules.

Table 3.3: Properties of the LAC layers and WIC pads.

Layer Rad. Length Interaction Length Angular Segmentation

EM1 6.0 0.24 33 mrad

EM2 15 0.60 33 mrad

HAD1 25 1.0 66 mrad

HAD2 25 1.0 66 mrad

WIC1 50 2.0 66 mrad

WIC2 50 2.0 66 mrad

Total 171 6.84
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the residual 5% of the energy, serve as mechanical support, and provide a magnetic

ux return. It is constructed of 17 layers of plastic streamer tubes (Iarocci tubes)

sandwiched between 5 cm thick steel plates. Tubes are equipped with long pickup

strips used for muon identi�cation and broad pads used for energy measurement. The

WIC is not used for the current analysis.
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Chapter 4

SLD Monte Carlo

A typical modern high energy physics detector, such as the SLD, is a complex

apparatus requiring detailed computer simulation to understand fully its behavior.

Simulation, usually employing Monte Carlo techniques, provides information about

e�ciencies, acceptances and resolutions of the detector subsystems. It is also crucial

for determining analysis biases.

The SLD Monte Carlo is a combination of two parts: a physics simulation, which

provides a model of the production and decay of the Z0, and a detector simulation,

which describes the propagation of particles through the detector volume and the

response of the active systems.

4.1 Physics Simulation

The SLD uses a modi�ed JETSET 7.4 [43] generator with LUND string fragmentation

for simulation of Z0 ! hadron events. This generator includes initial- and �nal-state

photon radiation, �Z0 interference and a parton shower model [44] for the �nal-state

gluon radiation. A very convenient feature of JETSET version 7.4 is that it preserves

information about the parton shower evolution, including the direction of the initial

quark from Z0 decay. The latter is useful for estimating the QCD corrections to the
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.

The parameter � controls the average energy of the hadron.

measured asymmetry.

The Peterson fragmentation function [45] is used in the SLD Monte Carlo for b-

and c-avored hadrons, while light-avored hadrons are produced with the default

Symmetric LUND fragmentation. These functions are shown in Figure 4.1.

In the SLD Monte Carlo, events are generated with an electron beam polarization

Pe = 100%, while positrons are unpolarized. Equal number of left-handed and right-

handed events are generated. In order to obtain the correct left-right asymmetry of the
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sample, a fraction of the right-handed events, fR, must be excluded from the analysis:

fR =
2 jPejAe

1 + jPejAe

: (4.1)

However, the maximum likelihood analysis, presented in this thesis (Chapter 5), is not

sensitive to the initial e+e� coupling and permits use of all the Monte Carlo statistics.

B-Hadron Decays

All unstable particles in the SLD generator are decayed by JETSET except for semilep-

tonic B decays. This approach was taken because of the visible disagreement in the

decay particle spectra between the JETSET decay model and data from CLEO and

ARGUS [46] Instead of going through a complicated tuning process, an alternative

program is now used to handle these decays. This program was chosen to be the

CLEO decay simulation package. The CLEO model was integrated into the SLD en-

vironment and further tuned [47]. The D production spectra are shown in Figure 4.2.

The B hadron lifetimes in the Monte Carlo are set to 1.55 ps for B mesons and

1.10 ps for B baryons, yielding an average Monte Carlo B hadron lifetime of 1.51 ps.

Charmed Hadrons Decays

It is important to model the charmed hadron decays correctly since they a�ect the

measurement in two ways. About 10% of the tagged B sample are Z0 ! c�c events.

Also charmed hadrons appear as products of the cascade b! c process. The JETSET
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Table 4.1: Charmed Meson Lifetimes.

Hadron lifetime (ps)

D+ 1:057� 0:015

D� 0:415� 0:004

Ds 0:467� 0:017

decay model is used for charmed hadrons in the SLD Monte Carlo, but the branching

fraction tables were adjusted [47] for better agreement with the data from ARGUS,

CLEO and MARK III. The charmed hadron lifetimes are set up according to the 1994

Particle Data Group [48] numbers and are shown in Table 4.1.

4.2 Detector Simulation

The purpose of the detector simulation is to provide a detailed model of the SLD

response to the passage of particles through its volume. Not only physical interactions

should be simulated, but also the e�ciency, acceptance, and resolution e�ects must

be properly modeled. The SLD uses a particle-detector simulation package called

GEANT [49], version 3.21.

Detector simulation starts with a detailed description of the detector material, the

magnetic �eld in the detector volume, and a list of all particles from the Z0 decay

generator. Long-lived particles, like K0
s and �0, do not decay in JETSET, as they

may interact with the detector material before decaying. Then GEANT propagates

particles through the detector, modifying their paths as needed, and creating a list of
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new particles formed by detector interactions.

The next step is to simulate the detector response. The idea is to have the Monte

Carlo output in the same format as the real SLD data, keeping at the same time the

true information about particles. Also the e�ects of the beam-related backgrounds and

imperfect hardware have to be taken into account. This is primarily accomplished by

overlaying random triggers onto generated Z0 events. The random triggers are de-

tector readouts taken randomly on a beam crossing approximately every 20 seconds.

Any random trigger that also passes a Z0 selection is not used. Information about the

detector hardware status is also recorded with a random trigger and is used in the sim-

ulation to indicate any dead channels, high voltage status, and detector readout error.

Signals from the random trigger are then merged with the simulated detector signals.

For the vertex detector this appears as additional CCD hits. For the calorimeter the

tower energies are simply added, but for the CDC, the two-hit resolution is applied. If

two hits are received on the same wire with time separation �t, then the probability

of losing the later hit is e�(�t�80ns)=25ns . Uncertainties in the positions of the tracking

system elements are simulated by randomly smearing the position of particular CCD

or CDC cells within the measured errors.

4.3 Data - Monte Carlo Comparison

Since the current analysis uses the topological reconstruction of the B-decay vertex

for tagging and the momentum-weighted jet charge technique to determine the initial
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Figure 4.3: Normalized impact parameter distribution for the tagged events showing

a visible discrepancy in normalized ZDOCA between data (points) and Monte Carlo

(histogram). Agreement in bnorm is much better.

b quark direction, the two most important parameters to be modeled correctly are the

vertex resolution and the momentum spectrum of the charged tracks.

The distance of the closest approach of the track to the IP (DOCA), projected

into the plane perpendicular to the beam axis, is called the XY impact parameter

(b). The impact parameter divided by its error, �b, is called the normalized impact

parameter: bnorm = b=�b. The Z coordinate of the track at the distance of closest

approach is called the ZDOCA. Figure 4.3 shows the data{Monte Carlo comparison

for the normalized XY impact parameter and normalized ZDOCA. To correct for the

visible discrepancy in Z resolution, the ZDOCA of every track that was linked to the
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vertex detector was smeared:

Znew
DOCA = Zold

DOCA +
g

cos�
; (4.2)

where � is the dip angle of the track and g is a random number distributed according to

the Gaussian probability with < g >= 0. Study showed [50] that the best agreement

between the data and the Monte Carlo is achieved with �g = 0:0016 cm for the 1993

data, and �g = 0:0020 cm for 1994-1995 period.

The momentum-weighted jet charge technique relies on charged tracks to recon-

struct the direction of the initial b quark, so it is important that momentum distribu-

tions of charged tracks from the Monte Carlo agree with the data. The �rst plot on

Figure 4.4 shows the number of charged tracks per event as a function of the track's

momentum. The suggested correction for the i-th bin: (NMC
i =Ndata

i � 1) is shown on

the second plot. It can be seen that the Monte Carlo produces more tracks than the

data in every momentum region except Ptot > 15 GeV . This discrepancy could be a

result of momentum spectrum mismodeling for charged tracks from Z0 decays. Fig-

ure 4.5 shows the charged track multiplicity distribution for the data and the Monte

Carlo without corrections (�rst plot), and after corrections (second plot).
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Figure 4.5: Charged track multiplicity for data (points) and Monte Carlo (histogram).

The �rst plot shows a discrepancy between the data and the uncorrected Monte Carlo.

For the second plot, tracking e�ciency corrections were applied to the Monte Carlo.



57

Chapter 5

Analysis

5.1 Introduction

This chapter presents the actual measurement of the asymmetry Ab from 1993-95

data. To maximize the use of information, the maximum likelihood method was

employed. The probability of the correct sign assignment for Z0 ! bb events, pcorrect;b ,

is estimated from the data. This procedure is described in detail in Section 5.3. The

momentum-weighted charge of each event is used twice: to provide the sign of the

thrust axis for the asymmetry measurement and to calculate the analyzing power of

this measurement.

A B tag based on topological reconstruction of the mass of B-decay vertex was

used to select the sample of Z0 ! bb events. The estimated purity of the tagged

sample at the selected cut is 91%. The double-tag method was used to calculate the

purity of the sample from the data. The double-tag method [51] and B tagging results

are presented in Section 5.5.2

5.2 Likelihood Function

In this analysis the maximum-likelihood technique was used to extract Ab from the

data. The likelihood function used is:
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P (eventi; Ab; Ac) = (1� AeP
i
e)(1 + cos2 �i) + 2(Ae � P i

e) cos �i (5.1)

[Ab�
i
b(2p

correct;b
i � 1)(1��i

QCD;b) +

Ac�
i
c(2p

correct;c
i � 1)(1��i

QCD;c) +

Abckg(1� �i
b � �i

c)(2p
\correct00;bckg
i � 1)] ;

where Ae is the electron asymmetry; P i
e is the signed polarization measurement asso-

ciated with the ith tagged event; cos �i is given by the signed thrust axis T̂ ; and the

�i
b(c) are the probabilities that the event was a Z

0 ! bb(cc) decay. The �i
QCD;b;c are

�nal-state QCD corrections, parameterized as a function of cos(�thrust); Abckg is the

estimated background asymmetry from uu, dd, and ss decays of the Z0; and pcorrect;b;c

are correct-sign probabilities, parameterized as functions of the momentum weighted

charge jQdiff j. While pcorrect;c must be estimated from the Monte Carlo, pcorrect;b is

calculated from the data with a much reduced model dependence.

5.3 Calibration of the Analyzing Power from the

Data

5.3.1 Formalism

Let Qb and Q�b be momentum weighted charges of the b and �b hemispheres, as de�ned

in Section 2.1.3. The only two assumptions we have to make at this stage are that Qb
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and Q�b are two uncorrelated variables which obey Gaussian statistics:

p(Qb; Qb) = p(Qb)p(Qb) (5.2)

and

p(Qb) =
1q
2��2b

e�(Qb+Q
0
b
)2=2�2

b (5.3)

p(Qb) =
1q
2��2

b

e
�(Q

b
�Q0

b
)2=2�2

b (5.4)

where Q0
b and Q

0
b
are positive.

We will challenge these assumptions later in Sections 5.3.2 and 5.6.

In high energy processes charge (C) is conserved with high accuracy. B-decay

modes that violate C have small branching fractions, are charge conjugate, and there-

fore do not a�ect the momentum-weighted charge distribution. The C conservation

requirement leads to:

�b = �b ; Q0
b = Q0

b
: (5.5)

We do not use these equations in the present formalism, but it is interesting to see

how well they hold. Figure 5.1 shows Monte Carlo distributions of Qb and Q�b �t

to a Gaussian hypothesis. Parameters extracted from the �t are hQbi = �0:91 and

hQbi = 1:01 with a width �b = 2:70 and ��b = 2:69. While the widths of the two

distributions agree very well, the mean values are quite di�erent. Nuclear interactions

with detector material shift the balance by adding more positively charged tracks to
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Figure 5.1: On the left plot histograms of Qb and Qb (from Monte Carlo) and Gaussian

�ts are shown. On the right is shown a contour plot of the Qb, Qb joint distribution.

both hemispheres. The second graph on Figure 5.1 shows the contour plot of the

Qb(Qb) dependence. In the absence of correlations it is a symmetric distribution. The

correlation extracted from the fully simulated Monte Carlo sample of Z0 ! bb events

is �b � 3%. That value is small and will be properly de�ned and corrected for in

Section 5.3.2

We de�ne the sum and the di�erence of charges from both hemispheres as:

Qsum = Qb +Qb; (5.6)

Qdif = Qb �Qb: (5.7)

Distributions for those new variables can be derived from Equations 5.3 and 5.4:
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p(Qsum) =
1q
2��20

e�(Qsum+Q0
sum)2=2�2

0 ; (5.8)

p(Qdif ) =
1q
2��20

e�(Qdif+Q
0
dif

)2=2�2
0 ; (5.9)

where

�20 = �2b + �2
b
; Q0

sum = Q0
b �Q0

b
; Q0

dif = Q0
b +Q0

b
: (5.10)

The parameters of the Qsum distribution can be measured directly in the data

because they are symmetric with respect to interchange of b and b quarks. However,

this is not true for the Qdif distribution. By de�nition Qdif requires the knowledge

of which hemisphere contains the b and which contains the b quark. We do not have

this information in the real experiment, so the two observables that were used here

are Qsum and jQdif j.

The task now is to calculate pcorrect(jQdif j), the probability that we assign the b

quark direction correctly as a function of jQdif j. As described in Section 2.1.3, we

assign the thrust axis direction so that Q is negative ( Equation 2.4), making it an

estimation of the b quark direction. The �rst plot on Figure 5.2 shows the Monte Carlo

distribution of Qdif . The hatched area under the histogram corresponds to Qdif < 0

and that is when the b quark direction assignment is correct. When the absolute value

of Qdif is taken, it e�ectively \ips" the negative part of the distribution to the right

(second plot on Figure 5.2) and the jQdif j distribution can be thought of as consisting
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Figure 5.2: Qdif and jQdif j distributions (from the Monte Carlo). The hatched area

on the left plot corresponds to the correct b quark direction assignment. The double-

hatched area on the right plot represents the Qdif > 0 part of the jQdif j distribution.

of two parts:

p(jQdif j) = p(Qdif > 0) + p(Qdif < 0) (5.11)

or

p(jQdif j) =
1q
2��20

e�(jQdif j+Q0
dif

)2=2�20 +
1q
2��20

e�(jQdif j�Q0
dif

)2=2�20 : (5.12)

The correct-sign probability can then be expressed as:

pcorrect(jQdif j) =
p(Qdif < 0)

p(Qdif > 0) + p(Qdif < 0)
=

1

1 + e��jQdif j ; (5.13)

where

� =
2Q0

dif

�20
: (5.14)

The parameter � de�nes the \e�ectiveness" of the technique used here. If � = 0,
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then pcorrect = 0:5 for any jQdif j which means that there is no analyzing power (the

probability of correct charge assignment is 50 %).

The next question is to calculate � from the data. From Equations 5.8 { 5.10 we

know that �0 = �dif = �sum. Since �sum can be measured directly in the experiment,

the only unknown parameter in � is Q0
dif . Let us have a closer look at the calculation

of �dif . By the basics of statistics:

�2dif = hQ2
dif i � hQdifi2 ; (5.15)

and given that �dif = �sum, hQdif i = Q0
dif and hQ2

dif i = hjQdif j2i, Equation 5.15 can

be rewritten as:

�2sum = hjQdif j2i � (Q0
dif )

2
; (5.16)

giving

� =
2
q
hjQdif j2i � �2sum

�2sum
; (5.17)

where everything can be calculated from the data using the two observables: Qsum

and jQdif j.

The plot of pcorrect(jQdif j) and the �t to Equation 5.13, extracted from the Monte

Carlo sample of Z0 ! bb events, are shown in Figure 5.3. The results of the �t are

�b = 0:2453� 0:0013 with �2=d:o:f: = 1:4. The error is statistical only. Table 5.2

shows details of the �b calculations for the current analysis.
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Figure 5.3: Probability of correct charge assignment.
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5.3.2 Hemisphere Correlation

In the previous section we have assumed Qb and Qb to be two uncorrelated distribu-

tions. What can be expected if there is a correlation? The presence of correlation

would mean that the probability to get some value of Qb depends on the value of Qb :

p(Qb) = f(Qb; Qb) (5.18)

and vice versa. It e�ectively stretches the joint probability distribution of Qb and Qb

along some axis. CP conservation requires the widths of the Qb and Qb distributions

to be the same (Equation 5.5). That means the only deformation possible is along the

(Qb �Qb) and (Qb +Qb) axes. This e�ect is schematically shown in Figure 5.4.

The ratio of widths along the (Qb � Qb) and (Qb + Qb) axes would be a sensible

measure of correlation. In the absence of correlation, this ratio is 1. The deviation

from unity means that a correlation is present. We de�ne the jet-charge correlation

as:

� =
�dif

�sum
� 1 : (5.19)

The correlation, extracted from the fully simulated Monte Carlo sample of � 400000

Z0 ! bb events, is �b = 2:67� 0:11%, where the error is statistical.

The presence of correlation a�ects the results of the previous section in the following

way: we have explicitly used �dif = �sum in the derivation of � (Equations 5.15

{ 5.17). When the e�ects of the correlation are taken into account, the corrected
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Figure 5.4: Possible e�ect of the hemisphere correlation
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expression for �dif should be used:

�dif = (1 + �)�sum ; (5.20)

modifying Equation 5.17 as follows:

� =
2
q
hjQdif j2i � (1 + �b)2�2sum

(1 + �b)2�2sum
: (5.21)

For this analysis, the correlation was estimated from the Monte Carlo, and both

statistical and systematic errors on �b were propagated and included in the systematic

uncertainties on Ab.

5.3.3 Light Flavor Subtraction

If the purity of the tagged sample were �b = 100%, then the hemisphere correlation

would be the only correction to be applied in the �b calculation. In reality only about

90% of the events in the tagged sample are Z0 ! bb events and thus the e�ects of

light avor contamination have to be taken into account. The way it is done in the

present analysis is to correct the widths of the relevant distributions. In the data we

measure the mixture of all avors:

hjQdif j2imeasured
=

X
flavours

�fh
���Qf

dif

���2i ; (5.22)

where the purity of avor f is �f =
N
f

tagged

Nall
tagged

(f = u; d; s; c; b) in the tagged sample.

Also

(�2sum)measured =
X

flavours

�fh(Qf
sum)

2i � (
X

flavours

�fhQf
sumi)2 =

X
flavours

�f(�
f
sum)

2 +� ;

(5.23)
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Table 5.1: Details of Light Flavor Subtraction.

Flavor (f)

r
h
���Qf

dif

���2i �fsum

MonteCarlo

All Tagged Events 4:383� 0:011 3:857� 0:010

b 4:431� 0:012 3:876� 0:011

c 4:033� 0:037 3:739� 0:035

uds 4:45� 0:12 3:95� 0:10

Data

All Tagged Events 4:259� 0:028 3:755� 0:025

where

� =
X

flavours

�fhQf
sumi2 � hQsumi2 : (5.24)

The conservation of charge requires � = 0, as hQsumi = hQf
sumi = 0 for all avors.

Interactions with detector material add extra positive charge to both hemispheres

(Section 5.3.1) and give hQf
sumi some positive value. This way � does not have to be

zero, but can be very small if hQb
sumi � hQc

sumi � hQuds
sumi.

The value of � extracted from the Monte Carlo is � = �0:00006. This value is

very small and was neglected in the current analysis. The �nal formulas for h
���Qb

dif

���2i
and �bsum are:

h
���Qb

dif

���2i = h
���Qb

dif

���2i
measured

� �ch
���Qc

dif

���2i � �udsh
���Quds

dif

���2i
�b

(5.25)

and

(�bsum)
2 =

(�2sum)measured � �c(�
c
sum)

2 � �uds(�
uds
sum)

2

�b

: (5.26)

Table 5.1 shows the values of

r
h
���Qf

dif

���2i and �fsum measured in the data and
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Table 5.2: Details of Self-Calibration.

Comments �b

MonteCarlo

Direct �t to Monte Carlo truth 0:2453� 0:0013

Self-Calibration, No Correlation, 0:2802� 0:0051

No Light Flavor Subtraction

Self-Calibration, Correlation �b = 2:67%, 0:2399� 0:0052

No Light Flavor Subtraction

Self-Calibration, Correlation �b = 2:67%, 0:2447� 0:0052

Light Flavor Subtraction Applied

Data

Self-Calibration, Correlation �b = 2:67%, 0:249� 0:013

Light Flavor Subtraction Applied

Monte Carlo.

In the current analysis, the light avor subtraction correction is small due to the

high purity of the tag and the fact that the widths of the distributions do not vary

signi�cantly from one avor to another. The change in Ab, after the light avor

subtraction was applied, was �Ab

Ab
= 0:8%. The systematic error in this correction was

taken to be 50 % of this value.

5.3.4 Self-Calibration Results

Results of the self-calibration, applied to the Monte Carlo and the data, are shown in

Table 5.2. When e�ects of the hemisphere correlation are taken into account and the

light avor subtraction is applied, the self-calibrated technique shows no bias. There

is also a good agreement between the values of �b extracted from the data and from

the Monte Carlo.
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5.4 QCD Corrections

E�ects of the b-quark axis smearing due to the �nal state QCD radiation (Section 1.2.3)

are incorporated in the analysis by applying a correction �QCD to the maximum

likelihood function (Equation 5.1). Theoretical calculations of the QCD corrections

to the asymmetry may be found in the literature [53] [54]. However there is a problem

in using these corrections. Most theoretical calculations use the b-quark direction to

de�ne the asymmetry. In the current measurement, the thrust axis of the event is used

as an estimation of the initial quark direction. The thrust axis, taking into account the

momentum ow of the whole event, is less sensitive to the QCD radiation. Theoretical

estimations [55] [56] show that �Thrust
QCD = (0:9� 0:95)�Quark

QCD at the parton level. One

has to note, however, that in the case of a three-particle �nal state (q�qg) the thrust axis

is always parallel to the direction of ight of the particle with the highest momentum.

Also the B-tagging procedure and momentum-weighted track-charge technique, used

in the current experiment, suppress events with hard gluon radiation.

Consequently, we have taken a di�erent approach. The �rst-order theoretical cal-

culations by J.B.Stav and H.A.Olsen [54] for massive quarks were used as a basis:

�SO(jcos �j) = 1� Aq(jcos �j)
A0

; (5.27)

where A0 is the Born-level asymmetry (Equation 1.20) and Aq is the asymmetry based

on the b-quark direction after all perturbutive radiation. Then �SO was corrected for
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analysis bias (thrust axis, B-tag and Jet Charge). The total correction is then:

�QCD = 1� Aexp

A0

= x�SO ; (5.28)

with x estimated from the Monte Carlo and de�ned as:

x =

0
@1�

Aexp

A0
� 1

A0

Aq
� 1

1
A : (5.29)

Aexp is the asymmetry measured in the experiment. The value x = 0 would mean that

the measured Ab is not sensitive to gluon radiation and no QCD corrections need be

applied, while x = 1 would mean that there is no analysis bias so that the theoretical

correction �SO must be applied in full.

A generator-level Monte Carlo was used to estimate x. JETSET7.4 with the �rst

order matrix element (parameter MSTJ(101)=1) was used to generate events. Then

a simple model of detector acceptance, analysis and tag cuts was applied. After that,

the self-calibrating maximum likelihood method was used to extract Aexp in each bin

of jcos �j. Figure 5.5 shows x as a function of jcos �j. The horizontal line �t was used

in the jcos �j range of 0 { 0.7 to extract the average correction: x = 0:25� 0:08 with

�2 = 1:4=dof .

So the total applied QCD correction was:

�QCD(jcos �j) = 0:25�SO(jcos �j) : (5.30)

The total QCD corrections used in the analysis, �QCD, as well as the theoretical

calculations, �SO, are shown in Figure 5.6.
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Figure 5.5: Analysis-related bias in the QCD correction for b�b events, x, estimated

from the generator level JETSET7.4. Only the �rst 7 bins are used in the analysis.

The 11th bin represents x averaged over all j cos �j.
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Figure 5.6: Theoretical calculations by Stav and Olsen, �SO (solid line), and total

QCD correction applied in the analysis, �QCD (dashed line). The solid line band

represents the uncertainty of the theoretical calculations, mainly due to the error in

�s. The dashed line band corresponds to statistical errors in x, and the dotted line

band covers theoretical uncertainty in �QCD.



74

5.5 Asymmetry Measurement

5.5.1 Event and Track Selection

For the purpose of calculating the momentum-weighted jet charge, a loose set of cuts

was applied to reconstructed tracks, while stricter requirements were placed on tracks

used for selecting hadronic events and for the tag. \Jet-charge quality" tracks were

required to have p? > 0:15 GeV/c, ptot < 50 GeV/c, j cos �j < 0:8, number of CDC

hits Nhits > 39, radius of the �rst CDC hit R < 45 cm, track �t �2=dof < 5 and point

of closest approach to the beam line (POCA) within a cylinder of radius r0 = 2 cm

and half-length l0 = 10 cm about the IP.

\Tag quality" tracks were, in addition, required: to have the point of closest ap-

proach within (r0; l0) = (0:3; 1:5) cm, at least one VXD hit, and impact parameter

error �d < 250 �m; and not to be identi�ed as a  conversion or a product of � or K0
S

decay.

Events were classi�ed as hadronic decays of Z0 if they contained at least 7 tag qual-

ity tracks out of which at least 3 tracks had to be linked with 2 or more vertex detector

hits, a visible energy of at least 20 GeV, and a thrust axis satisfying jcos�thrustj < 0:7.

The thrust axis was determined using energy deposition in the LAC. Figure 5.7 shows

track multiplicity, visible energy and cos �thrust distributions for the data and Monte

Carlo. Hadronic event selection cuts are shown with vertical lines.

The main background comes from Zo ! � �� events and is estimated to be less then
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Figure 5.7: Hadronic event selection variables for data (dots) and Monte Carlo (his-

togram). For each cut shown, the rest of the cuts were applied.
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0:1% of the sample. A total of 76554 events from the 1993-1995 data sample satisfy

these requirements.

From this hadronic sample, two and three jet events were selected using the YCLUS

jet-�nding algorithm [60] with the parameter Ycut = 0:02, leaving 71951 events in the

sample.

5.5.2 B Tag

To enrich the sample with Z0 ! bb events, a B tag based on topological reconstruction

of B-decay vertexes was applied. The ZVTOP program [58] was used for secondary

vertex �nding. The idea is to look at tracks as Gaussian probability tubes in 3-D

co-ordinate space, f( r), near the point of the track's closest approach to the IP, r0:

f( r) = exp

8<
:�1

2

2
4
 
x� (x0 + y2�)

�1

!2

+

 
z � (z0 + tan (�)y)

�2

!2
3
5
9=
; : (5.31)

The �rst term inside the exponential includes a parabolic approximation to the circular

track trajectory in the x; y plane. The parameter � is determined from the particle

charge and momentum, and the SLD magnetic �eld. The second term describes the

propagation of the trajectory in the z direction, and � is the helix parameter of the

track. Parameters �1 and �2 are the measurement errors for the track at point r0 in

the x; y and z directions respectively. The search was then done for the maximum of

the vertex probability function for each hemisphere separately:

V ( r) =
X
i

fi( r)�
P

i f
2
i ( r)P

i fi( r)
: (5.32)
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Figure 5.8: (a) Track and (b) vertex functions projected onto the x; y plane.

Figure 5.8 shows track and vertex functions projected onto the x; y plane for a Monte

Carlo event. The two peaks in V ( r) can be seen in plot (b). The �rst peak at position

(0,0) is due to the primary vertex (IP), while the secondary peak is displaced to the

right of the IP by about 1.5 mm.

After the secondary vertex was found, more tracks were assigned on the basis of

the longitudinal (L=D > 0:25) and transverse (T < 1 mm) distance from the vertex.

This process is shown schematically in Figure 5.9 . Each track was assigned a pion

mass and after correction for missing transverse momentum, the mass of the secondary

vertex was calculated.

The vertex mass distribution calculated for the data and Monte Carlo is shown in

Figure 5.10. As can be seen from this picture, the Z0 ! c�c event contribution has a
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Figure 5.9: Parameters used to assign a track to the seed vertex: T < 1 mm, L=D >

0:25.
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Figure 5.10: Mass distribution for data and Monte Carlo. The dark shaded area under

the histogram represents the contribution from uds and the light shaded area from c

quarks. The unshaded region is due to b quarks.
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Figure 5.11: Purity (�b) vs hemisphere tagging e�ciency (�b) for three LEP tags, the

old SLD tag and the SLD topological tag (with VXD2). Also shown is the performance

of the SLD B tag with a new vertex detector (VXD3).

clear cut-o� at 1:8 � 2:0 GeV . This feature makes the mass tag very attractive for

high-purity measurements. Figure 5.11 shows the performance of di�erent tags.

The maximum of masses from the two hemispheres in the event was used as a tag

variable in this analysis:

MASS =MAX(mass1; mass2) : (5.33)

For the current analysis we required MASS > 1:6 GeV .

Since the secondary vertex mass was calculated for each hemisphere separately, it is

possible to use a double-tagging method to estimate the tagging e�ciency and purity
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of the tagged sample from the data. The idea of the method is that we count the

number of hemispheres with mass above the cut (Ns) and the number of events where

both hemispheres were tagged (Nd). In the simpli�ed picture of only two avors:

Ns = 2�1N1 + 2�2N2 ;

Nd = �d1N1 + �d2N2 ;
(5.34)

where �1(2) is the e�ciency to tag a hemisphere for avor 1(2), �d is the e�ciency

to double-tag the event, and N1(2) is the total number of events of each avor be-

fore tagging. It is more convenient to talk in terms of single and double tagging

fractions
�
Fs =

Ns

2Ntotal
; Fd =

Nd

Ntotal

�
and production fractions for di�erent avors

R1(2) =
N1(2)

Ntotal
. If in addition no correlation between hemispheres is assumed, then

�d = �2 and from equations 5.34:

Fs = �1R1 + �2R2 ;

Fd = �21R1 + �22R2 :
(5.35)

The two equations 5.35 can be solved for any set of two parameters, usually (�1; �2)

or (�1; R1), if other parameters are taken as model inputs.

In the real world the situation is more complicated since all 5 avors are present

in the tagged sample and there is a correlation between hemispheres. The tagging

correlation for avor f is de�ned here as:

�f =
�df � �2f

�f � �2f
: (5.36)

In terms of Rf ; �f and �f , the double-tagging equations can be written as:

Fs = �bRb + �cRc + �uds (1� Rb �Rc) ;
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Fd =
�
�2b (1� �b) + �b�b

�
Rb +

�
�2c (1� �c) + �c�c

�
Rc : (5.37)

Here we have neglected �duds, estimated to be less than 4 � 10�6.

At this step, di�erent strategies can be used. The two equations 5.37 can be

solved simultaneously for �b and �c with �uds, �b and �c taken as Monte Carlo inputs

(Method I). Another way would be to take �c from the Monte Carlo and use only

the �rst Equation of 5.37 to �nd �b (Method II). Table 5.3 shows the details of the

tag error analysis for two methods. In the �rst case the total error is dominated by

statistics and this will be the way to calculate e�ciency when there is more SLD data.

However for this analysis the second method was selected. This method is limited by

�c systematics, but gives a smaller total �b uncertainty.

So we measure Fs and Fd in the data, calculate �c , �uds , �b , �c from the Monte

Carlo, use Rb and Rc as model inputs, and solve the �rst Equation 5.37 for �b. The

goal is to calculate the purity of Z0 ! bb events in the tagged sample, �b , in the

maximum-likelihood function (Equation 5.1). The �rst step is to go from hemisphere

tagging e�ciencies � to the event tag, �ev :

�ev =
Nhem
tag �N events

double tag

Ntotal

= 2�� �d = � + (1� �)(1� �)� : (5.38)

Then the purity of the sample can be expressed in terms of �ev :

�b =
�evb Rb

�evb Rb + �evc Rc + �evuds(1� Rb � Rc)
: (5.39)

Values of �uds ,�c , �b , �c were extracted from the Monte Carlo, and the statistical

and systematic errors were propagated and included as a systematic uncertainty in
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Table 5.3: Details of �b Error Analysis.

Error Source Variation Method I Method II

��b
=�b (%) ��b

=�b (%)

Statistics

Fs = 0:1019 �0:0008 1.06 0.05

Fd = 0:0412 �0:0007 1.18 n=a

Systematics

�c = 0:0382 �0:0044 n=a 0.94

�uds = 0:00103 �20% 0.02 0.21

Rc = 0:1715 �0:0056 0.01 0.26

Rb = 0:2158 �0:0020 0.63 0.03

�c = 0:00938 �100% 0.05 0.03

�b = 0:00379 �100% 0.03 0.001

Total 1.7 1.0

�b. The error on Rb was taken as the total di�erence between the world average

measurement Rmeas
b = 0:2178 � 0:0011 and the Standard Model prediction RSM

b =

0:2158� 0:0003. The precision of the world average measurement Rmeas
c = 0:1715 �

0:0056 was taken as the error on Rc. The systematic error due to detector modeling

is not included here and will be treated separately in Section 5.6.

The resulting purity of the tagged data sample with the selected mass cut of

1:6 GeV=c2 is �b = 91:11 � 0:91% where the �c systematic uncertainty is the main

contribution to the error. A total of 11092 events from the SLD 1993-95 data sample

were selected. More details on the SLD mass tag performance can be found in [59].
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5.5.3 Measurement of Ab

The actual measurement of Ab is presented in this section. As a �rst step of the anal-

ysis, the purity of the tagged sample, �b was calculated from the data (Section 5.5.2)

and Monte Carlo. The purity �b(MASS), binned in the reconstructed vertex mass,

was used in the maximum likelihood function (Equation 5.1). The statistics of the

tagged data sample are not high enough to calculate �b(MASS) from the data, so a

scaled Monte Carlo purity was used instead:

�b(MASS) =
�dat
b

�mc
b

�mc
b (MASS) : (5.40)

The Monte Carlo was then used to estimate the light-avor composition (�c(MASS);

�uds(MASS)) of the tagged sample and the inter{hemisphere correlation �b. The

measurement of the parameter �b was then performed using �2sum and hjQdif j2i from

the tagged data sample. To incorporate the cos(�) dependence of �b in the analysis,

a scaled MC value was used, in the same manner as in Equation 5.40 :

�b(jcos(�thrust)j) =
�datb

�mc
b

�mc
b (jcos(�thrust)j) : (5.41)

Other terms in the maximum likelihood function, such as �c; �uds were estimated

from the Monte Carlo. The Standard Model value of Ac = 0:67, together with the

light quark asymmetry Auds = 0, was used in the analysis. To correct for the �nal

state gluon radiation, cos(�){dependent QCD corrections, described in Section 5.4,

were used:

�QCD;b(jcos(�)j) = 0:25�SO;b(jcos(�)j); (5.42)
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�QCD;c(jcos(�)j) = 0:9�SO;c(jcos(�)j): (5.43)

Tracking e�ciency corrections (Section 4.3) were applied in the Monte Carlo to the

Jet Charge calculations but not to the tag. Also z position smearing of the POCA

was applied to all tracks that were linked to the vertex detector. Figure 5.12 shows

the likelihood sum �ln(L) over all tagged events as a function of Ab. A second order

polynomial �t to the data was used to determine the position of the minimum as well as

the error range. The value extracted from the �t is Ab = 0:912�0:045(stat). This value

should be corrected for the initial state radiation e�ects, discussed in Section 1.2.3,

resulting in a relative bias of 0.17%.

The �nal value of the bottom quark asymmetry is:

Ab = 0:911� 0:045(stat) : (5.44)

5.6 Systematic Error Analysis

Table 5.4 gives a summary of systematic errors for the Ab measurement at MASS =

1:6 GeV . Each individual error is discussed in detail in the following sections. The

important point to note is that the biggest single contribution to the Ab systematic

error, the statistics on �b, is statistical by nature and will improve as � 1p
N
with more

data. We treat this statistical uncertainty as systematic since it is method-dependent.
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Table 5.4: Summary of systematic errors for Ab measurement.

Error Source Variation �Ab=Ab

Self-Calibration

�b Statistics 1� 3.7%

Hemisphere Correlation JETSET,HERWIG, 1.7%

p(Qb) Shape Triangular, other shapes 0.8%

cos� shape of �b MC Shape vs Flat 0.4%

Light Flavor Subtraction 50% 0.4%

Analysis

Tag Composition Mostly �c 1.5%

Detector Modeling E�ciency Corrections, 1.5%

Smearing

QCD x; �s � 0:02, 2nd order terms 0.9%

Pe 0.8% 0.8%

Ac 0:67� 0:08 0.8%

Auds 0:0� 0:50 0.1%

Ae 0:1506� 0:0028 � 0:1%

Gluon Splitting 100% 0.2%

Total 4.9%
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Figure 5.12: The likelihood function, �ln(L), where the data points are �t with a

parabola. The solid vertical line gives the central value Ab = 0:912, and the dashed

lines represent statistical errors in Ab of �0:045

5.6.1 �b Statistics

The measurement of �b carries statistical uncertainty, propagated from statistical er-

rors on �sum and hjQdif j2i measurements: �b = 0:249 � 0:013 . The corresponding

error on Ab was calculated by re-analyzing data with values of �datb varied by 1 �:

�Ab

Ab

=
Ab(�

dat
b � ��dat

b
)� Ab(�

dat
b + ��dat

b
)

2Ab(�
dat
b )

: (5.45)

This error is expected to decrease � 1p
N
with more data.

5.6.2 p(Qb) Shape

The self-calibrating technique is based on the assumption that the hemisphere momentum-

weighted charge has a Gaussian distribution. A special study was done to check the
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sensitivity of the measured Ab on the Qb distribution shape.

A large amount of the Monte Carlo data was generated with the angular distribu-

tion:

d�

d

/ (1� AePe)(1 + cos2 �) + 2(Ae � Pe)Af cos � ; (5.46)

and two uncorrelated hemisphere charges, Qb and Q�b with the constraint:

p(Q�b) = p(�Qb) ; (5.47)

The parameters of the trial Qb distribution were selected from the condition that

the generated �sum and
D���Q2

dif

���E match the data. Then the self-calibrated maximum

likelihood method, identical to the one used in the real analysis, was applied to extract

the value of Ab. The di�erence between the input and extracted Ab was studied for

di�erent shapes of the Qb distribution.

The distribution of the absolute value of the hemisphere charge from the data,

jQhemj, was used to constrain possible Qb distributions.

For each trial distribution, Table 5.5 shows the relative shift in measured asymme-

try and the �2 of a �t to the data jQhemj histogram using the functional form of the

trial distribution. A pure Gaussian distribution shows no bias in the extracted Ab and

a good �2. Triangular and rectangular distributions do not match the data at all. In

the case of more realistic mixed distributions, the constraint was �2mixed � 2�2Gaussian.

Two mixed distributions, shown in Table 5.5, are Gaussians with 2% of the event

charges distributed with twice the width of the initial distribution and centered at Q0
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Table 5.5: Bias in measured Ab for di�erent Qb distributions.

Distribution �Ab

Ab
(%) �2 (d.o.f.=17)

Gaussian �0:11� 0:13 20.

Triangle �0:78� 0:34 9941.

Rectangle �2:91� 0:32 18684.

98% Gauss + 2% at (2�0; Q0) +0:56� 0:13 49.

98% Gauss + 2% at (2�0; Q0 = 0) +0:62� 0:13 37.

in one case, and at the origin in another.

Based on these results, the systematic error due to a possible non-Gaussian shape

of the Qb distribution was taken to be:

�Ab

Ab

= 0:8% : (5.48)

5.6.3 cos(�) shape of �b

Since SLD tracking becomes less e�cient at high values of jcos(�)j, we expect the

analyzing power to drop. A Monte Carlo estimation of the �b(jcos(�)j) dependence

was used in this analysis. The total di�erence in the value of Ab extracted from the

data with a �{dependent �b and a at �b was taken as the systematic error.

5.6.4 Hemisphere Correlation

The value of the correlation between hemispheres was obtained from the Monte Carlo:

�b = 2:67� 0:11%(stat). The systematic uncertainty was estimated by varying JET-

SET7.4 model parameters and comparing to a Monte Carlo model with a completely

di�erent fragmentation scheme { HERWIG5.7 . Since we do not have any samples
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of fully reconstructed HERWIG5.7 or JETSET7.4 with altered parameters, the study

was done at the generator level. The Monte Carlo was allowed to decay unstable par-

ticles, and a simple model of detector acceptance, tag and analysis cuts was applied.

Then generator{level correlations were calculated. In order to obtain the value of �b

at the reconstructed level, generator{level correlations were scaled down with a ratio

of

�JETSETfull

�JETSETgenerator

= 0:61 ; (5.49)

where �JETSETfull is the correlation extracted from the fully reconstructed tuned JET-

SET7.4 Monte Carlo model, and �JETSETgenerator is the correlation with the generator-level

tuned JETSET7.4. Table 5.6 shows the Monte Carlo model parameters that were

changed, and the range of variations and resulting changes in the correlation at the

generator level. The total uncertainty in the correlation was taken to be

��b = 0:4% : (5.50)

5.6.5 Detector Systematics

The discrepancy between the data and Monte Carlo, described in Section 4.3, can

a�ect the measured value of Ab. To calculate the �nal value of Ab, corrections were

applied to the Monte Carlo events for tracking e�ciency and smearing of the track

impact parameter. The total change in measured Ab, with and without smearing, was

taken as the systematic error: �Ab=Ab = 0:6%. Also, e�ects of the tracking e�ciency
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Table 5.6: Summary of �b systematic error analysis.

Parameter Nominal Value Variation ��b; gen (%)

�QCD, PARJ(81) 0.26 0.24 { 0.28 0:06� 0:14

Q0, PARJ(82) 1.0 0.7 { 1.8 0:17� 0:14

�q, PARJ(21) 0.37 0.32 { 0.40 0:20� 0:14

s, PARJ(2) 0.28 0.25 { 0.32 0:19� 0:14

[V=(V + S)]u;d , PARJ(11) 0.50 0.30 { 0.75 0:27� 0:14

[V=(V + S)]s, PARJ(12) 0.45 0.45 { 0.60 0:11� 0:14

[V=(V + S)]c;b, PARJ(13) 0.53 0.53 { 0.63 0:05� 0:14

�b, PARJ(55) 0.006 0.006 { 0.0277 0:04� 0:14

direct baryon rate, PARJ(1) 0.08 0.08 { 0.12 0:20� 0:14

popcorn parameter, PARJ(5) 1. 0. { 2. 0:11� 0:14

xd, PARJ(76) 0.7 0. { 0.7 0:16� 0:14

xs, PARJ(77) 10. 0. { 100. 0:18� 0:14

HERWIG5.7 0:29� 0:11

Total 0.6%

corrections on the tag and jet charge were studied separately, resulting in an additional

relative 1:4% uncertainty.

5.6.6 QCD Systematics

The main components of the QCD systematic error are:

� Uncertainty of the theoretical calculations:
��SO;b

�SO;b
= 15%, mainly from the un-

certainty in �s = 0:118� 0:020. The corresponding change in Ab is

�Ab

Ab

= 0:11% : (5.51)

� To check for the discrepancy between theoretical QCD calculations and the Monte
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Figure 5.13: QCD corrections, �MC
SO;b, extracted from the Monte Carlo (points), and a

theoretical �t (line) using the calculations of Stav and Olsen. Only the �rst 7 bins in

jcos �j were used in the �t.

Carlo model, �SO;b was extracted from the generated Monte Carlo sample:

�MC
SO;b(jcos �j) = 1�

AMC
q (jcos �j)

A0

: (5.52)

Then �MC
SO;b was �t with the functional shape of the Stav and Olsen theoretical calcu-

lations [54]. The observed di�erence of 13�4% was taken as an additional uncertainty

on �SO;b, resulting in

�Ab

Ab

= 0:10% : (5.53)

The value of �MC
SO;b and the �tted curve are shown in Figure 5.13.
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� The uncertainty in the analysis bias estimation, x = 0:25 � 0:08(stat) (Equa-

tion 5.29). To estimate the systematic error on x, the analysis bias was recalculated

with a di�erent Monte Carlo QCD radiation mechanism (JETSET7.4 with a default

parton shower model parameter MSTJ(101)=5). The result is x = 0:16� 0:09(stat).

The di�erence was taken to be a systematic error. Thus the �nal value is x =

0:25� 0:08(stat)� 0:09(syst) and the corresponding error for Ab is

�Ab

Ab

= 0:41% : (5.54)

� Uncertainty in QCD corrections for c�c events. The full di�erence between the

extracted Ab value with full theoretical QCD corrections, �SO;c, and with no QCD

corrections for c�c events was taken as the systematic error:

�Ab

Ab

= 0:14% : (5.55)

� The uncertainty due to second order QCD e�ects was taken to be [53]

�Ab

Ab

= 0:50% : (5.56)

The Ab uncertainty from the modeling of the gluon splitting was estimated separately

by repeating the analysis with no Monte Carlo events containing the g ! b�b process.

Combining all the pieces above, the total Ab uncertainty due to the QCD radiation

was taken to be

�Ab

Ab

= 0:9% : (5.57)



94

5.6.7 Background Asymmetry

To estimate the systematic error due to the unknown asymmetry of the background

events, the data were reanalyzed with di�erent values of Ac and Auds. The total change

in the measured value of Ab was taken as the systematic error. The precision of the

combined SLD measurements of the c-quark asymmetry, �Ac
= �0:08, was used as the

variation of Ac. The asymmetry of the light avor components of the tagged sample,

Auds, was measured in the Monte Carlo and is consistent with zero. A variation of

�Auds
= �0:5 was taken for the systematic error estimation.

5.7 Extracting Ab from Monte Carlo

As an important cross-check of the method, the value of Ab was extracted from the

Monte Carlo. The self-calibrating technique was used on the Monte Carlo sample

exactly the same way as for the data. The Monte Carlo was generated with the

value of Ab = 0:935 and the extracted asymmetry was: AMC
b = 0:925 � 0:013(stat),

consistent with the expected value. Figure 5.14 shows AMC
b as a function of the purity.

5.8 Summary

Ameasurement of Ab has been presented in this section. The mass of the reconstructed

B decay vertex was used as a tag variable. The purity of the tagged sample was

calibrated from the data using the double tagging technique. With the selected cut
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Figure 5.14: Asymmetry measured in the Monte Carlo as a function of the purity of

the tagged sample.
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MASS > 1:6 the purity was determined to be �b = 91:11 � 0:91%. The di�erence

between momentum-weighted charges from two hemispheres was used to provide the

sign of the thrust axis. The analyzing power for this method was calculated from the

data. The resultant value of Ab measured with the SLD 1993-1995 data sample is:

Ab = 0:911� 0:045(stat)� 0:045(syst): (5.58)
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Chapter 6

Z
0
! bb Vertex Parameters

A model-independent parameterization of the Z0 ! bb vertex coupling and a �t

to six observables are presented in this chapter.

A deviation from the Standard Model (SM) prediction for Rb = �b�b=�had and Ab

has been observed at LEP in recent years. These two measurements give indications

of possible new physics at the Z0 ! bb vertex. However any change in the couplings

will also a�ect other observables, like �0had and RZ = �had=�l+l�. Takeuchi, Grant and

Rosner [72] proposed a model-independent parametrization of the Z0 ! bb vertex to

constrain contributions of new physics to left- and right-handed couplings. Alternative

parameterizations exist in the literature [73] [74] and can be expressed in terms of the

formalism of Takeuchi, Grant, and Rosner.

6.1 Parameterization

The coupling of a fermion to the Z0 is described by two constants: cfL and cfR. Also, in

the Standard Model, couplings and observables depend on the value of sin2 �eff [75].

Following the paper of Takeuchi, Grant, and Rosner, the selected parameterization

was:

sin2 �eff = [sin2 �eff ]SM + �s2;
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cbL = [cbL]SM +
1

3
�s2 + �cbL;

cbR = [cbR]SM +
1

3
�s2 + �cbR ; (6.1)

where �s2, �cbL, �c
b
R are contributions from new physics to sin2 �eff , c

b
L; c

b
R respectively.

The Standard Model predictions are denoted as [:::]SM . For the purpose of �tting it

is convenient to de�ne the following linear combinations of �cbL and �cbR :

�b = (cos�b)�c
b
L � (sin�b)�c

b
R;

�b = (sin�b)�c
b
L + (cos�b)�c

b
R ; (6.2)

where �b = tan�1
���cbR=cbL��� � 0:181. The parameter �b can be thought of as a cross

section-like variable, while �b is a parity violation-like variable for the new physics

couplings.

The dependence of observables on �s2, �b and �b can be found by expansion about

the point �s2 = �b = �b = 0 :

�0had =
h
�0had

i
SM

�
1 + 0:11�s2 + 0:41�b

�
;

RZ � �had=�l+l� = [RZ ]SM

�
1� 0:85�s2 � 1:02�b

�
;

Rb � �bb=�had = [Rb]SM

�
1 + 0:18�s2 � 3:63�b

�
;

Rc � �cc=�had = [Rc]SM

�
1� 0:35�s2 + 1:02�b

�
;

Ab = [Ab]SM

�
1� 0:68�s2 � 1:76�b

�
;

(6.3)
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Table 6.1: Input �t parameters.

Observable Experiment SM prediction

sin2 �eff (SLD) 0:23055� 0:00041 0.23163

sin2 �eff (LEP) 0:23146� 0:00042 0.23163

Ab (SLD) 0:900� 0:052 0.93455

AFB (LEP) 0:09852� 0:00223 0.10247

�0had (LEP) 41:489� 0:055 nb 41.485

RZ (LEP) 20:783� 0:029 20.730

Rb (LEP, SLD) 0:2177� 0:0011 0.21552

Rc (LEP, SLD) 0:1722� 0:0053 0.1723

and

Ab
FB =

3

4
AeAb =

h
Ab
FB

i
SM

�
1� 55:7�s2 � 1:76�b

�
: (6.4)

6.2 Fit

The input parameters of the �t are summarized in Table 6.1. The experimental

measurements are results presented at the 1997 Les Rencontres de Moriond [26] [27].

The LEP value of sin2 �eff is averaged over lepton channel measurements only. The

Standard Model predictions were calculated using the ZFITTER [25] program with

mtop = 180 GeV=c2, mHiggs = 300 GeV=c2, �s = 0:117, and ��1EM = 128:96 [76].

A global 3-dimensional �t has been performed by B. Schumm [77]. The result is

presented graphically in Figure 6.1 on the �b � �s2 plane. The SLD measurement of

Ab is the most direct probe of �b and least sensitive to �s2. Numerical constraints of
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the non-Standard Model contributions extracted from the �t are:

�s2 = �0:00062� 0:00053;

�b = �0:0025� 0:0013;

(6.5)

and

�b = 0:038� 0:014 (6.6)

In terms of �cbL and �cbR, the values in Equation 6.6 translate into:

�cbL = 0:0047� 0:0030;

�cbR = 0:040� 0:015: (6.7)

As can be seen, the right-handed coupling is more weakly constrained by present data

than the left-handed coupling.
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Figure 6.1: Constraints of the parity violation like parameter �b, shown on the �b��s2
plane. The ellipses are 68% and 95% con�dence-level limits. The short horizontal line

near the origin is the Standard Model prediction for the range of values of mtop and

mHiggs shown on the plot. The left end of the line corresponds to the light Higgs and

heavy top.
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Chapter 7

Summary and Prospects

7.1 Summary

This thesis has presented a direct measurement of the parity-violating parameter Ab.

A self-calibrating technique was used to calculate the probability of the correct axis

signing from the data. A maximum-likelihoodmethod, employed for the measurement,

minimizes the statistical error by assigning each event a unique weight, based on the

magnitude of the momentum-weighted charge. A double-tagging technique was used

in the analysis to calculate the purity of the tagged sample from the data. The

main model dependence of the measurement comes from the jet-charge hemisphere

correlation estimation, the charm tagging e�ciency estimation, the detector modeling

and the modeling of the �nal-state QCD radiation. The resulting asymmetry, after

correction for the initial-state photon radiation, is

AB = 0:911� 0:045(stat)� 0:045(syst): (7.1)

This value is in good agreement with the Standard Model prediction of ASM
b = 0:935

(see Section 1.2).

The status of world asymmetry measurements is summarized in Figure 7.1. The

SLD average value of Ab agrees with the Standard Model prediction, while the LEP
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value is 2.6 � low. While the low value of Ab measured at LEP can be seen as a hint

for a new physics at the Z0 ! bb vertex, more precise asymmetry measurements are

needed. For the moment, however, the Standard Model remains the valid theory of

electroweak interactions.

7.2 Prospects

With the LEP moving to higher energies, the SLD is now the only detector in the

world working in the region of the Z0 resonance. In the beginning of 1996 a new vertex

detector (VXD3) was installed in the SLD. Semiconductor technology developments

in the past 5 years and accumulated experience of working with the old SLD vertex

detector (VXD2) have resulted in the creation of this remarkable device. A comparison

between VXD3 and VXD2 is shown in Table 7.2. The xy and rz cut views for VXD3

are shown in Figures 7.2, 7.3.

Improvements in the SLD asymmetry measurements are expected from:

� More Statistics:

Approximately 50,000 hadronic decays of Z0 were recorded in the SLD 1996 run and

� 200; 000 more are expected during the scheduled run on 1997-1998.

� New V ertex Detector.

The new vertex detector provides larger angular coverage, less multiple scattering and

higher e�ciency. All this will result in more accurate reconstruction of the decay ver-
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World Ab Measurements

Ab

LEP Average 0.869 ± 0.025

OPAL JetC 0.907 ± 0.046 ± 0.041

DELPHI JetC 0.899 ± 0.063 ± 0.038

ALEPH JetC 0.840 ± 0.034 ± 0.033

OPAL Lept 0.825 ± 0.039 ± 0.022

L3 Lept 0.872 ± 0.060 ± 0.032

DELPHI Lept 0.970 ± 0.068 ± 0.031

ALEPH Lept 0.873 ± 0.039 ± 0.026

SLD Average 0.900 ± 0.052

SLD K+- tag 0.907 ± 0.094 ± 0.094

SLD Lepton 0.877 ± 0.068 ± 0.047

SLD JetC 0.911 ± 0.045 ± 0.045

SM

LEP Measurements:  Ab = 4 A0,bFB / 3 Ae

Using Ae=0.1512±0.0023 (Combine SLD ALR and LEP Al)

0.7 0.75 0.8 0.85 0.9 0.95 1 1.05 1.1 1.15

Figure 7.1: World Ab measurements (Moriond 1997).
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Table 7.1: VXD3/VXD2 Comparison.

Parameter VXD2 VXD3

Motherboard material Alumina Beryllium

Number of CCDs 480 96

Pixels/CCD 400� 600 800� 4000

Pixel size 22 �m�22 �m 20 �m�20 �m
Readout time 160 ms 210 ms

(19 beam crossings) (25 beam crossings)

Radius Layer 1 2.96 cm 2.80 cm

Radius Layer 2 3.36 cm 3.82 cm

Radius Layer 3 3.76 cm 4.83 cm

Radius Layer 4 4.16 cm {

Radiation thickness 1.15%/layer 0.36%/layer

Average hits per track 2.3 3.0

Two-hit coverage jcos �j < 0:75 jcos �j < 0:90

Figure 7.2: Cross-section view (xy plane) of the VXD3.
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Figure 7.3: Cross-section view (rz plane) of the VXD3.
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texes and better tagging. The expected B-tagging performance with the new VXD3

is shown in Figure 5.11.

� New Analysis Techniques.

While the jet-charge analysis will certainly bene�t from the better tag, the analyzing

power of the method is not expected to improve signi�cantly. One of the alternatives

would be to try to reconstruct the charge of the decayed B. A Monte Carlo study

shows that in the case of charged B events this method provides very high analyzing

power. Another possibility, under study now, is to combine the jet-charge, kaon and

lepton analyses into a single \super tag" method.

Using these techniques, we expect that the uncertainty on Ab can be reduced to

4%.
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