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A Study of Jet Rates and a Measurement of the Strong Coupling ~1. 

at the 2’ Resonance 

Lauber, Jan A., (Ph.D., Physics) 

Thesis supervised by Professor Uriel Nauenberg 

This experiment was performed with the SLD detector at the Stanford Lin- 

ear Accelerator Center. Only charged tracks measured in the central drift cham- 

ber were used for the measurement of the jet production rates. 

The value of the strong coupling a,{Mzo) is determined from the production 

rates of jets in hadronic 2’ decays in e+e- annihilations. The relative jet rates 

are obtained using the JADE-type algorithms. The results are compared with 

the jet rates obtained from a new jet algorithm proposed by N. Brown et al. 

called the “Durham” algorithm. The data can be well described by (?(a:) QCD 

calculations and by QCD shower model calculations. A fit of the theoretical 

predictions to the data taken with the SLD yields a value 

a,(Mp) = 0.120 f O.O02(atal.) f O.O03(exp.)+i$:(theor.) 

The error is dominated by the theoretical uncertainties. The measurement is 

compared with results from other experiments and it is shown that the value 

obtained for a, agrees well with these results and furthermore supports the 

evidence for the running of the strong coupling, consistent with the non-Abelian 

nature of QCD. 

The Stanford Linear Collider (SLC) can deliver partially longitudinally po- 

larized electrons to the interaction point. Jet production rates and values for a, 

are calculated both for right-handed and left-handed initial state electrons. All 

results are consistent with the unpolarized result, as predicted by the Standard 

Model. 
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CHAPTER 1 

QCD PROCESSES IN eSe- ANNIHILATION 

1.1 Introduction 

The operation of ese-colliders at the 2’ resonance provides an ideal test- 

ing ground for the Standard Model, both in the electroweak and in the strong 

sectors. Whereas tests of the electroweak model typically aim at high preci- 

sion and compare to the accurate calculations of the Electra-Weak theory, the 

Quantum Chromodynamic (&CD) aspects, the non-Abelian gauge theory of 

the strong interactions, are rather less precise. Even in the large momentum 

transfer regime, where perturbative calculations can be used to describe jet 

production, the strong coupling is still large enough that as yet uncalculated 

higher order corrections could well shift current theoretical predictions signif- 

icantly. Furthermore, the comparison with perturbative QCD predictions of 

physical observables with data relies on non-perturbative hadronization mod- 

els. A relatively small experimental data sample is therefore sufficient for 

measurements with statistical errors comparable to the theoretical uncertain- 

ties. Within the framework of this theory, hadronic decays of the 2’ are 

associated with the production of quarks and gluons, which subsequently ma- 

terialize into jets of hadrons. The relative production rates of multijet events 

are determined by the value of the strong coupling, Q~, which, because QCD 

is a non-Abelian gauge theory, is expected to decrease with increasing energy. 

In this thesis the relative production rates of multijet hadronic final states 
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as observed with the SLC Large Detector (SLD) at the Stanford Linear Col- 

lider, SK’, are presented and a value for the strong coupling, cyI, determined. 

1.2 The 2’ Resonance 

To lowest order in perturbative E-W theory, two fundamental processes 

contribute to the electron-positron annihilation into fermions e+e- -+ ff, 

where f = e, p, 7, ve, v p, vr, u, d, s, c, b: the exchange of a photon, the mediating 

boson of the electromagnetic interaction and the exchange of a Z”, the neutral 

mediating vector boson of the weak interactions (Fig. 1.1). 

The differential cross section is proportional to the square of the sum 

of the invariant amplitudes ]Mem + Mweakj2 of these two processes. In 

e+ee-annihilations with center of mass energies near the mass of the Z”, 

fi z Mz, the weak term dominates over the electromagnetic one, forming a 

resonance near fi = Mz and with a width I’z (Fig. 1.2). 

Experiments preformed at SLAC and CERN[“have measured the mass and 

the width of the 2’: 

ikiz = 91.172 f 0.009 GeV/c2 

I’z = 2.498 f 0.0017 GeV/c2 
(14 

At the center of mass energy 4 = M,, b,,,k/b,l.mag zz 1100, and also, the 

interference term of the cross section vanishes. Neglecting terms proportional 

to the initial and final state fermion mass, and with ZJ,, ue, ZJ~ and af being the 

vector and axial vector couplings for the incoming electrons and the outgoing 

fermions respectively, one can write the cross section in a simplified form: 
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e’ 

e- 

f 

Z 

>-< 

--- 

e- f 

Figure 1.1 The fundamental diagrams for ese- -+ r/Z0 + jp 

35 
HADRONS 

OS8 sa ( 90 91 1 92 I 9’3 a4 95 

ENERGY (G&I 

Figure ‘1.2 The e+e-annihilation cross section as a function of center-of- 

mass energy: the 2’ resonance!“To get the total hadronic cross section, the 

measured cross section has to be corrected for effects of initial state radiation 

to give fl& = 41.8nb at the 2’ peak. 
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da 
dcos4 

x (1 $ cos229) $8cos29 ‘Jeue “fUf 
v2 $ u2 v2 $ a2 e ef f 1 (l-2) 

A detailed derivation of this formula is given in the Appendix. Integrated 

over the cos9 this gives a total hadronic cross section rEad = 41.8nb and 

4&t = 2.0nb for each of the three charged leptons, compared to the purely 

electromagnetic contribution to the total hadronic cross section of aizd = 

0.038nb. 

1.3 Quantum Chromodynamics 

QCD is the theory of quarks and gluons and their interactions, called 

the strong interactions. The quarks were first postulated by Gel&Mann and 

Zweig in 1964”‘as a computational device to explain the spectra of mesons and 

baryons in terms of bound qq and qqq states respectively. Quarks were defined 

to be spin-l/2 fermions and carry fractional electrical charge of &r/se or &z/se, 

where e is the charge of the electron. They possess the quantum number 

flavor, f = u,d,s, (later more flavors, f = c, b, t, needed to be added to 

explain hadrons with higher masses discovered in experiments). The principle 

of Fermi-Dirac statistics dictates that fermions with identical quantum states 

cannot co-exist in a bound state. To explain states such as the R-(= s T 

8 T s T), which had been experimentally verified, another quantum number, 

color, c = r,b,g, was introduced. The number of colors N, can be determined 

by experiment. To lowest order in QCD the ratio of hadronic to muon cross 

section in e+e-annihilations is: 
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RZ 
a(e+e- + hadrons) = 

( e+e- 4 p+p-) NC c q; 
f 

(l-3) 

where qf is the charge of the quark of flavor f and the sum is over all flavors 

whose masses are low enough that they could be produced at the given anni- 

hilation energy. At the 2’ energy this excludes the top quark. A multitude 

of experiments preformed at various center-of-mass energies have shown re- 

sults that are in excellent agreement with N, = 3. The first direct evidence of 

quarks came from the Nobel prize-winning experiment at SLAC in 1968 which 

showed that in electron-nucleon scattering at high momentum transfer the 

electron scatters from quasi-free pointlike particles carrying roughly one third 

of the nucleon energy. The subsequent discoveries of the !@ and X+ particles 

introduced two new quark flavors, the c and b. Powerful theoretical arguments 

suggest the existence of a sixth flavor, t, and measurements of loop corrections 

predict the mass of the top quark to lie in the range of 120 - 180 GeV, out of 

the reach of presently existing e’eecolliders but within reach of Fermilab’s pji 

collider. 

Calculating physical quantities such as cross sections to higher order in 

perturbative QCD leads to infinitely large terms. To avoid these, QCD must 

be renormalized, absorbing these infinite terms into the basic constants of the 

theory, such as couplings and masses!310 ne prerequisite of the renormalizabil- 

ity of the theory is the invariance under local gauge transformation. This 

severely restricts the ways in which quarks can interact with each other. The 

intermediate bosons of the strong interactions are called gluons, which form 

a color octet in the adjoint representation. Because of color, the strong forces 

transmitted by gluons differ from the electromagnetic forces transmitted by 

photons. Gluons carry two labels, one color and one anticolor, such that color 
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is conserved at each quark-quark-gluon vertex. Because gluons carry color they 

can couple directly to other gluons whereas photons cannot couple directly to 

photons since they are uncharged. There are three fundamental vertices in the 

theory: qqg, ggg and gggg. The latter, a four-gluon vertex does not have any 

major experimental consequences so far, but for the renormalizability of the 

theory its presence is essential. 

A very important implication of the existence of this direct coupling of 

gluons is that of color screening. In quantum field theory a single electron 

is surrounded by a “cloud” of virtual photons which are continually emitted 

and reabsorbed by the electron. Some of these photons convert into a virtual 

eSe- pair. And, b ecause opposite charges attract, the positrons will prefer- 

entially be closer to the electron. The charge of the electron is thus screened. 

Therefore, when measuring the charge of the electron or the strength of the 

electromagnetic force, the result depends on the distance scale at which the 

charge is probed, i.e. the closer one approaches the electron, the larger is the 

charge one measures. 

A quark exhibits a similar behavior by emitting and absorbing gluons. The 

emitted gluons can then annihilate into qg pairs, but, due to the direct gluon- 

gluon interactions, also into gluon pairs. The gluons, themselves carriers of 

color, also spread out the effective color charge of the quark. But the effect is 

just opposite from the result of quantum electrodynamics: a quark carrying a 

red color charge, for instance, is preferentially surrounded by other red charges 

which has the effect of anti - screening of the color charge. By moving closer 

to the original red charge we penetrate the sphere of surrounding red charge 

and the amount of red charge measured decreases. This is referred to by 

the name asymptotic freedom, i.e. two quarks interact through a color field 
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of reduced strength at very small separations, and approach a state where 

they behave as essentially free, noninteracting particles. On the other hand, 

for larger separations of the quarks, the effect of anti-screening is known as 

cob confinement. As two quarks move away from each other, the color field 

between them increases in strength. The most striking consequence of color 

confinement is that no experiment has “seen” color, nor the fractional charge 

of a single quark. Theory and experiment suggest that only colorless states 

are allowed in the form of physical hadrons, i.e. bound states of quarks and 

antiquarks (mesons) or triplets of quarks (baryons). 

This dependence of the strong interaction on the energy scale, called the 

“running coupling constant”, can be expressed in an analogous way as in QED: 

4P2> 
“(Q2) = 1 t e(33 - 2nf)ln(Q2/p2)’ 

(1.4) 

with the only difference from QED being the + sign in the denominator and 

the term (33 - 2nf), arising from the extra gluon self-interactions. nf is the 

number of quark flavors involved in the process, which is taken to be 5 at the 

2’ scale. One parameter, II, remains as a relic from the renormalization. From 

eq. 1.4 we see that at sufficiently low Q2, the effective coupling will become 

large, just as we expected from confinement. It is customary to denote the 

Q2 scale at which this happens by A2 r’where 

A2 = p2 exp 
[ 

-12x 1 (33 - 2nfMp2) * 

Eq. 1.4 can then be written in the simpler form. To first order: 

“(Q2) = (33 - 2n~~~(Q2/~2)’ 

(1.5) 

(1.6) 

As a consequence of the running of the strong coupling cr, it is possi- 

ble to use perturbative calculations for theoretical predictions in the high 
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momentum-transfer region Q2 >> A2, where a, is small. Hence, processes 

like 2’ + qij and 2’ + qijg can be calculated fairly accurately in this limit. 

However, this procedure breaks down for ‘soft’, low Q2 ++ A2 processes which 

are dominant in the transition from quarks to hadrons, called fragmentation 

or hadronization. Thus, we can think of A as marking the boundary between 

a world of quasi-free quarks and gluons, and the world of hadrons. The value 

of A is not predicted by QCD; it is a free parameter to be determined by 

experiment. It is expected to be of the order of a typical hadronic mass. 

1.4 Matrix Elements 

The way to calculate the hadronic cross sections and jet rates in per- 

turbative QCD is to determine the amplitude of every Feynman diagram to 

increasing order in cy,. The amplitudes are then added and squared. To O(cy,) 

only three graphs contribute to the cross section: eSe- + qij and e+e- -+ !liis 

(Fig. 1.3a and Fig. 1.4). No four-parton final states contribute at this order. 

The matrix element for three massless final state partons is conveniently given 

in terms of scaled energy variables in the center-of-mass frame of the eventf6’ 

1 da --= 
u. dxldx2 %cP 

xf t x; 

(1 - x1)(1 - 22) 
(1.7) 

with zi = 2Ei/fi, the parton energy fraction in the center-of-mass frame. uo 

is the leading order or Born cross section of the reaction. 

From formula 1.7 we see that the 3-parton cross section is directly propor- 

tional to ad. Studying the 3-jet final states in 2’ decays therefore gives us a 

very intuitive way to measure a,. 

Many more Feynman diagrams have to be considered in second order per- 

turbative QCD and the calculations become much more complex. Among 
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Figure 1.3 Feynman diagrams for eSe- -+ qij and O(at ) corrections to the 

fundamental process. 

Figure 1.4 O(CQ) Feynman diagrams for eSe- --) qqg 
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Figure 1.5 CJ(c$) Feynman diagrams e+e- + 4-parton final state 

higher order radiative corrections, loop corrections and vertex corrections there 

are also two new event types, which must be included: eSe- --+ qqgg and 

eSe- + &‘g’, giving rise to four-parton final states shown in Figure 1.5. The 

four-jet cross section has been calculated by several groups’71’81’g1”01, which 

basically agree among each other as to the rate of these processes. 

The diagrams for the radiative corrections in Fig.l.3b are ‘ultra violet’ 

divergent, i.e. the integral over the virtual gluon momenta k diverge for k A 

00. But the divergences in the amplidudes have opposite sign and cancel out 

when summed. The radiative corrections also diverges for 21 + 0 or 22 ---f 0, 

an ‘infrared’ divergence, which occurs when a gluon is radiated colhnearly to 

any of the quarks. This divergence can be avoided by applying a resolution 

cut below which two partons are irresolvable. Commonly, the scaled invariant 
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mass yv *. = mfj/s is used as a criterion. If y;j < yrnin a radiated gluon cannot 

be observed separately from the quark which it was emitted from. The cross 

sections are only calculated in the region y > ymin. For ymin = 0.01 and 

a,=0.12 the 2:3:4 parton composition is approximately 11%:77%:12% in full 

second order &CD. 

In the second order calculation, cyd takes the following form as quoted by 

the Particle Data Group”” 

ai2)(Q2) = 
127r 153 - 1 19nf 1n(1n(Q2/A2)) _ 

(33 2nf) ln( Q2/A2) 
6 

(33 27~f)~ ln( Q2/A2) 1 (1.8) - - 

A few years ago, the five-jet Born cross section was calculated!121”“1The 

calculations are very difficult and the resulting formulas are rather lengthy 

and no loop corrections have been made available yet. The actual S-jet rate is 

very small. If only the regions of y;j are considered in the measurements of cy, 

where the S-jet rate is smaller than the errors introduced by the experiment, 

third order QCD terms can be neglected. 

1.5 Jets 

It is a common property of multi-hadron production in all kinds of re- 

actions that the final particles are not distributed uniformly in phase space. 

Rather they are collimated along some distinguished axes in the direction of the 

original parton and are bundled into rather small regions, called jets. The exact 

definition of jets is discussed in details in chapter 4.3. The existence of such jets 

had been predicted by theory as a consequence of confinementtl’lbut was first 

observed in eSe-annihilations by the Mark I collaboration in 1975!151Whereas 

their data at center of mass energies of fi w 3 - 7 GeV required a thorough 
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statistical comparison to phase space models to establish the existence of jets, 

they are a very obvious phenomenon at higher energies (Fig. 1.6). Corre- 

sponding to the underlying elementary process as described by the Feynman 

diagrams in figures 1.4 and 1.5 events can be found with a 3-jet or 4-jet struc- 

tures shown in figures 1.7. and 1.8. 

Thus the global structure of hadronic events in eSe--collisions is well 

understood in terms of hard partons (quarks and gluons) and &CD. How 

these partons convert into hadrons is less obvious and cannot be calculated 

from first principles. Rather, it is an active field of experimental research aimed 

at collecting information about the structure of jets, finding regularities and 

thus allowing one to penetrate deeper into the understanding of hadronization. 

Much effort has gone into calculations of higher order QCD corrections to 

jet cross sections. In particular, full second order calculations have been made 

by G. Kramer and B. Lampe [I61 as well as by Z. Kunszt and B.R. Nason. [“lTo 

S(cr~) the fraction of three jet events can be parametrized in the form 

63jet(Ycut) a,(Q) 
*0 

=FA3(~cut) 

2 [A3(ycu~)2x~ozos(Q2/~) t Bt(ycut)] , 

(1.9) 

while the number of four jet events can be given as 

b+t(Ycut) = . (1.10) 
60 

where yCUt is a jet resolution parameter, described in detail in section 4.3. 

ao is the leading order or Born cross section of the reaction. There is no 

analytically closed expression for the coefficients AJ, B3 and Ad, they are the 
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Figure 1.6-1.8 2-jet, 3-jet and 4-jet events seen with the SLD detector 
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result of lengthy numerical integrations and are tabulated.“‘] w [lglIn performing 

such calculations various divergencies arise, and these must be regulated in 

a consistent way. This requires a particular renormalization scheme. The 

most commonly used is the modified minimal subtraction (MS) scheme. This 

involves counting momentum integrals from 4 to 4 - 2~ dimensions and then 

subtracting off the resulting l/e poles?1’221 

To order O(CK~) only two, three and four jet cross sections contribute. 

Therefore the two jet cross section can be written as 

(1.11) 

The multi jet cross sections are usually calculated with respect to the tree- 

level Born cross section au while in the experiment we measure the total cross 

section btot. The higher order corrections to the Born cross section are given 

by the formulaL1” 

at,t = 1 + QS + (1.986 - 0.1157~~) (:) 2 + . . . 
a0 K 

(1.12) 

with the number of flavors, nf = 5 at the 2’ energy scale. 

1.6 Optimized Perturbation Theory 

The second order virtual corrections to the three-jet rate are large com- 

pared to the first order terms. It is therefore possible that the third order 

corrections to the four-jet rate are quite large as well. Indeed, the experimen- 

tal four-jet rate is much larger than second order predicts, if a, is determined 

based on the three-jet rate.[2J1S ince full O(C$) calculations are not yet avail- 

able, one has tried to minimize higher order contributions by a suitable choice 
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of the renormalization scale. This is equivalent to a different choice for the 

Q2 scale in QI,, a scale which is not unambiguous in finite order. If the 3-jet 

rate .& is calculated to infinite order, the renormalization group asserts that 

no dependence can remain on the original expansion parameter. Calculated 

to infinite order, cyb can therefore not depend on a particular choice of Q2. 

On physical grounds it can be argued that the scale for the emission of a 

gluon should be related to the kinematics of this emission. Given that most 

gluons are rather soft, the scale must thus be smaller than the standard value 

Ezm, i.e. Q2 = fEzm, with f < 1. Since cyI is increased by a reduction of 

the Q2 scale, the U(CY#) S-jet rate would then be increased, and so would the 

number of 4-jet events. The loop corrections depend on the Q2 scale also and 

compensate the changes above by giving a larger negative contribution to the 

three-jet rate. 

If the one loop corrections to the Born term cross section are already 

known, several different prescriptions have been suggested by theorists for se- 

lecting which scale to use for a process, such as the BLM’241method, which is 

based on absorbing terms which depend upon the number of active fermions 

nf, into the strong coupling cy,. The PMS (principle of minimal sensitiv- 

itYY requires that the first derivative of the physical observable with respect 

to the scale Q2 vanishes, since the true result is completely independent of Q2. 

A more relaxed condition is required by the MSD methodr”‘which demands 

that the observable has a moderate scale dependence but the first derivative of 

the observable with respect to Q2 is minimal and hence the second derivative 

should vanish. FAC (fastest apparent convergence)““chooses a scale such that 

the next to leading order terms vanish in the second order calculations. All 

schemes are aiming at optimizing the perturbation theory and minimizing the 
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uncalculated higher order corrections to keep the theoretical errors as small as 

possible. They all have in common that they strongly suggest the correct scale 

to be smaller than the naive Q - 2 - Mi one and the larger the relative size of 

the second order term over the first order term the smaller the preferred scale. 

When measuring the strong coupling ab the experimentalist is thus faced 

with the problem of choosing the appropriate scale f. A possible choice of scale 

is f = 1, i.e. Q2 = Ezm. Another possibility is to treat f as a free parameter to 

be determined along with Am from the data. Experimentalists[281have used 

both scales to determine a8 and quoted the central value as their result and 

the difference of the two as a theoretical uncertainty of the measurement. 

1.7 Hadronization and Monte Carlo Simulation 

The schematic structure of a multihadronic event in e+e- annihilation is 

shown in Figure 1.9. In a first phase, an eSe- pair annihilates into a virtual 

r/Z0 state, which decays into a primary quark-antiquark pair qq. Before the 

annihilation, initial state QED Bremsstrahlung may occur, so that the mass 

of the hadronic final state is reduced from the total center-of-mass energy of 

the process. 

In the second phase, the initial q~ pair may radiate gluons g, which in their 

turn may radiate. While the primary qrj production is given by electroweak 

perturbation theory, strong perturbation theory must be used to describe this 

second stage. 

In the third phase, the colored partons fragment into a number of colorless 

hadrons. In principle this process can be described by QCD as well, but 

for reasons described in Chapter 1.2, perturbation theory cannot be applied. 

Therefore we have to aid ourselves with phenomenological models which we 
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Figure 1.0 Schematic illustration of an e+e’ annihilation event 

e+ 

t- 

Figure 1.10 Schematic picture of parton shower in an eSe- annihilation 

event 
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tune with experiment al findings. 

In a fourth phase, unstable hadrons decay into the experimentally observ- 

able particles. This includes everything from A’ + 77 to long decay chains of 

charm and bottom hadrons. Whereas the qualitative features of these decays 

usually are well known, little quantitative understanding exists. Instead the 

main input here comes from experimentally determined branching ratios. 

Given the complexity of the problems described, purely analytical tech- 

niques are of limited usefulness for physics studies at SLD. Therefore the Monte 

Carlo simulation of complete hadronic events constitutes one of the main tools 

for improving our understanding of &CD. The use of Monte Carlo methods, 

i.e. the selection of variables according to rules which contain random num- 

bers, is well suited to describe nature, and in addition allows the subdivision 

of a complex task into more manageable subtasks, such as the generation of 

the partons, hadronization, decaying of unstable particles and subsequently 

simulating the finite resolution and acceptance of the detector. 

1.7.1 Parton Showers 

The Parton Shower model (PS) of h d a ronization is based on the leading 

logarithm approximation (LLA). In this approach, only the leading logarith- 

mic terms in the perturbative expansion of the qqg and ggg cross sections are 

kept. Subleading corrections, which are down in order by factors of In Q2 or 

by powers of l/Q2 are neglected. This is a big simplification over the ma- 

trix element scheme, which grows enormously complicated beyond U(ai) due 

to the growing number of Feynman diagrams contributing to the calculation. 

Parton shower algorithms are based on an iterative use of the basic branch- 

ings q + qg, g + gg and g -+ qij depicted in Figure 1.10. The probability 

that a branching a + bc will occur during a small change dt of the evolu- 
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tion parameter t = ln(Q2/A2) ’ g’ IS rven by the Altarelli-Parisi equations!51The 

Altarelli-Parisi splitting kernel P for the branching a + bc, takes the form 

d&b, 
dt = J dza6(Q2)p 

2x a-b&) 

with the solutions 

P 
41$t2 

P-w = -- 3 1_ z 9 

P g-99 = 
6(1 - ~(1 - z))~ 

2(1-t) ’ 

P 9+44 - - $2 $ (1 - 2 z)2). 

(1.13) 

(1.14) 

The z variable specifies the sharing of four-momentum between the daughters, 

with daughter b taking z and daughter c taking 1 - z. The probability 

no branching occurs between t and a lower cutoff &in. is given by the 

that 

t P(t m;n,t) = exp - {J dt’U’(Q2)Pa+bc(Z) - 2x 
(1.15) 

tmin 

where tmin = 1n(Qi/A2) and Q 0 is the lower cutoff, below which partons 

are not allowed to radiate. This is nothing but the exponential decay law of 

radioactive decays, with a Q-dependent decay probability. Once the parton a 

has branched, the products b and c are allowed to branch with a successively 

decreasing Q2. The branching is stopped when Q2 < Qi. The total cross 

section of the shower is proportional to the product of probability of each 

individual branching and no interference between branchings are taken into 

account. The probabilistic branching in the LLA picture is particularly well 

suited for implementation in Monte Carlo simulations. Only two parameters 

are used to control the parton shower evolution: the cutoff Qo and the QCD 
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scale ALLA. It should be noted that this ALLA is not the same as the Am 

described in section 1.6. Am is a parameter from a finite order calculation 

within a certain renormalization scheme, whereas ALLA is a parameter in the 

parton shower model approximating the A from an infinite order calculation. 

Since the neglected sub-leading terms are not necessarily small, attempts 

have been made to improve the PS model by going to next-to-leading-log 

approximations (NLL), [‘“introducing 1 + 3 branchings. It is not clear, though, 

that this improves the agreement of the model with the experimental data. 

1.7.2 String Fragmentation and the JETSET Model 

A number of models exist for the third phase of hadronization. Being 

models, none of them can lay claims to being ‘correct’, but rather aim at 

a good representation of the existing data. Three main schools are usually 

distinguished: 

1) String Fragmentation (SF) 

2) Cluster Fragmentation (CF) 

3) Independent Fragmentation (IF) 

The first example of a string fragmentation scheme was given by Artru 

and Mennessier’301and the model was then much expanded and refined by the 

Lund group’311 and used in their JETSET Monte Carlo programs. 

The starting point of string fragmentation is the concept of linear con- 

finement, best described for a back-to-back qij two jet event. As the partons 

move apart, a color flux tube is being stretched between them (Fig. 1.11). 

The color field in the tube is uniform along its length giving rise to a linearly 

rising potential E(r) N tc~ as the quarks separate, where r is the separation 

between the quarks and K is a string constant, i.e. the amount of energy per 

unit length IC can crudely be estimated to be K z lGeV/fm or about a hadron 
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Figure 1 .I1 A color tube stretching from a q to a $!‘]As the q and the Cj 

separate and the potential energy in the the tube becomes larger, a secondary 

pair q’$ get created with the probability f(z). 

Figure 1.12 Breaking of a string in the Lund approach, schematically drawn 

for one space dimention z and time t. Massless quarks are moving along the 

light cone, corresponding to diagonal lines in the diagram. Hatched areas 

indicate regions of nonvanishing color field. At every vertex another qij pair 

is created. The quark from one break combines with the antiquark from the 

adjacent one to form a meson. 
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mass per hadron diameter!31 

When the potential energy stored in the string becomes large enough, the 

string breaks according to the probability f(z), forming a new quark pair q’ij’, 

so the system now contains two color singlets qij’ and q’ij. In the Lund model 

the strings are broken up to form hadrons, each hadron corresponding to a 

small piece of the original string (Fig 1.12[“). The breakup process is stopped 

when only on-mass-shell hadrons remain. Quantum mechanically the qij pair 

that leads to the break up of the string is produced at one point and tunnels 

out to the ‘allowed’ region. The tunneling probability is a function of the 

quark masses m and the transverse momentum pi and is given by14] 

eXp(-+) =exp(-$)exp(--?). (1.16) 

Because of the mass term in the exponent, this amounts to a heavy quark 

suppression with a relative production rate of flavors u : d : s : c ==: 1 : 

1 : 0.3 : lo-? Hence, charm and heavier quarks are not expected to be 

produced in the soft fragmentation. In the Lund model the fraction z of the 

remaining E + pi taken by a hadron, where E and pi are the energy and the 

longitudinal momentum of the hadron along the string axis, is put in the form 

of a probability distribution f(z): 

f(2) = z-l(l - z)=exp bn-4 ( > -y (1.17) 

The variables a and b are parameters of the model and can be tuned to best 

fit the experimental data. The optimized values for a and b can be different 

for various quark flavors and for mesons/baryons. 

The model gets more complex for multiparton systems. For qqg the string 

is stretched from q via the g to the q. The gluon is in effect a kink in the 
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Figure 1.13 The string drawing for a 3-jet event 

string, carrying energy and momentum (Fig. 1.13). As a consequence, the 

gluon g has two strings attached to it. The string constant K in a string 

stretching from a quark to a gluon is twice the constant of a quark-quark 

string, because the gluon carries two color charges. The string constant is 

independent of the kinematic configuration: a smaller opening angle between 

two partons corresponds to a smaller string length drawn out per unit time, 

but also to an increased transverse velocity of the string piece, which gives an 

exactly compensating boost factor in the energy density per unit string length. 

This model can be expanded to higher numbers of partons. The O(az) matrix 

element calculation only includes events with 5 4 partons, while the parton 

shower model can include an arbitrary number of partons. 

The JETSET program (“the Lund Monte Carlo for e+e-annihilations”)[JI1 

is probably the most widely used simulation program for physics studies at 

the 2’ resonance. Version 6.3, used in this experiment, uses O(at) terms 

according to the GKS matrix element (ME) calculations generating up to 4- 

parton states. The parameters for the ME calculation are the QCD scale Am 

and the parton pair resolution cutoff ymin described in Section 1.5. Another 

option in the JETSET routine is the parton shower model (PS) described 
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4 The HERWIG fragmentation model. 
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above. JETSET constrains the first branchings of the shower to agree with 

the explicit three-jet matrix element form, modifying the shower formalism 

in the region where the kinematical approximations involved are known to be 

least reliable. For a cutoff parameter value of Qu = lGeV, JETSET yields 

on average 9.0 partons at the end of the parton shower, whereas the matrix 

element calculation has at most 4 partons in the final state. As a comparison, 

HERWIGr2’described in the following section, gives 6.6 final state partons on 

average. AlI the Monte Carlo programs are tuned to yield the same number of 

final state hadrons after hadronization and decaying of short lived particles, 

as are observed in the experiment. 

1.7.3 Cluster Fragmentation and the HERWIG Model 

The cluster concept is simpler than a string fragmentation model. Clus- 

ters do not have any internal structure, but are only characterized by their 

total mass and color content. They are assumed to be the basic units from 

which hadrons are produced. This results in a compact description with few 
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parameters. 

In the Webber Model~Z1implemented in the HERWIG program, a parton 

shower calculation is used to form clusters, forcing g -+ @ at the end of 

the shower evolution. Heavy clusters are fragmented into lighter ones and 

ultimately into two final state hadrons, illustrated in figure 1.14. The frag- 

mentation is done isotropically in the cluster’s restframe. Light clusters are 

allowed to decay into single hadrons, so as not to underestimate the rate of sin- 

gle particles carrying a large fraction of the total jet energy. Four-momentum 

is shuffled to or from nearby clusters, to achieve overall energy and momentum 

conservation. 

1.7.4 Independent Fragmentation 

As in the case of string fragmentation, the fragmentation of a jet is de- 

scribed iteratively. From an original quark jet q, hadrons are split off one by 

one, leaving behind a new jet with scaled down energy. The function f(z), 

which describes how big a fraction t of the remaining energy is taken by the 

hadron, is assumed to be the same at each step, i.e. independent of remaining 

energy. In the independent fragmentation approach, it is assumed that the 

fragmentation of any system of partons can be described as an incoherent sum 

of independent fragmentation procedures for each parton separatelyfJS1’3g1The 

process is to be carried out in the overall center-of-mass frame of the jet sys- 

tem, with each jet fragmentation axis given by the direction of motion of the 

corresponding parton in that fra.me. Gluons are handled by splitting the g 

jet into a pair of parallel q and q ones, sharing the energy according tho the 

Altarelli-Parisi splitting function (eq. 1.17). 



CHAPTER 2 

DETECTOR DESCRIPTION 

An electron-positron collider is an ideal tool to produce the 2’ boson in 

large numbers in a low background environment and to study its properties 

within the framework of the Standard Model. SLAC produced its first 2’ 

particle with the linear accelerator, SLC, in May 1989. In the spring of 1991 

the Mark II detector was replaced with the more versatile and powerful SLD. 

2.1 SLC 

The SLAC Linear Collider consists of a 3 km long accelerator, which ac- 

celerates both electrons and positrons in a straight line to an energy of up to 

50 GeV, and two arcs which bring the beams around to the interaction point 

IP (Fig. 2.1). 

In a source bunches of 7 x 10” electrons are produced which are trans- 

ported into the accelerator. Two thirds down the Linac every alternate bunch 

of electrons is extracted and directed onto a fixed target. The positrons from 

the resulting electro-magnetic shower are collected and brought back to the 

beginning of the Linac. After accelerating the eS and e- bunches to 1.2 GeV 

they are transferred to two damping rings. Since the higher energetic particles 

loose more energy through synchrotron radiation than the lower energetic ones, 

this leads to a reduction in the spread in the momenta within the electron and 

positron bunches. Sets of quadrupole magnets are used to cool the transverse 

spread in the momentum (emittance). The particles then get transferred back 
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Figure 2.1 The SLAC L inear Collider is capable of colliding electrons and 

positrons at the center-of-mass energy of the 2’ mass. 
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to the main accelerator where they are accelerated to their final energy of 

46.7 GeV. At the end of the Linac, the e’ and e- beams are separated by a 

dipole magnet and transported through two arcs, loosing on average about 1 

GeV of energy due to synchrotron radiation. Before the beams collide they go 

through a set of superconducting focusing quadrupole magnets (SCFF) which 

squeezes the beams to a diameter of 2pm. As the two beams intersect the 

oppositely charged electrons and positrons deflect each other by a very small 

angle. Monitors further down the beam line monitor this beam-beam deflec- 

tion continually. These measurements are then used in a feedback loop to steer 

the beams, continuously optimizing the intersection of the two beams. After 

the beams pass through the interaction point (IP) they are removed from the 

regular beam line and directed into a beamdump. 

The advantages of a linear accelerator design over a circular storage ring 

are the low energy loss due to synchrotron radiation and the ability to deliver 

longitudinally polarized beams. Since the beams are not reused, the beams can 

be focused more strongly before the collision, thereby increasing the luminosity. 

This also allows the use of a smaller beampipe, and hence, a smaller vertex 

detector with higher resolving power. The drawback is that the beams can 

only be used for one crossing while the same beams in a storage ring can be 

circulate for several hours at a time. 

The luminosity of SLC is given by 

N+N- 
l = fR x 4Tc d 

2 Y 
(2.1) 

where N+ and N- are the number of positrons and electrons per bunch, 

about 3 x 1O1* for either beam. fR is the repetition rate of the machine of 

120Hz. cr, and o,, are the spot size in x and y, measuring about 2pm in 
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both directions. The luminosity of SLC for the run in the summer of 1992 was 

around L: = O-14-0.23 x 1030cm-2sec-1 which translates to a rate of about 15- 

25 2’ event per hour for the observable (neutrino production excluded) cross 

section of a(e+e- + ff) = 48nb at the center of mass energy of 91.2 GeV. 

2.2 Polarization at SLC 

SLC is capable of delivering a longitudinally polarized electron beam to 

the Interaction Point (IP). Longitudinally polarized electrons are produced by 

photo-emission from a bulk gallium arsenide photocathode which is illuminated 

by a circularly polarized laser beam of wavelength A = 715 nm. Presently, the 

polarization of the emitted electrons is typically 28%. With improved cathode 

material, polarization of up to 45% can be achieved. The electron helicity is 

changed randomly on a pulse-to-pulse basis by changing the bias voltage on a 

Pockeb cell that is used to circularly polarize the laser beam. 

A system of spin rotators rotate the polarization vector of the electrons 

into the vertical direction for storage in the damping ring and controls the 

orientation of the vectors at the end of the linac to compensate for precession 

in the machine’s arcs. Depolarization effects in the damping rings and in the 

arcs reduce the net longitudinal polarization at the IP to typically 22%. 

Two kinds of polarimeters are used along the electron beam to monitor 

the status of the polarization. A Mpiller polarimeter at the end of the Linac is 

used for diagnostic purposes. It makes use of the polarized asymmetry of the 

cross section in electron-electron elastic scattering in a thin iron foil which can 

be moved into the beam line. A Compton polarimeter is used to continually 

monitor the polarization of the electron beam after it has passed through 

the IP and before the beam is extracted. The electron beam collides with 
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polarized photon beam that is produced by a frequency-doubled Nd:YAG laser. 

A diagram of the polarimeter is shown in Figure 2.2a. 

The first bending magnet of the focus region is used as the analyzing mag- 

net. The scattered electrons are dispersed horizontally and exit the vacuum 

system through a thin window. The two detectors consist of a nine-channel 

threshold Cherenkov counter and a 5-radiation-length lead radiator that is 

instrumented with 16 proportional tubes. 

The electron beam poIarization is extracted from the large asymmetry 

in the polarized Compton scattering cross section, a*, i.e. the asymmetry 

of the scattering cross section of longitudinally polarized electrons with left- 

handed and right-handed circularly polarized photons, which is defined by the 

WI following expression, 

da, _ da, 
- - &I+ WA(&)], 
dEa a 

P-2) 

where E, is the energy of the scattered electron, crU is the unpolarized Compton 

scattering cross section, Pr is the photon spin polarization, P, is the longitudi- 

nal polarization of the electron and A( E,) is the Compton asymmetry function 

defined as 

A(E 
a 
) = (l/k - l/k’) [LosBo + 31 * i 

(k - ,‘)2 p + 1 + cos2 00 P-3) 

with g and 2 being the momentum vectors of the incident and scattered pho- 

tons, respectively and 00 the photon scattering angle. The energy dependent 

asymmetry measurement is shown in Fig. 2.2.b. 
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Figure 2.2.b Compton asymmetry A(E,) measured by the Compton po- 

larimeter as a function of the energy of the scattered electron. 
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2.3 Overview of SLD 

SLC’s Large Detector (Fig. 2.3) consists of many individual detectors, 

which use state of the art technology, designed to study physics at the 2’ 

mass energy scale. ‘“*‘SLD was built between 1986 and 1991. It is situated 

in a 15 m deep pit inside the collider hall that was erected around the in- 

teraction point. All detector components are contained in a 9 m diameter 

octagonal steal structure. Particle tracking is done with a silicon vertex detec- 

tor (VXD) and a precision central drift chamber (CDC) and a set of endcap 

drift chambers (EDC) for low angle tracks. Particle identification is pro- 

vided by a set of Cherenkov Ring Imaging Detectors (GRID). Calorimetry is 

provided by three parts: a Liquid Argon Calorimeter (LAC), measuring the 

electromagnetic part of the energy and 85% of the hadronic energy, a Warm 

Iron Calorimeter (WIG), instrumented with streamer tubes between iron ab- 

sorbers, that measures the tail ends of the hadronic showers and is also capable 

to track the escaping muons, and a Luminosity Monitor (LUM) which mea- 

sures energies deposited in the extreme forward and backward directions. All 

the components, except for the WIG are placed inside a magnet coil producing 

a 0.6 Tesla magnetic field. By measuring the curvature of the charged particle 

in the magnetic field one can determine its momentum. Platforms all around 

the detector support the power supplies for each component. A small building 

on top of SLD, nicknamed “the penthouse”, accommodates the fast bus read- 

out electronics (FB) for the data acquisition. Great care went into radiation 

shielding and earthquake safety. The 5,000 ton detector is massive enough to 

absorb practically all particles emerging from the IP. A set of movable con- 

crete blocks plug the ends of the tunnels and the space between the detector 

and the pit wall to absorb the synchrotron radiation from the beams. 
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Figure 2.3 Quadrant View of the S’D Detector 
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2.4 Vertex Detector 

_:, 

The Vertex Detector is based on silicon charged coupled devices (CCD)!‘lIt 

comprises 480 CCD chips, each CCD contains approximately 400 x 600 pixels, 

adding up to a total of 120 Mpixels. Each pixel functions as an independent 

particle detection element, providing space point measurements of charged 

particle tracks with a typical precision of 5pm in each coordinate. 

To ensure full coverage the CCDs are mounted on both sides of a ladder, 

slightly overlapping each other. These ladders are arranged in four concentric 

cylinders just outside the b.eampipe at radii between 29 and 41 mm (Fig. 2.4). 

The vertex detector is build in a low mass structure (5% of a radiation 

lengths) to minimize multiple scattering. To reduce the noise in the semicon- 

ducting material of the CCDs the temperature is lowered to 200”K, by flowing 

chilled Nitrogen gas through the detector. 

The total readout time for the entire vertex detector is 50 ms or about 6 

beam crossings, hence the information is only read out if the trigger detects 

an interesting event. 

The vertex detector is a powerful tool for distinguishing secondary vertex 

tracks, produced by decay in flight of heavy flavor hadrons or tau leptons, 

from tracks produced at the primary event vertex. 

2.5 Drift Chambers 

The drift chambers provide the position and momentum measurement for 

charged particles. A set of high voltage wires provide a uniform electric field in 

a gas filled volume. A charged particle traversing this volume ionizes the gas 

atoms and the electrons drift with a constant velocity towards the anode. In 
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Figure 2.4 The Silicon Vertex Detector consists of 480 CCD chips located 

concentrically around the beam pipe at radii of only 2-4 cm, capable of mea- 

suring track positions with a resolution of 5 pm. 
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the high gradient field near the anode wires the electrons avalanche, amplifying 

the signal. Measuring the drift time and knowing the drift velocity, the drift 

distance can be determined to an accuracy of about 1OOpm. A track fitting 

program then reconstructs the trajectory from the space points provided by 

the drift chamber. The curvature of the tracks in the magnetic field determines 

the particle momenta. 

2.5.1 Central Drift Chamber 

The central drift chamber is a barrel around the beampipe, 2 m in length, 

with an inner and outer radius of 0.2 m and 1 m respectively, centered about 

the interaction point. The constant drift field is provided by a set of cathode 

wires, field shaping wires and guard wires shown in Fig. 2.5.a. The maximum 

drift distance in any cell is 30 mm. The wires of the chamber are arranged in 

ten concentric superlayers, each having eight sense wires per cell, providing up 

to 80 space points per track (Fig. 2.5.b). E ac sense wire is read out on both h 

sides of the chamber. Charge division determines the coordinate of the hits 

along the wire to within 15 mm (Fig. 2.6). S ince the driftcell is symmetric 

about the sense wires, it is not a priori known from which side the electrons 

drift in to the sense wire. To resolve this left-right ambiguity every third layer 

is an axial layer, i.e. the wire are strung parallel to the beam axis, the rest 

are small angle stereo layers, strung at a f50 mrad stereo angle with respect 

to the beam axis. 

Most characteristics of the CDC, such as the gas and calibration, as well 

as the read out electronics, are the same as in the EDC and are described 

below. 
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Figure 2.6 Charge Division is used to measure the z-coordinate of the hit. 

2.5.2 Endcap Drift Chamber 

About one half of the 2’ events have thrust axes that lie within 40” of 

the beam axis, since the angular distribution of the events is proportional to 

I+ cos2 19. Therefore, good tracking information in the forward and backward 

direction improves the studies of hadronic event shapes significantly. At angles 

of less than 30” with respect to the beam axis the tracking resolution of the 

CDC drops off drastically, since the tracks only pass through a fraction of all 

layers. Four endcap drift chambers cover the region between 12’ and 40’. 
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The EDCs were built by the Colorado group. I took part in building 

the chambers, testing them prior to the installation, installing them in the 

detector and maintaining them during the first two year of running. Therefore 

this part of the detector will be discussed in more details. 

2.5.3 Description of the chambers and drift cells 

Two sets of drift chambers at 1.12 m and 2.06 m from the interaction 

point with the wires strung perpendicular to the beam axis provide up to 

36 additional space points for low angle tracks down to an angle of 12” with 

respect to the beam axis. 

Except for their outer radius and number of cells the inner and outer 

EDCs are basically the same. Both sets of chambers have an inner radius 

of 0.2m to fit around the quadrupole magnets of the super conducting final 

focus. The outer radii are 0.97 m and 1.65 m for the inner and outer chamber 

respectively, so that both sets cover roughly the same solid angle from the 

interaction point. 

Each drift chamber consists of three superlayers rotated by 120’ with re- 

spect to each other (Fig. 2.7), p roviding three track segments which allow 

an unambiguous reconstruction of the trajectory in space. [“‘Each superlayer 

of the inner and outer chambers consist of 22 and 34 cells each with 6 sense 

wires per cell respectively. 15 cathode wires make up the boundary between 

two adjacent cells and limit the maximum drift distance to 50 mm. The uni- 

formity of the drift field across most of the cell is provided by 2.5 mm wide 

copper stripes, spaced evenly 2.5 mm, printed onto the GlO surface. A grid 

of guard wires in front of the sense wires improve the isochrony of the drift 

paths from different places across the width of the cell (Fig. 2.8). The voltage 

of every wire was chosen to optimize the linearity of the drift field. To ob- 



Figure 2.7 Blowup View of a Endcap Drift Chamber 
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TABLE 2.1 

Best Voltage Values from the Simulation 

Name Voltage (V) 

High Voltage (Cathode Wires) -7700 

High Voltage Field Shaping ( SlO) -7623 

Low Volt age Field Shaping (Sl ) -2808 

Voltage Step Field Shaping 480.4 

Guard Wires Voltage (G) -2900 

Copper Strip Low Voltage (SO) -2265 

Dummy Sense (DS) -845 

Steel Mesh -2808 

tain this we used a simulation program ““that solves the electrostatic Poisson 

equation on a two dimensional grid, providing a detailed electric field map of 

the cell’431(Fig. 2.9). Th e voltages used on the chamber are listed in Table 2.1. 

This results in an electric drift field of about 1 kV/cm which is constant to 

within ==: 1% in the sensitive area of the cell. A stainless steel mesh embedded 

in the panels separating each superlayer is kept at a uniform voltage of about 

3000 Volts to isolate the electric field of adjacent superlayers from each other. 

The sense wires are made of gold plated .tungsten and are held at ground 

potential. Their diameter of only 25pm ensures a high gradient field near the 

surface of the wire enhancing the amplification of the signal. 
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Figure 2.9 Electric Drift Field Map in EDC Cell. The drift field is constant 

to 1% in most of the cell and has a high gradient near the sense wires. 
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Like in the CDC it is not known on which side of the sense wire the 

electrons drift in. A stagger of 150pm of the sense wire away from the central 

plane of the cell results in different drift times for equal distances on either 

side. In a reconstruction program the right solution can be chosen by fitting the 

drift distances on either side of the sense wire plane to a helix trajectory and 

picking the solution with the lower x2 (see paragraph on track reconstruction). 

The gas used in this drift chamber is a mixture of 75% CO2, 21% Argon 

saturated with 0.3% Hz0 and 4% Isobutane (CdHro). This gas mixture has 

a relatively small drift velocity of about lOpm/ns and low diffusion which is 

advantageous for a good drift time resolution. The Isobutane increases the gain 

so that the chamber can be run at a lower voltage which prevents electric break 

down. The small component of water in the mixture reduces the deposition 

of carbon atoms on the sense wires. Since oxygen is very electro-negative, 

even small amounts of it in the chamber seriously degrade the efficiency of the 

chamber by capturing the drift electrons. Great care was take to keep the 02 

content in the chamber below 50 ppm. 

2.5.4 Time to Distance Calibration 

A drift chamber measures the time between a beam crossing and the arrival 

of the signal on the sense wires. Assuming the particles from the IP travel 

at the speed of light, the time of flight can be subtracted to obtain the net 

drift time. Figure 2.10 shows a distribution of drift times typical for this drift 

chamber. The peak at low drift times is due to the higher drift velocity near 

the sense wires. To obtain the drift distance, which the experimentalist is 

interested in, he must know the exact time to distance relationship within 

the drift cells. To obtain this I used the program that calculates the electric 

field at every point of the cell and simulated the electron drift from many 
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Figure 2.12a Average residuals distance of the raw hits to the fitted cosmic 

ray tracks as a function of drift distance, obtained with the t-to-d calibration 

from a lookup table. 
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Figure 2.12b Residuals obtained with 2nd order corrected t-to-d calibration 

for cosmic rays. 
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points in the cell to the sense wires, integrating up the drift time for each drift 

path!‘41For 50 discrete distances from the sense wires I chose the minimum drift 

time and put it into a lookup table (Fig. 2.11). More points are needed in the 

non-linear region near the sense wires than further out in the cell where the 

drift velocity is constant. An interpolation between the nearest points in this 

calibration table provides the drift distance for any given drift time. A simple 

parametrized angular correction is then applied for tracks crossing the cell at 

a non-zero angle from the perpendicular. An angle correction is necessary 

because ionization electrons near the boundary of the cell reach the sense wire 

before the ones on the center plane do, as is the case for tracks traversing the 

cell perpendicularly. In analyzing data taken in test runs with cosmic rays 

the limitations of this simulation, especially near the sense wires, emerge: Fig. 

2.12a shows the average residual distance between the drift points and the 

fitted track as a function of drift distance. These residuals are then used as a 

correction to the drift distance acquired from the lookup table (Fig 2.12b). 

2.5.5 Velocity monitor 

To obtain a drift distance from a drift time, one needs to know the drift 

velocity at every point on the drift path. The drift speed in the gas used in the 

drift chamber is a function of the gas pressure and temperature, as well as on 

the gas mixture proportions and electric field. Temperature, gas mixture and 

electric field is controlled in the detector, but pressure varies with atmospheric 

conditions. To maintain optimal position resolutions, a drift speed monitor 

was developed, which gives continual measurements of the drift speed within 

all of the operating chambers!451 

The drift speed monitor employs a pulsed UV laser to photo-emit electrons 

from the cathode and guard wires in particular cells within the chamber. These 
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Figure 2.15 Drift Velocity vs. Pressure measured with the velocity monitor. 

The velocity is measured as deviation in % from the standard velocity. 



60 

photo-emitted electrons then drift along the electric field lines, to be collected 

at the sense wires in exactly the same way as ionization electrons from charged 

tracks. The timing between the pulse from the cathode wire and the guard 

wire calibrates the average drift speed along the drift path, knowing the fixed 

distance between the wires. Figure 2.13 shows the components of the monitor. 

The 337 nm light from a nitrogen laser is focused on the end of a bundle 

of 21 Light guides and then transmitted down to the outer gas seal of the 

drift chamber, where a telescope system of two quartz lenses and a mirror 

is mounted to focus and steer the light onto a particular set of wires in the 

outermost cell of the chamber. After carefully centering the 7mmx 9mm spot 

on the bundle of 21 fibers, using the 5 corner fibers, which are extracted from 

the bundle, an average of 1.5/J is transmitted to the end of the fibers. The 

position of the fibre relative to the laser can be optimized with an adjustable 

mount. The optics produces a spot of about lmm diameter at a focal plane. 

Figure 2.14 shows a typical distribution of the difference in drift time from the 

electrons emitted from the cathode and guard wires. The Laser is triggered 

once every minute. The drift times from 100 successive measurements are 

averaged to obtain the drift velocity as a function of time. Figure 2.15 shows 

the variation of the drift velocity as a function of pressure, taken over the 

period of several days. The variations of the individual measurements are also 

due to slight changes in gas mixture and temperature. 

2.5.6 Electronics 

The readout electronics for the CDC and the endcaps are functionally 

similar, differing only in the geometrical layout. Performance and space re- 

quirements led to a novel design for the SLD drift chamber electronics system. 

Most of the components are installed on the chamber itself. within the magnet 
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volume in order to minimize noise pick-up, capacitive loading of the signals 

and cable plant volume. The signal from the sense wires are passed on to an 

8-channel preamplifier (one per cell, for the EDC two channels remain unused 

because it is a 6 sense wire cell) which is located on .a circuit board shaped 

to fit directly on the outside surface of the chamber (Figure 2.16). Each of 

these motherboards processes 4 to 6 cells. The amplifiers have a 8 ns risetime 

to ensure a time resolution equivalent to the spatial resolution of the drift 

chamber of 5 50pm. The analog signals are then routed to a Hybrid Analog 

Memory Unit (HAMU) on the same circuit boards. The HAMU is a storage 

system which divides the incoming waveform into 512 time buckets of 16.8nsec 

(59.5 MHz sampling frequency) each on a custom HAMU monolithic chip. The 

HAMU stores the 512 samples in an array of capacitors. The HAMU memory 

is continually overwritten for every beam crossing (120Ha at the SLC) until 

a triggered event occurs. Upon an external read request, the stored analog 

information is multiplexed onto two sets of output buses which are connected 

to A/D converters which digitize the signal. The digital signals are then seri- 

alized in shift registers and passed on to the controller board (one per side of 

the CDC and one on each endcap). 

To simplify the cable plant of the readout the signals of several moth- 

erboards are again multiplexed and converted to light pulses on a transition 

board which sends the information through optical fibers to the fastbus data 

acquisition system in the “penthouse” on top of the detector. The digital 

waveforms of 4 motherboards (192 channels) can be transmitted through a 

single fiber. Using optical fibers instead of coaxial cables also has the advan- 

tage to break the ground lines from the outside to the electronics and stop 

noise pulses generated by ground loops. The signals are then processed in the 
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Figure 2.16 Readout electronics boards containing preamplification and dig- 

itization are mounted directly on the chamber. 
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Waveform Sampling Module (WSM) h’ h w rc correct each channel for pedestal 

offsets and gain. The parameters for the correction are acquired in calibration 

runs taken once a day. The corrected data is passed via the fastbus system 

to an ALEPH Event Builder (AEB) for first level online data processing: the 

wave form of 512 digitized words is truncated and only the part that contains 

a pulse, called a snip, is passed on to that wave form algorithm which finds 

the starting time of the pulse in the snip. Only these drift times, along with 

a random selections of whole pulse snips for control purposes, are passed up 

the the VAX 8800. In this whole process the initial data volume of approx 10 

Mbytes is reduced to 10 kbytes which subsequently get written to magnetic 

cartridge. 

The central drift chamber data is also utilized in the readout trigger de- 

cision of the SLCD. The pulses from the sense wires are discriminated and 

if the pulse hight exceeds the preset threshold, a flag is set. These bits are 

multiplexed in the hit-circuitry on the motherboard and sent in parallel to the 

transition/controller boards, where the data is temporarily stored and then 

optically transmitted to a fastbus Drift Chamber Trigger module (DC’TR). 

If more than four sense wires in a cell are hit, the cell is considered on. The 

DCTR then compares all combination of on cells against a stored list of all cell 

combinations formed by a real track. If it finds a match, the cell combination 

is counted as a track. This is a very quick procedure that is done every beam 

crossing. The number of found tracks can then be used in a trigger decision. 
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2.5.7 Track Reconstruction and Resolution 

In a first stage the reconstruction program fits the raw hits from each of 

the 6 (8 in the CDC) sense wire in a cell to a track segment called vector 

hit, by minimizing the x2 of residual distance of the raw hit to the vector hit 

(Fig. 2.18). In the EDC these vector hits could be anywhere along the wire, 

because the sense wires are only read out on one end. The EDCs provide 

no information in this dimension, unlike the CDC which uses charge division. 

In a second stage the program loops over all possible combination of vector 

hits in the 3 superlayers of each chamber trying to fit an entire track segment 

through the chamber, shown schematically in Fig. 2.19. Fig. 2.20 shows the 

raw data and the fitted tracks in an event in the CDC. The hits read out from 

the chamber are drawn as mirror images on each side of the sense wire since it 

is not a priori known from which side the electrons drifted in. In the last stage 

of the reconstruction the program tries to connect the track segments from 

both inner and outer drift chamber as well as from the CDC and the Vertex 

detector to form a complete track. This track is then fitted to a helix, the 

trajectory a charged particle describes in a magnetic field. The direction and 

radius of this helix yields the charge and momentum of the particle associated 

with the track. 

How well we can determine the momentum of a particle depends on the 

spatial resolution of each detector component. We distinguish between local 

and global resolution. The local resolution is the width of the distribution 

of the residuals to the vector hits in each cell, while the global resolution is 

the width of the distribution of the residuals to the fitted track. The spatial 

resolution has a strong dependence on the distance to the sense wire (Fig. 

2.18). Close to the wire, in the high gradient field the uncertainty of the 
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Figure 2.18a Local (bottom curve) and global (top curve) drift Distance 

Resolution in CDC measured as a function of the drift distance. 
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Figure 2.18b Global drift Distance Resolution in EDC measured as a function 

of the drift distance. 
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Figure 2.19 Schematic of the Track reconstruction. 

Figure 2.20 Raw hits and fitted tracks. The hits read out from the chamber 

are drawn as mirror images on each side of the sense wire. 
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measurement increases with the velocity of the drifting electrons. At the other 

end of the cell the resolution is degraded by diffusion and loss of electrons due 

to capture and recombination. At best the local resolution in the EDC is 

better than 1OOpm and averages at about 140pm over the entire cell. For the 

CDC the local resolution is better than 70pm and averages at about 1OOpm 

over the whole drift region. The global resolution is always worse than the 

IocaI one, since additional uncertainties, like multiple scattering, dE/dz losses 

and errors in the mutual positioning of the detector components, have to be 

taken into account. The design momentum resolution of the drift chambers 

averaged over the angle ( cos 191 < 0.96 may be parametrized as 

Ap/p = d(0.01)2 + (O.O025p( GeV/c))2 (2.4) 

and with the constraint from the CCD’s of the vertex detector 

Ap/p = J(0.01)2 $ (0.0015p(GeV/c))2. (2.5) 

At small angles where most of the tracking information comes from the ELK 

alone, the resolution is somewhat worse, given by 

Ap/p = V(0.015)2 t (0.003p(GeV/c))2. (2.6) 

The momentum resolution in the CDC can be measured by comparing the two 

track segments of a cosmic ray that passed through the center of the CDC. 

These measurements indicate that the momentum resolution at the present 

stage of the reconstruction programs is about a factor two worse than the 

design resolution. This is mostly due to the lack of knowledge of the exact 

wire positions and directions. Alignment studies are expected to improve the 
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momentum resolution significantly. The momentum resolution of tracks that 

pass through the vertex detector was shown to be almost down to the level 

of the design and will also improve with the exact position calibration of the 

vertex detector. 

2.6 ClUD 

The Cherenkov Ring Imaging Detector (GRID) is used for particle identifi- 

cation and flavor tagging. When a charged particle passes through a medium, 

exceeding the speed of light in that medium, the atoms get polarized and 

emit photons (Cherenkov radiation). The opening angle of the light cone 

with respect to the incident track is inverse proportional to the velocity: 

COSQc = &. The emitted light is focused onto a photon detector and by 

measuring the radius of the light circle one can determine the velocity of the 

particle. Together with a momentum measurement of the particle the mass 

and hence the type of the particle can be determined. 

The CR1D used in SLD consists of four main parts: first the particle 

passes through a thin layer (10 mm) of liquid radiator. The liquid used is Freon 

(FsCrd) with an index of refraction n = 1.277. For /3 = 1 the Cherenkov angle 

of the photons is 672 mrad. The photons are mainly emitted at frequencies 

in the near UV region (170-220 nm), therefore the endplates of the radiator 

vessel are made out of quartz glass, which is transparent to UV light, Typically 

about 14 photons are emitted by a particle of p = 1. After being refracted 

by the quartz window by 236 mrad the photons pass across the 13 cm gap to 

the photon detector at an angle of 52’ with respect to the incident particle 

trajectory, forming a circle of 17 cm radius and about 1.5 cm width (Fig. 2.21). 

On the other side of the photon detector is the gas radiator filled with 
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C5Fl2, a gas transparent to UV light and a low index of refraction (n=1.0017). 

To get an equal amount of light from the gas radiator as from the liquid its 

thickness is about 45 cm. The angle under which the light is emitted is 59 

mrad. The photons are reflected and focused back onto the outer side of the 

photon detector by a set of spherical mirrors mounted on the outer wall of the 

GRID vessel. 

A time projection chamber is used to detect the Cherenkov light (Fig. 

2.22). The drift volume is filled with ethane saturated with TMAE (Tetrakis 

Dimethyl Amino Ethylene), which has a very high quantum efficiency in the 

wave length range of 170 to 220 nm. The photons enter the driftbox from the 

top and the bottom through a quartz window and are absorbed by the organic 

TMAE molecules and knock out an electron which then drifts to the sense 

wires. The uniform drift field of 400 V/ cm is established by a set of equally 

spaced wires around the box. Over a maximum drift distance of 126 cm this 

amounts to a potential difference of 60kV from one end of the box to the other. 

The electrons drift parallel to the magnetic field in the detector. The anode of 

each drift box is made of 93 carbon fiber wires, 7pm thick, strung in the radial 

direction. The z-coordinate of the photon conversion, along the barrel axis, 

is measured by the drift time, the azimuthal coordinate is determined by the 

anode wire address. The depth of the conversion in the drift box is measured 

by charge division on the sense wires to better than 1%. The detector is 

optimized for single electron detection, typically only four or five electrons 

from each circle make it all the way to the anode. However, it will also detect 

the large dE/dx ionization loss from the charged particle passing through the 

drift box, depositing about 700 electrons. 

The accuracy with which the GRID measures the Cherenkov angle, 19c is 
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PHOTOELECTRON 
CONVERSION AND 

GAS RADIATOR 

0 Gcs 
Radiator 
Image 

Figure 2.21 The CRID consits of a liquid and gas radiator and time projec- 

tion chamber for photo detection. The size of the rings from the two radiators 

are indicated by the circles. 
PHOTONS FROM 
GAS RADIATOR 

HOT0 NS FROM 
LIDUID RADIATOR 

Figure 2.22 CRID Time Projection Chamber used for Cherenkov Photon 

Identification. 
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Table 2.2 CRID Properties (Design) 

1. Solid Angle Coverage 

2. Angular Coverage (Endcap) 

(Barrel) 

3. Radiator Material 

4. Index of Refraction (at 6.5 eV) 

5. Thickness of Radiator 

6. Focusing Method 

7. Cherenkov Threshold 7 for pions 

8. Cherenkov Angle (for p = 1) 

9. Radius of Cherenkov Ring (for p = 1) 

10. Number of Photoelectrons (for p = 1) 

11. Momentum Threshold (for 3 p-e.) 

e 

x 

K 

P 

12. Particle Separation Range at 90’ (3a Level) 

e/r 

CL/Jr 

x/K 

K/P 

Liquid 

98% 

n/a 

40.2’ - 89.1’ 

cSFl4 

1.277 

1 cm 

proximity 

1.61 

672 mrad 

17 cm 

14 

- 1 MeV/c 

0.23 GeV/c 

0.80 GeV/c 

1.50 GeV/c 

Gas 

93% 

8.5” - 42.1’ 

46’ - 89.5” 

c5Fl2 

1.001725 

- 45 cm 

spherical mirror 

17.05 

59 mrad 

2.9 cm 

14 

- 9.5 MeV/c 

2.6 GeV/c 

9.1 GeV/c 

17.3 GeV/c 

[both radiators] 

0.2 to 6.2 GeV/c 

0.2 to 1.1 and 2.1 to 3.8 GeV/ 

0.23 to 23 GeV/c 

0.80 to 37 GeV/c 
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limited by 

a) the chromatic error due to the variation of n for different frequencies of 

the emitted photons, 

b) the spatial resolution of the photon detector, 

c) the width of the circle projected onto the drift box due to the finite 

thickness of the liquid radiator and the focusing from the gas radiator 

d) the uncertainty of the trajectory of the charged particle due to multi- 

ple scattering in the inner wall of the GRID and the curvature in the 

magnetic field. Thus the Cherenkov angle for a track can be measured 

to about 1 mrad. The momentum thresholds and separation range for 

various particle types are listed in Table 2.2. 

2.7 Calorimetry 

The task of the calorimeter is to measure accurately the fraction of electro- 

magnetic and hadronic energy from the decay of the Z”, covering as much of 

the solid angle around the interaction point as possible, as this is very impor- 

tant in cleanly separating events with missing energy. The SLD calorimeter 

consists of three parts, a lead-liquid argon calorimeter (LAC), which absorbs 

most of the electromagnetic and hadronic energy, and an outer part consisting 

of a warm iron calorimeter (WIG) w ic h h contains the tails of the hadron show- 

ers and a Luminosity Monitor (LUM) w rc measures the energy deposited h’ h 

at very small angles to the beampipe. The electromagnetic part of the LAC 

has 22 radiation lengths and the LAC and the WIG together have 8 interac- 

tion lengths to absorb most hadrons completely. In one radiation length, X0, 

1 - e-r of all charged particles interact electromagnetically and in one inter- 

action length 1 - e -’ of all hadrons interact strongly with the matter they 
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are passing through. Electrons and gammas form electro-magnetic showers 

which can be distinguished from hadronic showers by the energy deposition 

per penetration length. Electra-magnetic showers deposit most of their en- 

ergy within the first section of the LAC while hadronic showers extend much 

further into the detector since the hadronic interaction length is greater than 

the electro-magnetic radiation length. The form of the showers can thus be 

used to separate electrons from pions and/or protons. A matching track in the 

CDC will identify an EM shower as an electron which can thus be separated 

from a shower induced by a gamma. 

2.7.1 Liquid Argon Calorimeter 

The LAC is placed inside the magnet coil, to avoid degrading the per- 

formance of the calorimeter due to energy absorbtion in the material of the 

coil. The LAC works as a ion chamber, collecting the charge deposited in 

the argon by electromagnetic or hadronic showers. The chamber is made of 

stacks of lead tiles interspersed by gaps filled with pure liquid argon. The 

tiles are alternately at ground potential and at negative high voltage. The 

electrons from the primary ionization by the jets drift to the anode where the 

total charge is measured. No secondary ionization, like in the drift chamber, 

amplifies the signal. Since Argon is a very inert liquid only a very small por- 

tion of the charge is lost to recombination. Stacks of tiles are daisy chained 

together to form projective towers pointing back to the IP (Fig. 2.23). The 

towers have lateral dimensions between 6 and 12 cm, somewhat larger than 

the average size of an electroma.gnetic shower. The towers are further split 

into four parts in the radial direction, making up two electromagnetic parts of 

the calorimeter, El and E2, and two hadronic parts, Hl and N2 (Fig. 2.24). 

The geometry of the electromagnetic section was chosen to provide the best 
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possible efficiency for isolating electrons from semileptonic decays within jets, 

lowest possible rr/r overlap background, and good position resolution. The 

LAC is placed inside a vacuum vessel and surrounded by a cryostat which is 

cooled by liquid Nitrogen. The LAC endcaps are a continuation of the barrel 

in the forward and backward direction with a similar internal tower geometry. 

The endcaps fit like plugs inside the barrel. Together they cover about 98% of 

the solid angle for electromagnetic showers. 

Since a liquid argon calorimeter has no gain in the sensitive medium and 

therefore produces very small signals, low noise amplifiers must be provided. 

The approximately 44,000 electronics channels require a fast pre-processing of 

the event to form a reliable trigger information and to reduce the data volume 

passed on to the computer. 

2.7.2 WIC and Muon Identification 

The hadronic energy which escapes the LAC is measured by the Warm 

Iron Calorimeter which also serves as a muon tracking device and as the flux 

return for the magnetic field. The WIG is the outer structure of SLD. The 

iron structure is segmented into 14 layers, 50 mm thick with 32 mm gaps 

instrumented with streamer tubes (Iarocci tubes) shown in Fig. 2.25. At 90’ 

the iron makes up 4 interaction lengths; together with the LAC and the coil 

SLD has at least 8 interaction lengths in any direction. The WIG consists 

of eight barrel section surrounding the coil in an octagonal fashion and two 

endcaps covering almost the entire solid angle around the interaction point. 

In the center of the graphite coated plastic 9mm x 9mm streamer tubes 

there is a 100pm wire of BeCu held at 4.5kV in a gas mixture of 25% Argon 

and 75010 Isobutane. On the top and bottom of the tubes there are stripes 

of G10 material plated with copper patterns in shapes of strips and pads. A 
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Figure 2.24 Liquid Argon Calorimeter 
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DETAIL OF SINGLE LAYER 7 
-Double Layer for Muon Tracking / 
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Figure 2.25 The Warm Iron Calorimeter measures the Hadronic Energy 

spilling over from the LAC and is used for muon tracking 
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charged particle passing through the gas mixture forms so called streamers, 

smaIl Iightnings from the high voltage wire to the surface, inducing charge in 

the copper circuits proportional to the energy of the particle, typically 12pC 

per streamer and about 7-8 streamers per GeV of energy. 

In the eight coffins of the barrel section there are 17 layers of tubes. The 

strips run parallel to the tubes, except in layer 8 and 17 where they are per- 

pendicular to them. They are read out digitally providing an exact tracking of 

the particles in r - c$ and two points in z determining the angle of the muons 

to better than 10 mrad. The background of the muon identification comes 

from “punch through” hadrons, mainly A’S with high enough energy. Pattern 

recognition and tracking capability for individual track can extrapolate the 

particles back to the drift chamber and is able to reduce the number of pions 

faking muons to the level of 2 x 10m3, independent of the momentum. This 

contamination of punch-throughs is on the same order of magnitude as the 

expected decays in flight of x and K in the drift chamber and the GRID: 

5 x low3 at 10 GeV/ c and 1.7 x 10d3 at 30 GeV/c. 

The geometry of the pads is a continuation of the hadronic tower structure 

of the towers in the LAC. The readout is analog, proportional to the energy 

deposited. They are squares of 265mm x 216mm on the inner most layer, 

increasing in size to 295mm x 316mm in the outer plane. The first eight layers 

are connected together to measure the energy flux in the “front tower” the 

remaining 7 layers form the “back towers”. The energy resolution b(E) is - 

0.8x.@ (GeV). S’ mce the typical energy deposited in the WIG’ is less than 

30 GeV the resolution is on the order of 15 - 20%. The combined resolution 

of the LAC and the WIG’ calorimeters is 5.5% at an energy of 92 GeV. 

The endcap region in the doors consist of eight horizontal and eight vertical 
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layers of tubes read out in a similar fashion as the barrel with strips along each 

tube and pads in a tower structure. To cover the gaps between the endcaps and 

the barrel so called 45’ chambers have been installed on the support arches. 

Along each section of the octagon there are two of these chambers, staggered 

by half a cell, 120 cm x 375 cm in size, with strips parallel and vertical to the 

tubes. The WIG contains a total of 101,488 stripes and 8640 towers covering 

97% of the solid angle. 

2.7.3 Luminosity Monitor 

The Luminosity Monitor and Small Angle Tagger (LMSAT) and the 

medium angle silicon calorimeter (M&C) provide SLD’s small angle elec- 

tromagnetic coverage, measuring photons and electrons in the 23-200 mrad 

region (Fig. 2.26). Th e main function is to measure the integrated luminosity 

by precise tagging of Bhabha electrons, essential to measuring the mass and 

the widths of the 2’ and any cross section in the experiment. With a to- 

td of 23 radiation lengths it simultaneously provides a low angle coverage for 

the calorimetry, specially important in photon-photon scattering. A secondary 

function of these devices is the shielding of the inner components of SLD from 

background radiation. 

The LMSAT and MASC are cones of silicon detector centered around 

the beam pipe with a projective tower structure very much like the LAC. The 

LMSAT covers the angles from 23 to 65 mrad and is about lm from the 

interaction point, right in front of the Superconducting Final Focus SCFF. 

The MASC covers the angles from 65 to 200 mrad and is right next to the 

vertex detector at z = f2OOmm. On both devices each of the 23 layers of 

silicon detector is interspaced with tungsten plates of 1 radiation length. Like 

the electromagnetic part of the LAC the monitor is split up in EM1 and EM2, 
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Figure 2.26 The Silicon-Tungsten Luminosity Monitors (LMSAT/MASC) 
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two sets of towers in front of each other. Measurements of Bhabha scattering 

and extensive EGS calculations determined an energy resolution of 23%/G, 

and spatial resolutions of 69 = 0.3 mrad and S$ = 6.5 mrad. 

2.8 Magnetic Coil 

The magnet is a 5.9 m diameter and 6.4 m long coil situated between the 

LAC and the WIG. A current of 6600 A through 508 turns provide a magnetic 

field of 0.6 Tesla in the center of the coil. The iron structure of the WIG’ on 

the doors and the barrel serve as flux return. The Poisson-parametrization of 

the magnetic field in the coil 

B, = B,O= 
TO20 

B, = B; + 0.5 B,o 

l-2 - 222 

TOtO 

(2-V 

where BF = O.O214T, Bz = 0.601T, ro = 1.2 m and ~0 = 1.5 m agrees with the 

measured field to within 0.05% inside the volume of the CDC and to within 

0.4% for the EDC. Th e uniformity of the field is more than adequate for the 

tracking measurements and the radial component of the field is small enough 

for the requirements of the GRID. 

The dissipated power in the coil is 5 MW which is removed by cooling 

water flowing at a rate of 54 l/s. The coil weighs a total of 85 tons and exerts 

an attracting force of 240 tons on the endcap doors. 



CHAPTER 3 

EVENT SELECTION 

3.1 Introduction 

The events that were recorded on tape by the SLD were logged under 

highly variable beam conditions, different trigger configurations and with dif- 

ferent active detector components. The data were recorded between March 

1992 and September 1992. In a first step the hadronic 2” events had to be 

filtered out from the background. In a second step carefully determined cuts 

were applied to select a hadronic event sample suitable for this physics anal- 

ysis. Monte Carlo studies were then made to estimate the backgrounds from 

various sources and the signal to noise ratio. 

3.2 Event Trigger 

Four different trigger types were used to select the events to be written to 

tape: 

, 

(i) the Energy trigger required a minimum deposited energy of 8 GeV* in 

the barrel and endcap LAC with an individual tower threshold of 60 

ADC counts in the electro-magnetic section and 120 ADC counts in the 

hadronic section. Only towers above the trigger thresholds contributed 

to the trigger energy sum. 

(ii) The Luminosity trigger required a minimum deposited energy of 10 GeV 

in each of two back-to-back towers in the luminosity monitor. 

* The energy thresholds were changed several times. The values quoted here were used 
during most of the period of data taking 
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(ii;) The Tracking trigger was activated when two or more tracks were de- 

tected in the CDC with an opening angle > 20’. 

(iv) The Random trigger recorded events at the time of a beam crossing at 

a fixed rate of l/20 Hz for the purpose of background studies. 

The standard LAC energy scale applies to minimum ionizing particles like 

muons. In this scale, ADC counts convert to GeV as follows: 

EM towers: 1 ADC = 2.04 MeV or 1 GeV = 489 ADC 

HAD towers: 1 ADC = 5.41 MeV or 1 GeV = 185 ADC 

Electrons are less efficient at depositing visible energy in the LAC, so the 

corresponding electromagnetic energy scale must be multiplied by the e/p 

ratio = 0.7 to convert ADC counts into GeV. Hadrons deposit even less visible 

energy, so the hadronic energy scale must be multiplied by about 0.5 (e/x 

ratio = 1.4). 

The trigger rate was typically between 0.5-2 Hz, depending on the beam 

conditions. To reduce the trigger rate and hence to increase the livetime of 

the detector (the fraction of the time in which the detector is able to take 

a new event), it was often required that the energy trigger and the tracking 

trigger fired at the same time, for an event to be written to tape, with the 

requirement of 2 1 track in the CDC. 

3.3 2 Event Selection 

In a first pass the raw data of the events that had satisfied the trigger 

conditions were run through several offline filter programs to select hadronic 

Z”-candidates, r-pairs, wide angle Bhabha, Bhabha events in the luminosity 

monitor and p-pairs. Events of various types are shown in Figures 3.1.-3.4. 

For an event to pass the hadronic 2’ filter it had to meet the following 

criteria: 
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Figure 3.1. Hadronic 2’ event. The track in the upper right-hand quadrant 

of the WIC indicates a muon with a high transverse momentum from a semi- 

leptonic decay of a heavy quark. 

Figure 3.2. r+s--pair. One r- decayed into an electron and two neutrinos, 

indicated by a single track and a large amount of energy deposited in the 

electromagnetic section of the LAC, the other r decayed into three hadrons 

(~+rr+,-) and a V, indicated by the three tracks in the CDC and the energy 

deposited in the hadronic section of the LAC and the WIC. 



75 

Figure 3.3. Wide Angle Bhabha event (e+e- ---f eSe-). This event is char- 

acterized by two back-to-back hight momentum tracks in the CDC and all the 

energy deposited in the electromagnetic section of the LAC 

Figure 3.4. psp--pair indicated by two 45 GeV tracks in the CDC, small 

amounts of energy deposited in both sections of the LAC, consistent with a 

minimum ionizing particle and two tracks extrapolating through the WIC. 
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(i) the total energy in the barrel and endcap LAC, ELAC > 14GeV, 

(ii) the energy in the endcap WIC EWIC < llGeV, to veto events with 

excessive muon showers parallel to the beam axis, 

(ii;) the energy imbalance and sphericity S, Ei,.,&l. < 0.9 and (&,&+S) < 1. 

The event was divided in two hemispheres by the plane perpendicular 

. to the sphericity axis and the energy imbalance defined as 

Eimb. = J%m(l) - %!m(2) 

4wm(l) + %m(2) 
(34 

These criteria were used to filter out so-called Monojet events which 

were caused by beam-related events such as beam-wall interactions and 

beam muon backgrounds. These kind of events are very asymmetric, 

since the underlying reactions are boosted in the beam direction. This 

filter would not distinguish between hadronic events and tau pairs de- 

caying into hadrons. 

Wide Angle Bhabh a events were selected by requiring back to back clusters 

in the electro-magnetic section of the LAC, each with energies of more than 10 

GeV. Since the showers are purely electro-magnetic, very little or no energy is 

deposited in the hadronic sections. 

To identify a pSp--pair, two back to back tracks were required in the 

CDC with corresponding extrapolated tracks in the WIC pads. The distance 

of closest approach to the IP along the beam direction was required to be 

smaller than lcm and the momentum of the tracks greater than 10GeV. 

The events passing these cuts were then fully reconstructed and written 

to data summary tapes. 

In a second pass a set of cuts were applied to select the events suitable for 

this physics analysis: 
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Figure 3.6. r-coordinate of Impact parameter 
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(i) Tracks were required to have a transverse momentum of at least pt > 150 

MeV. Figure 3.5 shows the transverse track momentum with respect 

to the beam axis. It is apparent that the Monte Carlo simulation of 

hadronic 2’ events underestimates the number of tracks in the low trans- 

verse momentum region. These low momentum tracks are mostly orig- 

inating from conversions and multiple scattering and are very hard to 

model exactly. 

(G) Tracks were also required to have a closest approach to the beam axis 

within 5 cm, and 

(ii;) within 10 cm along the beam axis of the nominal interaction point (Fig. 

3.6) to insure that they originate from the proximity of the interaction 

point, 

(iv) and have polar angle in the range 25’ < 8 < 155’ (Fig. 3.7). Cut iv 

guarantees that the tracks are well contained in the active region of the 

CDC. The track reconstruction efficiency outside this region drops off 

significantly as the angles with respect to the beam axis gets smaller 

and is not well modeled by Monte Carlo simulations. 

Hadronic events were selected by requiring 

(v) at least five charged tracks (Fig. 4.1) 

(u;) a total charged energy of at least 20% of the center of mass energy E,, 

(Fig. 3.8). 

(vi;) that the thrust axis be in the range 35’ < 6t < 145’ (Fig. 3.10). The 

thrust 2’ is defined by 

where i runs over all tracks, and the thrust axis +L is chosen to maximize 

the value of T. For a back-to-back two-parton final state T has the value 
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of 1. For planar three parton final states T is in the region z/3 < T < 1, 

and for nonplanar multi-jet events the T value can be as low as r/2. 

The last two cuts ensure that the events are well contained in the active 

region of the detector and only a small number of tracks lost due to finite 

acceptance or tracking inefficiencies. In the data we observe a number of 

events with visible charged energy of less than 10% of the center of mass 

energy. Most of these events lie close to the beam direction losing multiple 

tracks down the beam pipe or into non-sensitive regions of the detector. In 

Figure 3.8 we observe an excess of these very low energy events that are not 

simulated by the Monte Carlo. Some of these events are background events 

produced when electrons or positrons from the incoming beams interact with 

gas in the beam line or with the beam pipe wall. Requiring Eaia/Ec,,, > 0.2 

eliminates this source of background nearly entirely (see next section). Events 

with a thrust axis close the the beam direction are not well reconstructed due 

to the decreasing efficiency of the CDC in the forward region. It can be seen 

in Figure 3.9 that the Monte Carlo simulations do not reproduce the data very 

well in the region of cos 6 h t rust > 0.8 and it was therefore chosen to exclude 

these events from this analysis. This analysis does not use tracks found in the 

EDC’s, since these were still being commissioned during this run. 

In addition it was considered to require that the momentum imbalance, 

defined as the vector sum of the track momenta divided by the sum of absolute 

value of track momenta, be smaller than 0.75. But it is evident from Figure 3.9 

that the momentum imbalance is well simulated by the Monte Carlo and can 

be corrected for as described in the following chapter. This cut only reduces 

the statistics of the measurement without eliminating any backgrounds and 

was therefore not used in this analysis. 
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cut 1 # tracks bffic. Data bffic. MC 1 

pt > 150MeV ( 179,775 ( 88.5 1 88.6 1 

1, < 1Ocm 1 162,195 ] 80.2 1 80.4 1 

25’ < 9 < 155’ 1 144,226 1 71.1 1 71.7 1 

I # events L ffic. Data L ffic. MC I 

‘# of tracks 2 5 ( 8928 I 92.4 I 93.2 1 

ME&,, > 0.2 1 7545 1 82.8 1 84.7 1 

35’ < tit < 145’ 1 5500 1 65.8 ) 66.5 1 

Table 3.1 List of cuts and their efficiencies on Data and Monte Carlo 

A summary of these cuts and their efficiencies is listed in table 3.1. Out of 

a total of 11679 2’ candidates that passed the hadronic filter, 8928 contained 

CDC information and 5500 events with an average of 18.2 tracks per event 

passed all the above analysis cuts. 

3.4 Backgrounds 

It is necessary to estimate the contamination of the final event sample 

arising from background events which pass the cuts described in section 3.3. 

The major source of background are T+T- pairs, two-photon events and beam- 

related events. 

The main decay modes of T’S are semileptonic: T * ---t l*ulur where 1 = 

e, CL, or hadronic: r -+ K/rrz+. In 86.1% of all cases, the r decays into one 

charged and multiple neutral particles (‘Ll-prong”)!lllIn 13.8% it decays into 

three charged daughter particles and one or more neutral particle (“3-prong”). 

By requiring at least 5 charged particles in an event, one therefore expects to 

cuts out 98.1% of all r+r- events. Nevertheless, other tracks can be generated 
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through radiative photon conversions or interactions in the detector material. 

To study this, a large number of Monte Carlo r-events were generated and 

subjected to the same selection criteria and cuts as the hadronic Z”-events. 

It was shown that 4.2% f 0.13% of the r-pairs passed the cuts, a slightly 

larger fraction than the expected 1.9%. Together with the branching ratio of 

2’ + 7+r-/Z” -+ hadrons = 4.7%, the contamination of the data sample by 

T events was estimated to be 0.2% f 0.07%. 

Two-photon events are generated in the process eSe- + e+e- +ry,rr -+ 

hadrons. These events occur rather frequently, but only few are energetic 

enough and at a large enough angle away from the beam axis to actually trigger 

the detector. The cross section for this process has been calculated’471and, 

for Q2 > 5 GeV, determined to be 4.5 nb at the Z”, or about 115 of the 

hadronic cross section. Two-photon events with a Q2 < 5 GeV would not 

trigger the detector. Two-photon events can be simulated with a special Monte 

Carlo program.[(‘]A pp ying 1 the same cuts on these events as are applied to the 

hadronic events, just as described for the r background, eliminates about 

99.5% of them. Multiplying the remaining r/2% by the ratio of cross sections 

of two-photon to hadronic events we estimate the background from this source 

to be of the order of 0.1% 

Beam-related events, where an electron or positron from the beam interacts 

with the wall of the beam pipe or with a nucleon of a residual gas atom 

in the beam pipe vacuum, occur rather frequently. The characteristics of 

these events are multiple low momentum tracks. Most beam-related events 

can readily be identified as such due to their high momentum imbalance. It 

is not possible to calculate any cross sections for these events, since their 

production rate is heavily dependent on the beam conditions which can vary 
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considerably over just a short period of time. The study of Monte Carlo 

simulation of such events indicate that a cut on the number of tracks and on the 

minimum charged energy in the event, but particularly a cut on the momentum 

imbalance, eliminates practically all such events. From these simulations one 

can estimate the ratio of obvious beam-related events to events that pass all the 

cuts, faking a hadronic event. Measuring the event rate of these obvious events 

in the data sample, one can estimate the number of residual background events 

in the final event sample. This method is not very precise but is appropriate 

since the contamination of the event sample by beam-related events is < 0.1% 

and is therefore negligible. 

fi = 91.1GeV 2’ -+ hadrons rSr--pairs 77-events beam-gas 

u (nb) 41.8 0.99 4.5 - 

acceptance (%) 65 4.2 f 0.13 0.5 f 0.1 0.09 f 0.01 

# of events 5500 18 9 < 10 

signal/background (%) > 99.5 0.2 f 0.07 0.1 A 0.03 < 0.1 

Table 3.2 2’ events and Backgrounds 
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CHAPTER 4 

ANALYSIS AND RESULTS 

4.1 Introduction 

The hadronic 2’ decay into final state particles collimated into two, three 

or more jets as shown in Figure 1.6-1.8. They can be interpreted in terms of 

the production and fragmentation of quarks and radiated gluons described by 

perturbative QCD calculations. The boundaries between these different classes 

of multi-jet events are diffuse, both from a theoretical and experimental point 

of view. The spectrum of gluons produced ranges from hard (high transverse 

momentum pt) to arbitrarily soft (low it) gluons. In the calculation of the 

cross section, the latter case introduces a divergence in the integration over 

the gluon momentum in the limit p, ---f 0. This is effectively removed by 

introducing a lower cutoff in the gluon momentum and angular spectrum due 

to the experimental condition that allows one to separate a gluon from its 

parent quark. This reduces the number of partons counted in the final state. 

The number of partons therefore depends on the value chosen for this cutoff 

parameter. Experimentally this has no effect if this cutoff value is chosen to be 

reasonably small. Such soft partons cannot be resolved as separate jets because 

of the smearing introduced by fluctuations in the hadronixation process and 

experimental resolution. The experimental separation of two jets also depends 

on the angle between them. Even if a gluon carries a momentum comparable to 

that of the quark, the resulting jets start overlapping when the angle between 

them gets sufficiently small. They can then no longer be resolved into two 
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distinct jets. 

In this chapter it is described how the number of jets in an event is de- 

termined as a function of a resolution cutoff ycUi and how the theoretically 

predicted jet rates are fitted to data after correcting it for hadronization and 

detector effects, such as acceptance and resolution. 

4.2 Simulation of the Data by Monte Carlo Calculations 

In chapter 1 several Monte Carlo (M.C.) programs were described and 

in the previous chapter the M.C. was used to estimate the contamination 

of the data by various background sources. In order for the M.C. to be an 

effective tool, it must foremost provide a good simulation of the data to which 

it is compared. There are a large variety of options provided by JETSET for 

simulation of the evolution and fragmentation of partons. Here, the default 

options were used, by which the original quark-antiquark pair created in the 

e+e- annihilation initiates a parton shower described in chapter 1.7.1 by which 

the transition from partons to hadrons occurs according to the Lund string 

model for fragmentation. ‘““‘JETSET incorporates a procedure by which the 

first gluon branching in the leading logarithmic shower is mapped onto the first 

order matrix element distribution for eSe- --f qqg. This feature is intended 

to compensate for the underestimation of the rate of hard, acollinear gluon 

emissions by the leading log approximation. 

The main parameters of JETSET which control the momentum distri- 

bution of the hadrons are listed in Table 4.1. The parameter AQCD is the 

QCD scale parameter, whose value determines the extent to which partons 

will branch. Qo specifies the minimum mass squared value to which partons 

may evolve and it serves to terminate the shower. The three parameters c~, a 

and b belong to the fragmentation phase, controlling the transverse and longi- 
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tudinal momentum spectrum of hadrons with respect to the underlying string 

directions. These parameters were optimized by the OPAL collaboration[5’1 to 

describe experimental distributions from the data at the 2’ resonance in the 

best possible way, such as charged track multiplicity, n,h, shown in Figure 4.1, 

and event shapes, such as thrust T, (eq. 3.2) shown in Figure 4.2. 

Monte Carlo 

na,me 

PARE( 21) 

PARE( 22) 

PAR( 12) 

PAR(31) 

PAR(32) 

Default value 

0.40 GeV 

1.0 GeV 

0.35 GeV 

0.50 

0.90GeV2 

Optimized value 

by OPAL 

0.29 GeV 

1.0 GeV 

0.37 GeV 

0.18 

0.34GeV2 

Table 4.1 The main parameters of JETSET version 6.3 which control the 
momentum distribution of hadrons. 

The main parameters of HERWIG for the control of the momentum spectra 

distributions of hadrons are given in Table 4.2. The QCD scale parameter 

AQCD specifies the likelihood or branching in the shower. mg is a formal mass 

value assigned to the gluon, serving to terminate the perturbative evolution. 

n!f ma2 is a threshold parameter which determines whether a large mass cluster 

will evolve through a stringlike mechanism to lower mass clusters rather than 

decay to hadrons directly!501 

Apart from the physics that describes the decay of the quarks into fi- 

nal state hadrons, the Monte Carlo program must simulate the effects of 

the detector. The SLD simulation program is based on the GEANT3 

package[571developed at CERN. Particles are tracked through a detailed 



88 

Parameter Monte Carlo Default value Optimized value 

name 

AQCD QCDLAM 0.20 GeV 0.11 GeV 

m!J RMASS( 13) 0.65 GeV 0.65 GeV 

M ma2 CLMAX 5.0 GeV 3.0 GeV 

Table 4.2 The main parameters of HERWIG version 5.3 which control the 

momentum distribution of hadrons. 

model of the SLD simulating the effects of energy loss, secondary decays, 

Bremsstrahlung, Compton scattering, multiple scattering, delta-ray produc- 

tion, gamma conversions, hadronic interactions, photoelectric interactions and 

positron annihilation. As an end result we obtain M.C. events in the same 

format as the real events collected with our data acquisition system. Close at- 

tention was paid to details to ensure a good agreement between the data taken 

with the SLD and the M.C. simulation thereof. The measured resolutions in 

the drift chamber such as the charge division resolution, drift time resolution 

and momentum resolution were used in the M.C. to reconstruct the simulated 

data. Other effects such as readout electronics that were not operational dur- 

ing part of the run or high voltages that were off for an entire superlayer of 

the CDC were simulated by reproducing these effects in the M.C. with the ap- 

propriate probability as determined in the real data. Background noise, which 

was measured during beam crossings where no collisions occurred, could be 

overlayed over the M.C. event. The noise level could be varied in terms of the 

total drift chamber occupancy. It was shown that random noise making hits on 

up to 20% of all the CDC’s sense wires did not affect the overall performance 

of the track reconstruction. During the data taking close attention was paid 

to keep the CDC occupancy below 10% for most of the time. 
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Figure 4.1 Comparison of data with JETSET (solid) and HERWIG (dashed) 
M . C. simulations. 
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Figure 4.2 Thrust distribution T (eq. 3.2), the points with error bars are 

the SLD data, the solid histogram was obtained from the JETSET M.C. and 

the dashed histogram from the HERWIG M.C. 
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4.3 Jet-finding Schemes 

A jet algorithm must be able to specify unambiguously a jet configuration 

starting from particles detected in the final state. A jet algorithm may be 

defined giving 

(i) a test variable (e.g. energy, angle or combined mass) y;j, and 

(G) a recombination procedure. 

The test variable yij is needed in order to specify whether or not two hadrons 

h;, hj belong to the same jet, while the recombination procedure tells us how 

to combine particles, which the test variable y;j tells us belong to the same 

jet. 

One possible way to define jets in events is the “JADE algorithm”~“211t has 

been the most widely used jet finder, but recently, other algorithms have been 

suggested by theorists at Durham ‘531and at CERN!541 

The JADE algorithm is an iterative process: in the first step the scaled “in- 

variant mass” Yij of every pair of particles is calculated, assuming all hadrons 

to be massless: 

Yij = 
2EiEj( 1 - COS Bij) 

J% * 
(44 

Ei and Ej are the particle energies and 0ij the angle between them. Ev;* is the 

total visible energy in the event. The usage of Evis in the denominator, rather 

than E,,, makes the measure less sensitive to detector acceptance corrections 

and event-to-event fluctuations. Particles can be charged tracks in the drift 

chamber, in which case Enis is the charged energy only, or energy clusters 

in the calorimeter, in which case Evis is the total energy measured in the 

calorimeter. But the jet algorithm can also be applied to partons or hadrons 

generated by the Monte Carlo. 
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In the second step the pair with the smallest invariant mass yij is combined 

into a pseudo-particle or cluster k by adding their four-momenta together: 

p” = p’ + p’ (4.2) 

The event now has one less particle. 

Then step 1 is repeated, treating the newly found cluster like the other 

particles, calculating the invariant mass between the cluster and the other 

particles. This iterative procedure is continued until all scaled invariant masses 

yij > ycUi, where ycUl is the cutoff value handed to the jet-finder by the user. 

At this point all particles within a cluster have invariant masses < yccut and the 

invariant masses of all clusters are > yczLi. The clusters or particles at the end 

of this process are what we define as jets. The number of found jets is clearly 

a function of the cutoff, ycUt. The smaller the value of ycUt, which is a measure 

of the jet mass, the larger the number of jets. In the limit of ycut -+ 0 every 

particle is an individual jet. Increasing ycut from 0.01 to 0.1 the numbers of 

4-jet and S-jet events quickly drop, while the number of 2-jet and 3-jet events 

increase. For an even higher yCUt the softest of the 3 jets is more likely to get 

merged with one of the two other jets, and in the limit of ycut -+ r/s the 3-jet 

rate vanishes altogether. For ycut > r/3 the phase space for 3-jets is 0. The jet 

rates as a function of ycUt for the SLD data are depicted in Figure 4.3. 

Theoretical calculations of 2-,3- and 4-jet production rates, using the same 

definition of resolvable jets in terms of jet pair masses, are available only 

for massless jets in 0(al) &CD. S ince jets which are formed by adding the 

four-momenta of two unresolved particles are not massless, other algorithms 

have been suggested, which differ in their prescription of how to combine the 

momenta of the particles. Commonly used variations on the JADE algorithm 
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Figure 4.3 n-jet rates as a function of y,,tobtained with the Durham al- 

gorithm (described below) from reconstructed data and M.C. simulation. A 

small value for ycut is equivalent to high jet resolution and hence a higher 
average number of jets. As ycat is increased the phase space for 5-jet and 
4-jet topology is reduced and subsequently vanishes. The two jets with lowest 

invariant mass are more likely to be combined into a single jet. Therefore the 

2-jet and Q-jet rate increase with rising ycUt. For even higher yctlt the 3-jet rate 

starts decreasing again until the phase space vanishes altogether at yCUt = l/3 

and all events are resolved as a 2-jet event. 

- 
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are the “E”, “EO” and “p” schemes. In these variations the recombination 

criterion yij of eq. 4.1 is replaced by 

This is the same as eq. 4.1 if the particles i and j are massless, but it differs 

if either of the jets has a non-zero mass. In the E-scheme, one uses eq. 4.3 

along with eq. 4.2 for the combining of the particles. The E-scheme is Lorentz 

invariant, but ends up with massive jets, which cannot be accounted for in 

the calculations. In the EO and p algorithms, one uses eq 4.1 as the resolution 

criterion, but changes the four-momentum combination by modifying either 

the total jet three-momentum or the total jet energy, respectively. This results 

in massless jets, but they do not conserve the overall momentum or energy 

sum. The original JADE jet finder is equivalent to the EO scheme and yields 

practically identical results. A summary of the jet-finding schemes is given in 

Table 4.3 at the end of this section. 

The success of these and similar algorithms is mainly due to the fact that 

the hadronization of the parton final states can be shown to have, on average, 

little influence on the number of found jets. On the other hand, the substan- 

tial renormalization scale dependence of the three-jet rate, which has been 
11’1. calculated to next-to-leading order, indicates that perturbative corrections 

beyond the order calculated are not yet negligible. Since calculating jet rates 

to even higher orders is not yet a viable option, due to the complexity of the 

computation, one was motivated to find new definitions of jets which would 

lead to smaller perturbative corrections while maintaining the insensitivity to 

hadronization of the original JADE scheme. 

A more intuitive picture of the problems arising with the JADE algorithm 
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Figure 4.4 A qtjgg configuration which the invariant mass algorithm assigns 
to a three-jet final state. The D-algorithm first combines the a g with the q 

and the other g with the Q to form a two-jet final state. 

is given in a paper by N. Brown and W.J. Stirling!541: QCD processes radiate 

numerous soft gluons. The JADE scheme tends to merge the hadronized parti- 

cles from these gluons into one jet, due to their small combined mass yij, even 

though they may have a large angle between each other, rather than combin- 

ing them with the hard hadron from which they were emitted. The result can 

be an “artificial” jet made of soft particles (Fig. 4.4). It also has the effect 

of producing an unnatural partitioning of the multi-parton final state which 

greatly complicates the calculation of jet production rates for small values of 

ycut !?n the same paper it was proposed to replace the product of the particle 

energies in eq. 4.1 by the square of the smaller of the two energies: 

y; = 
2 * min( Ef , Ef )( 1 - COB Bij) 

Ea2i8 
7 (4.4) 

which, in effect, clusters according to the minimum relative transverse mo- 

mentum of the parton pair rather than the invariant mass. Together with the 

recombination process in eq. 4.2 this is called the “Durham” or D-scheme. It 

has been shown that with the Durham algorithm a soft gluon will only be com- 
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bined with another soft gluon, instead of being combined with a high energy 

parton, if the angle it makes with the other soft gluon is smaller than the angle 

that it makes with the high energy particle. This algorithm improves the the- 

oretical analysis at smaller values of the resolution parameter ycvt because the 

leading double logarithms exponentiate, greatly facilitating the calculations 

PIIn Fig. 4.5 the transverse momentum of tracks are displayed with respect 

to the axis of the jet they belong to, evaluated at ycut = 0.02. For increasing 

values of yCUt the average transverse momenta in the jets increase, shown in 

Fig. 4.6. The data points are compared with the M.C. simulations and are 

found to be in good agreement. 

Another possible definition of yij was suggested by S Bethke et al.rsl 

Y; 
8 EiEj( 1 - COS Bij) 

=G (Ei+Ej)2 * (4.5) 

This algorithm uses the same recombination scheme as does the JADE and 

Durham routines and is called the “Geneva” (G) algorithm. (The factor g/9 

is provided so that the maximum value of ycut for which three jets can still be 

obtained from three partons is l/s, as it is for the JADE and Durham version 

of yij). With the Geneva algorithm two soft gluons will only get combined 

together if the angle between them is much smaller than the angle between 

the energetic partons. It turns out, that the features of the G-algorithm do 

not allow the exponentiation of the leading logarithms and hence make it 

very difficult to calculate the jet production rates at low values of ycilt and is 

therefore not used in the subsequent analysis. 

As a comparison to the JADE-like algorithms, the LUCLUS algorithm:” 

introduced by the Lund group, uses a distance measure 

d,. = 
2pf$( 1 - COS Bij) 

‘I 
(Pi + PjJ2 ’ 

(4.6) 
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Figure 4.5 The transverse momentum of tracks w.r.t. the jet axis at ycut = 

0.02. The data are compared with M.C. and are found to be in good agreement. 
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Figure 4.6 Th e average transverse momentum as a function of yCtLt. The 

solid line are the average pt obtained from JETSET 6.3, the dashed line from 

HERWIG 5.3. 
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Algorithm 

JADE 

Resolution 

2E;Ej(IIcosBij) 

VII 

Combination 

pk = Pi + Pj 

Remarks 

conserves C E, C p’ 

E pk = Pi + Pj Lorentz invariant 

Ek = Ei + Ej conserves C E, but 

p’ = ],;E;-,,(Gi + Fj) violates Cp’ 

P conserves C p’l but 

violates C E 

D 2nin(Ef,Ef)(I-coseij) 

Eels pk = pi -f Pj conserves C E, C p’ 

a.voids exp. problem 

G w pk =pi $pj conserves CE,Cp’ 

avoids exp. problem 

LUCLUS pk = pi $ pj conserves C E, C p’ 

incalculable in pert. th. 

Table 4.3 Definition of the resolution measures yij (dj,in for LUCLUS) and 

of combination schemes for various jet algorithms; Evis the total energy in the 

eventf5” 
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Figure 4.7 Jet rates as a function of the resolution parameter ycut for differ- 

ent jet finding algorithms for the SLD data and two Monte Carlo simulations 

JETSET 6.3 (solid h ) ‘nes and HERWIG 5.3 (dashed lines). It is important 

that the simulated jet rates describe the data well. The number of jets found 

as a function of yCUt depends on the definitions of the resolution variable yij 
in the various jet algorithms. 
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The idea is to define a jet as a collection of particles with a limited trans- 

verse momentum with respect to the jet direction. LUCLUS clusters hadrons 

starting with the fastest particles of the event, and reassigns all particles to 

the closest jet axis after each combination step. The jet rates in this scheme 

are not calculable in a perturbative &CD, due to the particular recombination 

scheme used, and is therefore less suited for QCD studies. 

A summary of the algorithms described is given in Table 4.3!“The jet 

rates obtained from the data with all jet finding algorithms described above 

are shown in Figure 4.7. Also shown in Figure 4.7 are two M.C. simulations 

(JETSET 6.3 and HERWIG 5.3) of the jet rates. There is a good agreement 

between the distributions. It is apparent that the different jet-finding schemes 

have quite different behaviours as a function of ycut, due to the various defini- 

tions of their resolution variables yij. For instance, the yczLi value for which the 

3-jet rate reaches its maximum varies from 0.003 for the D-algorithm to 0.03 

for the G-algorithm. The E- and G-schemes yield larger 4-jet and 5-jet rates 

compared to the other schemes while the smallest multijet rates are obtained 

from the D-scheme, which can be extended down to smaller values of ycut. 

In order to be able to effectively compare different jet finding algorithms 

with each other we therefore have to define an effective yctlt scale. This can be 

done for instance by requiring that the maxima of the 3-jet rates, R3, appear 

at the same effective yctct, called yeff and that R3 vanish at the phase space 

limit of yeff = l/3. Taken the JADE algorithm as the standard, its yeff scale 

is equal to the yczlt scale. yCgt vs. yeff for all jet schemes is shown in Figure 

4.8. The yeff for the G- and E-scheme are smaller than ycut since their S-jet 

maxima lie at a higher ycut value than for the JADE algorithm and the yeff 

for the p- and D-scheme are larger than yCtLt. 
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Figure 4.8 ycUtvs. the effective yeff. The yeff is chosen so that the maxima 

of the S-jet rate R3 coincide for all jet algorithms and vanish at the limit of 

Wf = l/3 

Another way of comparing the jet-finding algorithms is to measure the 

ratio of the number of jets found in M.C. events at the parton level and after 

detector simulation, shown in Figure 4.9a and b as a function of yCUl and as 

a function of yeff. Both the original JADE and the D-scheme reproduce the 

number of parton jets very well, for all ycut. The E-scheme overestimates the 

number of parton jets by lo-207 0, while the G-algorithm finds 10% too few. 

The average angle between jet axes found from partons and the corre- 

sponding jet found after the detector simulation is plotted in Figure 4.1Oa and 

b as a function of ycat and as a function of ycff, respectively. When plotted 

against ycut, the D-algorithm reproduces the jet direction best over the whole 

range of ycut while the E-scheme shows the largest deviation of the found jets 

from the original parton direction. All algorithms, except for the E-scheme, 

reproduce the angle equally well when plotted against the effective scale yeff. 
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Figure 4.9a The ration of Number of parton jets / Number of hadron jets 

in Monte Carlo events as a function of yCUt. 
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Figure 4.9b The ration of Number of parton jets / Number of hadron jets 

in Monte Carlo events as a function of the effective yeff. 
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Figure 4.10a The angle between parton jets and hadron jet in Monte Carlo 

events as a function of yCUt. 
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Figure 4.10b The angle between parton jets and hadron jet in Monte Carlo 

events as a function of the effective yeff. 
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All these effects will be corrected for when the data are unfolded for hadroniza- 

tion and detector acceptance, described in a following section. It is apparent, 

though, that the D- and J-schemes are least affected by the limited detector 

acceptance and resolution, while the E-scheme is rather sensitive to detector 

effects and hadronixation. 

To compare the measured jet rates with perturbative QCD calculations 

one has to use the regular ycut scale, since the calculations are done with ycut 

for every jet scheme. The following analysis is done with the JADE, D, E and 

p jet-finding schemes and the results are compared with each other. 

4.4 Jet Production Rates and Differential a-Jet Rates 

Within the context of the algorithms just described it only makes sense 

to talk about a number of jets in an event as a function of the cutoff value 

ycut. In Figure 4.7 the 2-, 3-, 4- and 5-jet rates, R,, are shown for the data 

taken with SLD. Also shown are the jet rates calculated from JETSET and 

HERWIG Monte Carlos with a full detector simulation. It is evident that the 

data and the simulation are in excellent agreement. 

In the integral presentation of the R, distributions as shown in Fig. 4.7 

the data points at any value of ycut are strongly correlated with those at other 

ycUt values, as the whole dataset is used in calculating the R, at each ycUt value. 

In contrast, the statistical errors in bins of the differential presentation, 

&(ycut), are independent of each other since each event enters the distribution 

only once. The Dz distribution is defined as the change in the number of 2-jet 

events in the distribution Rz as the value of ycUt is changed: 

D2(Ycut) = 
Rabat) - Rz(ycut - Ay) 

AY 
w 

Each event enters this distribution only once. Essentially, the D2 distribution 



l”“l’~“l““I” -r 

& 

J-scheme %F 

t 

0 Data 

- HERWIC 6.3 
. . . JETSET 6.3 

I....I...~I...~I....I 

0.00 0.05 0.10 0.16 0.20 0.25 
Ycut 

50 

10 

5 
g 

22 
6 

1 

0.00 0.05 0.10 0.15 0.20 0.25 
Pout 

I”“I”“I”“I” 

D-scheme 

0.00 0.05 0.10 0.15 0.20 0.25 

... JETSEiT 6.3 ... JETSEiT 6.3 

0.00 0.05 0.10 0.15 0.20 0.25 
Y’ollt 

Figure 4.11 Differential 2-Jet rates Da as a function of the resolution pa- 

rameter ycut for the JADE, D, E and p jet finding algorithms. Also shown 

are the L)z obtained from JETSET (solid) and HERWIG (dashed) M.C. the 
statistical errors on the M.C. curves are 2-3 times smaller than the error bars 

on the data points. 
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shows the yCUt bin at which an event changes from being a 3-jet event to a a-jet 

event. D2(ycut) is shown in figure 4.11 for data and Monte Carlo, obtained 

with the J, D, E and p-schemes. 

4.5 Correction for Hadronieation and Detector Effects 

To study the effects of hadronization on the jet rates in the JETSET Monte 

Carlo, the jet rates from partons were compared with the jet rates from stable 

hadrons (charged and neutral) in 100,000 M.C. events without any detector 

simulation, for the jet finding algorithms described above. The results are 

shown in Figure 4.12. Both the JADE and Durham algorithms show a very 

small effect introduced by the hadronization process, while the E-scheme shows 

rather sizable corrections to the jet rates. The p-scheme shows a moderate but 

significant correction. 

To unfold the measured distributions for the effects of hadronization as 

well as finite detector resolution and acceptance, the commonly used bin-by-bin 

correction method was employed. To determine these constants, a distribution 

is generated in the form of a histogram for two Monte Carlo samples, (I) with 

no detector simulation and a sample (II) using the same Monte Carlo but 

including detector simulation and initial-state radiation. The events of sample 

(II) are subjected to the same reconstruction routines and event selection 

criteria as are the real data. The Monte Carlo sample (I) treats all particles 

with lifetime greater than 3 . 10 -l’s as stable particles and includes all stable 

charged and neutral particles including neutrinos. Let NC “’ be the number 

of events generated for sample (I) and Gp” be the number of entries in bin 

i of a distribution of generated events. Let N’tc and Dpc be the number of 

events which survive after the same event reconstruction and selection that 

the data was subjected to, for sample (II) an d number of entries in the ith bin 
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Figure 4.12 Jet rates as a function of the resolution parameter ycUi as 

predicted by the JETSET QCD h s ower model before (partons) and after 

(hadrons) the hadronization process. The agreement for the J and D algo- 

rithm is remarkably good, while for the E and p algorithm the difference is 
sizeable. The data are being corrected for hadronisation effects. 
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respectively. The correction factor C; for bin i in this histogram is then 

(G?ICIN~~) 
ci = (Dr'",N;c) * (4.8) 

This correction factor is multiplied with the number of entries Di in the ex- 

perimentally measured distribution, to give the unfolded value Vi: 

For this technique to be applicable it is imperative that the Monte Carlo with 

detector simulation and intial-state radiation provide a good description of the 

distributions at the detector level, which was shown in Fig. 4.7. 

Due to the finite resolution of any detector an element which appears in 

the ith bin on the generator level of Monte Carlo histogram may appear in 

a different bin j in the histogram after the detector simulation. The bin-by- 

bin procedure is valid if this bin-to-bin migration is symmetric and therefore 

the correction factors Ci are near unity. This is accomplished by choosing 

appropriate bin widths of the size of the experimental resolution. To study the 

bin-to-bin migration and thus the resolution one can look at the ycut values for 

which an event changes from having 3 jets to having 2 jets, ycut(3 + 2). Figure 

4.13 shows a scatter plot of gcut(3 -+ 2) for Monte Carlo events before vs. after 

the detector simulation was applied. With a perfect detector all events would 

lie on a diagonal line in this figure. The spread around the diagonal is caused 

by the finite experimental resolution and acceptance. The resolution at any 

value of pcut(3 + 2) can be determined by plotting the vertical distance to 

the diagonal of every point in the scatter plot and fitting a Gaussian curve to 

it as shown in Figure 4.14. The standard deviation of these distributions as a 
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Figure 4.13 ycut value for which an event changes from 3 jets to 2 jets, 

ycut(3 -+ 2) of Monte Carlo events before vs. after detector simulation. 

AY out 

Figure 4.14 The resolution function at yCUt=0.03 with a Gaussian curve fit 
to it. The histogram contains the distances of all {y&:*(3 ---f 2),y,!!$(3 + 2)) 

points to the diagonal y,“,f* = ycUt det.. The width of the fitted Gaussian function 
is defined to be the resolution. 
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Figure 4.15 The resolution as a function of ycUt. The bin widths of the D2 
distribution were chosen to be roughly equal to the Resolution at the given 

value of ycUt. 

I . . . . 1 . . . . I . . . I . . . . 1 

0 0.05 0.1 0.15 0.2 0.25 

Yout 

Figure 4.16 D2 distribution with the chosen bin widths. The horizontal 
error bars indicate the resolution at each ycut value. 
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function of ycut is shown in Figure 4.15. The bin widths of the D2 distribution 

(Fig. 4.11) to which the results of the QCD calculations are being fitted in this 

analysis were chosen to be about the same as the experimental resolution at 

the center of the bin. Figure 4.16 shows the D2 distribution with the horizontal 

error bars indicating the resolution at the center of each bin. 

4.6 The Corrected Data 

To correct the data for this analysis, correction factors C; determined from 

JETSET 6.3 were used. The correction factors for the 2-jet, S-jet and 4-jet 

rates used for the JADE jet scheme are shown in Figure 4.17. The values of 

C; which were obtained for the 2-jet rate, &, are very close to unity. For high 

values of ycut the correction factors for the R3 and R4 are substantially larger 

than 1, but never larger than 2, which indicates that after detector simulation 

we tend to find fewer jets, due the loss of tracks down the beam pipe or into 

non-active detector regions as a result of the finite acceptance of the detector. 

Figure 4.18 shows the influence of the correction for hadronization as well as 

initial state radiation and detector simulation on the reconstruction of n-jet 

rates with the p-algorithm, simulated in model calculations, as a function of 

the jet resolution parameter yCUt. 

Initial-state photon radiation, whose effects are also removed in the cor- 

recting process, contributes only about 2% or less to the values of the bin-by- 

bin correction constants. To first order, variations in the center-of-mass energy 

has little influence on the number of jets. The unfolded jet rates obtained with 

the J, D, E and p-scheme are tabulated in Tables 4.4-4.7. In Table 4.8 the 

differential 2-jet rates are listed for the 4 different algorithms calculated from 

the unfolded R2 distributions. 
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Figure 4.17 The bin-by-bin correction factors for detector effects for 2-, 3- 

and 4-jet rates evaluated with the JADE algorithm. For display purposes one 

and two units are added to the 3- and 4-jet coefficients respectively. 
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Figure 4.18 The influence of hadronization as well as initial state radia- 

tion and detector simulation on the reconstruction of n-jet rates with the p 

algorithm, simulated in model calculations, as a function of the jet resolution 

parameter ycUt. 
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Figure 4.19 After correcting the data for detector effects, the jet rates 

can be compared with the results from other experiments. The data points 

with error bars are the jet rates R,, corrected for hadronization and detector 

acceptance, compared with the corrected jet rates from the OPAL experiment 

at LEP which are shown as solid lines. 
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c 
Ycut 

0.005 
0.010 
0.015 
0.020 
0.030 
0.040 
0.050 
0.060 
0.080 
0.100 
0.120 
0.140 
0.170 
0.200 
0.250 
0.300 

I 

R2 

JADE recombination s 
I 

13.46 f 0.62 
24.77 A 0.62 
33.88 & 0.65 
41.75 -f 0.67 
53.50 f 0.68 
61.75 f 0.66 
68.07 zk 0.63 
72.84 f 0.60 
79.94 f 0.53 
84.72 f 0.47 
88.55 f 0.41 
91.49 f 0.35 
94.92 f 0.28 
96.76 f 0.21 
98.80 zk 0.12 
99.80 zt 0.05 

R3 
44.62 f 0.70 
51.89 f 0.72 
51.72 f 0.74 
48.94 f 0.75 
42.54 f 0.77 
36.49 f 0.78 
31.21 + 0.79 
27.09 -f 0.81 
20.53 i 0.87 
16.12 f 0.94 
12.13 f 0.98 
9.06 f 1.10 
5.30 f 1.10 
3.41 zt 1.12 
1.45 f 1.14 
0.13 f 1.20 

R-4 
31.64 f 0.68 
20.95 zk 0.73 
14.63 f 0.83 
10.16 f 0.88 
4.56 f 0.90 
2.38 f 0.95 
1.17 f 1.06 
0.66 f 1.23 
0.26 f 2.45 
0.02 f 2.51 

r 
ycut R2 

0.001 21.02 f 0.92 
0.002 30.06 zk 0.67 
0.005 46.13 zk 0.65 
0.010 59.28 f 0.64 
0.015 67.03 f 0.61 
0.020 71.88 zk 0.59 
0.030 78.71 -f 0.53 
0.040 82.76 f 0.48 
0.050 85.85 f 0.44 
0.060 88.26 f 0.40 / 
0.080 91.73 f 0.34 
0.100 94.03 f 0.28 
0.120 95.89 f 0.23 
0.140 96.86 f 0.19 
0.170 98.00 zk 0.15 
0.200 98.84 f 0.11 
0.250 99.57 f 0.05 

D recc 
R3 

34.75 f 0.74 
39.11 zt 0.68 
39.28 f 0.70 
35.13 f 0.75 
29.76 f 0.76 
26.40 zk 0.78 
21.02 f 0.83 
17.52 f 0.90 
14.68 & 0.95 
12.20 f 1.00 
8.71 zt 1.08 
6.37 zt 1.19 
4.15 f 1.19 
3.35 f 1.39 
2.14 f 1.59 
1.19 f 1.62 
0.65 x!z 1.77 

lbination scl 
R4 

26.99 f 0.61 
22.45 zt 0.60 
13.15 f 0.69 
5.73 f 0.78 
3.72 f 1.02 
2.43 f 1.21 
0.90 f 1.28 
0.47 f 1.79 
0.20 It 1.75 
0.11 f 2.28 
0.02 f 2.54 

- 
- 

- 

ICI 

I 

heme 
R>5 

10.21 It 0.41 
3.02 f 0.61 
0.83 f 0.67 
0.14 f 0.44 
0.09 f 1.22 

- 

- 

me 
&75 

17.53 f 0.44 
8.03 & 0.41 
1.73 zt 0.54 
0.30 f 0.77 
0.02 f 0.52 
.005 f 2.15 

- 

- 

Table 4.4, 4.5 Experimental n-jet event production rates, R, in % of 

the total hadronic cross section, analyzed in the JADE and the Durham (D) 

recombination scheme respectively. The data have been corrected for the final 

acceptance and resolution of the detector and for initial state photon radiation. 
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ycut R2 

E recombination scheme 
R3 R4 b-5 

0.005 5.50 zk 1.76 4.24 f 1.09 35.74 f 0.63 19.34 zk 0.43 
0.010 13.63 St 0.92 5.16 f 0.75 28.44 f 0.57 6.79 f 0.34 
0.015 21.49 f 0.73 5.50 zt 0.71 20.94 f 0.54 2.65 f 0.33 
0.020 28.53 f 0.68 5.48 It 0.69 15.46 f 0.54. 1.16 & 0.34 
0.030 40.36 f 0.68 5.11f 0.69 8.31 f 0.53 0.19 310.32 
0.040 50.02 f 0.68 4.49 f 0.69 5.09 f 0.59 0.01 rt 0.13 
0.050 57.71 f 0.67 3.93 xt 0.69 2.98 f 0.66 - 
0.060 63.65 f 0.66 3.47 f 0.69 1.64 f 0.65 - 
0.080 72.17 f 0.61 2.76 f 0.72 0.38 f 0.72 - 
0.100 79.11f 0.55 2.08 f 0.73 0.13 f 0.81 - 
0.120 83.66zk0.49 1.66f0.79 - 
0.140 87.24 f 0.44 1.31f 0.85 - 
0.170 92.09 f 0.35 8.02 f 0.86 - 
0.200 94.77 f 0.28 5.47 f0.99 - 
0.250 98.04AO.17 1.98f1.08 - 
0.300 99.64zkO.06 0.26f0.88 - - 

Ycut R2 

p recombination scheme 
R3 R4 R>5 

0.005 13.24 f 0.51 44.81 zk 0.78 33.01 310.91 9.98f0.76 
0.010 27.24 i 0.59 50.73 f 0.81 21.61 & 1.16 2.43f1.00 
0.015 36.83 f 0.62 51.14 zt 0.89 13.71 f 1.35 0.75f1.21 
0.020 45.41 & 0.65 48.00 f 0.95 8.13 f 1.31 0.71f1.36 
0.030 58.28 f 0.65 38.45 f 0.98 4.70 zt 1.89 - 
0.040 66.13 f 0.62 32.93 f 1.05 2.23 f 2.26 - 
0.050 72.27 f 0.58 27.64 f 1.11 1.19 f 3.17 - 
0.060 76.98 zt 0.55 23.38 f 1.17 0.46 f 3.04 - 
0.080 83.43 f 0.47 17.52 III 1.32 - 
0.100 87.90 f 0.41 13.15 f 1.48 - - 

0.120 91.54 f 0.34 9.14 f 1.59 - 
0.140 93.90 f 0.28 6.84 f 1.80 - - 
0.170 96.53 f 0.21 4.10 zt 2.20 - - 

0.200 98.32 f 0.14 1.90 f 2.22 - 
0.250 99.64 f 0.05 0.39 f 4.23 - - 

0.300 99.98 i 0.01 0.00 f 0.00 - 

Table 4.6, 4.7 Experimental n-jet event production rates, R, in % of 

the total hadronic cross section, analyzed in the E-scheme and the p-scheme 

respectively. The data are corrected for the final acceptance and resolution of 

the detector and for initial state photon radiation. 
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D-scheme J-scheme E-scheme p-scheme 
ycut hut D2 D2 D2 D2 

0.002 0.001 99.19 f 21.02 - - 

0.005 0.003 118.84 f 5.45 16.14 f 4.27 6.67 i 0.99 15.89 & 4.74 
0.010 0.005 26.27 f 2.95 22.34 f 4.85 16.89 f 2.82 28.06 zt 5.91 
0.015 0.005 15.59 f 1.74 18.53 f 3.90 16.05 =t 3.18 19.15 f 3.97 
0.020 0.005 9.593 f 0.89 16.07 -f 3.21 14.18 zk 2.94 17.65 f 3.43 
0.030 0.010 6.909 f 0.54 11.95 f 1.64 11.85 =t 1.76 13.44 f 1.75 
0.040 0.010 4.064 f 0.39 8.55 f 1.14 9.57 f 1.43 7.90 XII 1.02 
0.050 0.010 3.145 f 0.31 6.48 f 0.85 7.64 Ifr 1.15 6.29 zt 0.78 
0.060 0.010 2.500 & 0.16 4.80 zt 0.63 5.94 f 0.85 4.83 zt 0.59 
0.080 0.020 1.808 f 0.12 3.47 410.31 4.27 f 0.43 3.21 rt 0.28 
0.100 0.020 1.199 f 0.12 2.38 f 0.21 3.48 zk 0.34 2.27 -f 0.20 
0.120 0.020 1.071 f 0.71 1.96 f 0.17 2.26 f 0.22 1.98 zt 0.18 
0.140 0.020 0.448 & 0.73 1.46 ho.14 1.78zt 0.17 1.19 f 0.13 
0.170 0.030 0.402 f 0.92 1.241tOo.10 1.69f 0.13 0.93 f 0.10 
0.200 0.030 0.315 f 0.54 0.64 f 0.06 0.88 Z!L 0.08 0.73 f 0.13 
0.250 0.050 0.142 f 0.21 0.40 f 0.05 0.69 f 0.05 0.29 f 0.08 
0.300 0.050 0.118 f 0.21 0.22 f 0.06 0.33 f 0.05 0.07 f 0.18 

Table 4.8 Differential 2-jet rate, D2(ycut). The data are corrected for the 

final acceptance and resolution of the detector and for initial state photon 

radiation. 

The corrected data can now be compared directly to the results of other 

experiments which have corrected their data in a similar fashion. In Fig. 

4.19 the corrected SLD data are shown together with the unfolded results 

obtained with the OPAL detector at LEP!“‘The jet production rate from both 

experiments are in good agreement with each other. 
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4.7 Determination of Am from Differential Z-jet Rates 

The QCD scale parameter Am can be determined by fits of the analytic 

O(a;) QCD al 1 t c cu a ions to the experimental, differential 2-jet distributions 

D2(ycut). As described in the introductory chapter, the relative jet production 

rates R, are quadratic functions of CY#: 

82 f u&q,t = 1 + C2,I~b + c2,2a:, 

R3 = 63/‘%t = c3,1% + C3,2& (4.10) 

R4 E g4f%t = c4,2a:. 

The kth order QCD coefficients for n-jet production, Cn,k, were calculated for 

each jet algorithm and tabulated by G. Kramer and B. Lampe”‘]and 2. Kunszt 

and B.R. Nasor?” Calculations in higher than second order are not yet avail- 

able. The coefficients depend only on the value of the resolution parameter 

yCtLt, but do not exhibit an explicit dependence on the energy. The only energy 

dependence of the jet production rates is determined by the energy dependence 

of cyJ. The strong coupling a, can be written as a function of log(Q’/A&) 

(eq. 1.8), where Am is the QCD scale parameter and Q is the QCD renor- 

malization scale. The subscript MS ( modified minimum subtraction scheme) 

denotes the renormalization scheme used to calculate the parameter A (see 

Ch. 1.5). 

The calculated values of the differential 2-jet rate, D?jh*(y,,t, Am) can be 

fit to the experimentally measured 0;““’ distribution by minimizing x2 

eL?p. 
D2 

- D’zh. 2 

> 6Dih* ’ 
(4.11) 

using the minimization program MINUIT!““‘6Dih* is the statistical error in the 

expected bin contents. Within each jet recombination scheme, the correspond- 
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ing O(CY~) QCD calculations are fitted to the data for two different treatments 

of the renormalization scale Q2: 

1) The QCD parameter Am is determined for fixed renormalization scale 

Q2 = Ec2,. The fit is performed in regions of ycut where the experimental 

4-jet rate Rq is less than 1%. This is motivated by the fact that O(CY~) 

calculations with Q2 = Ezm do not describe the observed production rates of 

4-jet events ‘521and thus, by the overall unitarity condition R2 + R3 + R4 = 1, 

must also fail to describe the 2- and 3-jet production rates in regions where 

Rq # 0. For the different algorithms the fits were performed in the regions of 

ycUt > 0.04 in the D-scheme, yCUt > 0.05 for the p-scheme, ycilt > 0.06 for the 

J-scheme and yctlt > 0.08 in the E-scheme. 

2) Both Am and the renormalization scale factor f = Q2/E,2, are treated 

as free parameters and are determined in a two parameter fit. S(CY~) calcula- 

tions predict unphysical negative ‘L-jet production rates, R2, for small values 

of ycUt < 0.01, depending on the actual values of Am and Q2. This region 

of yctlt must therefore be excluded from the fit. Also, these calculations do 

not account for 5-jet rates, therefore the two parameter fits were restricted to 

regions of ycUt for which the experimental 5-jet rate R5 < l%, i.e. to data 

points with ycut > 0.01 for the D-scheme, ycut > 0.02 for the JADE and p- 

scheme and ycUt > 0.03 for the E-scheme. The differences in the fit results 

from varying the fit regions is part of the systematic error described below. 

Figure 4.20 shows the experimentally measured D2 distributions for the 

different schemes. Also displayed are the theoretical curves from the best fit 

results as well as the ranges of ycUt for which the fits were performed. The 

results for Am and f from all fits are summarized in Table 4.9 as are the x2 

of the fits. 



l”“l”“I”“I’~“I 

;I- 
J-scheme ST? I 

6\ G, 

1 \ c= E-scheme 
-6 \ 

0 Data 

0.00 0.05 0.10 0.15 0.20 0.25 

Yd 

118 

470 WeV. I = 1. 
= 420 Mai’. f = 0.0013 

0.00 0.05 0.10 0.15 0.20 0.25 
Pcut 

Am = 283 MeV. f - 1.0 
= 173 l&V, f = 0.0012 

0.00 0.05 0.10 0.15 0.20 0.25 

Your 

Figure 4.20 Measured distributions of D2(ycut), obtained from the 2-jet 

production rates, R2, which were corrected for hadronization, initial state 

radiation and detector acceptance, compared to the analytic U(ai) QCD cal- 

culations. The QCD parameters are taken from the fit results of Am with 

f = 1 and of Am and Q2 in the regions of ycut indicated by the arrows. 
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Figure 4.21 The corrected data obtained with the JADE scheme are com- 

pared with the jet rates obtained from the l- and 2-parameter fits. Both fits 

describe the data well in the region the fit was performed (J-scheme: > 0.06 for 

the 1-param. fit and > 0.01 for the 2-param. fit). As predicted the 1 param. 

fit underestimates the 4-jet rate considerably, motivating the restriction of the 

fits to the region where RJ is negligible. 
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scheme 

D 

J 

E 

P 

(f = 1) I (f fitted) 

Am (MeV) x2/d.o.f Am (MeV) f = Q2/E,2, x2/d.o. f 

470 f 41 g/8 420 zt 18 0.0013 f 0.0002 7110 

2762;; 1618 111 f 10 0.0031~~:~~~; 9110 

749+;; 1415 155 f 19 0.0003 r.t 0.00001 11/6 

283-t;; 6/8 173 f 25 0.0012+;::;; 5110 

Table 4.9 Results of fitting U(cyt) QCD calculations to SLD data, for fixed 

and variable renormalization scales. The errors are statistical only. Note that 

c11~ only depends on the 1og(Q2/A2). 

The theoretical curves all provide a good description of the data in the 

regions where the fits were performed; the x2 values are always around 1 per 

degree of freedom for these regions except for the E-scheme which is about 

3 per degree of freedom. The calculations with Q2 = Ezm or f = 1 do not 

provide a good description of the data below the regions of ycut > 0.04 in 

the D-scheme, ycUt > 0.05 for the p-scheme, ycUt > 0.06 for the J-scheme 

and ycut > 0.08 in the E-scheme, where apparently smaller renormalization 

scales need to be applied to reproduce the data. The resulting “optimized” 

scale factors f are significantly different for the various jet finding schemes 

ranging from 0.0001, corresponding to Q z 0.9 GeV at the 2’ mass, for the 

E-scheme to 0.031 (Q z 16 GeV) for the J-scheme. As a direct consequence, 

the difference between the fitted values of Am for f = 1 and for f as a free 

parameter is largest for the E-scheme and smallest for the J-scheme. The 

results of Am for f = 1 differ greatly between the four jet algorithms, but 
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are closer to each other if f is treated as a free parameter. 

In Figure 4.21 the R, distributions from the JADE-scheme are displayed 

overlayed by the jet rates calculated with the QCD parameters from the fits 

to the D2 distributions. The dashed lines indicate the jet rates from the 

one parameter fit with Q2 = E,2,. It is evident that the 4-jet rate is not 

well reproduced. The solid line is from the two parameter fit with f a free 

parameter. The agreement over the whole range of yCZLt is much better. By 

definition, neither of the fits account for the 5-jet rate. 

The values for Am and Q can be inserted into eq. 1.8 to obtain the 

corresponding value for the strong coupling CY,. Note that a, only depends on 

the 1og(Q2/A2). Large variations in Am have relatively small effects on a,. 

4.8 Statistical Errors 

For a large number of events the number of entries in every bin of the 

n-jet rates as a function of yCILt is distributed binomially. The error in such 

a distribution is given by cr2 = Ic(1 - k/n), where n is the total number 

of events and k the number of entries in a particular bin. As opposed to 

the R, distributions, the bin contents of the D2 distribution are completely 

uncorrelated, so, the statistical error is just one over the square root of the 

number of entries in that bin. 

The minimization routine MINUIT provides the user with an error on 

the parameter(s) to which the data are being fitted. MINUIT calculates the 

Hessian error matrix~5*1 which is the full matrix of second derivatives of the 

function with respect to the currently variable parameters, and inverts it. For 

the 5500 events that passed all the selection cuts the value and statistical error 
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on Am in the 1 parameter fit to the data obtained with the J-scheme is 

Am = 276.7+;::: MeV and 

Am= 111.2~‘~*,5 MeV, f = 0.00313+~*~~~~: 

for the 2 parameter fit. 

To translate the error in Am and f into an error of (Ye one has to take 

the partial derivative of eq. 1.8: 

(4.12) 

yielding 

dJ)(Q2 = I@$) = 0.1217 i 0.0022 (1 parameter fit) 

c&~)(Q~ = 0.0031Mi) = 0.1767 f 0.0044 (2 parameter fit) 

The value of ty, at the fitted value for Q2 from the two parameter fit is then 

translated to Q2 = I@ yielding 

aiJ)(Q2 = M;) = 0 1066 f 0 0014 . . 

The values for a#(Mzo) f rom the two fits are averaged and listed in Table 4.11. 

The fit results along with the corresponding statistical errors for the D-, J-, E- 

and p-scheme are listed in table 4.9. The difference between the two fit results 

is treated as part of the theoretical systematic error described below. 
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4.9 Systematic Errors 

Estimating the size of the systematic errors of a measurement introduced 

by the detector and analyzing methods is complex. The systematic uncer- 

tainties can be divided into two categories. One cant ains the experimental 

systematic errors which arise from limited acceptance, efficiency and resolu- 

tion of the detector, and from biases and imperfection in detector simulation 

and in event reconstruction programs, and due to selection criteria applied to 

the data for this analysis. The other encompasses the theoretical uncertainties 

which arise from hadronization and from unknown higher order corrections, in 

addition to uncertainties in the theoretical calculations themselves. 

4.9.1 Experimental Systematic Uncertainty 

To calculate the errors of the measurement introduced by the detector 

uncertainties we have to rely on M.C. simulations. Acceptance effects were 

estimated by varying the cuts on the polar angles of the tracks and thrust axis, 

described in Chapter 3. A set of loose cuts (cos 29track < 1.0 and cos Z()track < 

0.8) and a set of tight cuts (cos dtZdCk < 0.71 and cos tijtrack < 0.6) were applied 

to the data set and M.C. events and compared against the standard cuts 

(cos Qtslzck < 0.8 and cos titrack < 0.71). The relative change in the correction 

factors, C;, which are used to correct the 2-jet rates, are plotted in Fig. 4.22 

(cut A and cut B) as a function of yctlt. The resulting variations in the values 

of ad were about the same for all jet algorithms, averaging ACY, = f0.0013 for 

the tight acceptance cuts and f0.0015 for the loose acceptance cuts, listed in 

Table 4.10. 

Other cuts were also varied: cut C (Iz < lOOcm, pt > O.OGeV and 

Evis/Ecm > 0.0) and cut D (It < 7.5cm, pt > 0.2GeV and &is/I& > 0.25) 
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and compared with the standard cuts of the z-component of the track impact 

parameter, 1, < lOcm, and the transverse momentum, pt > 0.15GeV and the 

visible, charged energy fraction E&/E,, > 0.2. To verify that all cuts had 

the same efficiencies for the data and M.C. the number of data events that 

passed the cuts were divided by the number of M.C. events for all sets of cuts 

and were found to vary less than the statistical error on these numbers. 

Another possible systematic uncertainty is introduced by the error in the 

measurement of the magnetic field in SLD, which has the effect of scaling all 

track momenta by a constant factor. To estimate the magnitude, all track 

momenta in the M.C. events were multiplied by a factor of 1.02, which cor- 

responds to a missmeasurement of the B-filed of AB/B = 2%‘which is much 

larger than the actual measured uncertainty in the B-field measurement. The 

corresponding correction factors C; are also shown Fig. 4.22. The effects are 

minute and can safely be neglected. 

The systematic errors from momentum resolutions was estimated by 

smearing all M.C. track momenta by 3% x a random Gaussian number, effec- 

tively doubling the errors on the momentum resolution measured in the CDC 

and leaving all other cuts unchanged. The relative change in the correction 

factors, Ci, which are used to correct the data, are plotted in Fig. 4.23. The 

variation in the resulting values of od were found to be smaller than the statis- 

tical error. Also, since the momentum resolution of the CDC is worse in the z 

direction, only the t component of the M.C. track momenta were varied by 3%. 

The resulting uncertainty of cxI was found to be more than twice the size of 

the error from smearing all momentum components equally, Aa, = f0.0005. 

The effects of the track reconstruction inefficiency was simulated by ran- 

domly removing lo%, 15% and then 20% of all tracks in every M.C. event. 
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I 
I 

Source of syst. error 

high acceptance cut 

no acceptance cut f0.0015+ 

high pt , Evis/-&n cut f0.0005+ 

no pi, &is/&m cut f0.0023+ 

error in B-field f0.0002 

varying p by Apjp = 3% f0.0002 

varying pz by Apz/p = 370 f0.0005* 

removing 10% of tracks f0.0008 

removing 15% of tracks f0.0014 

removing 20% of tracks f0.0021 

removing 15% of tracks 

as function of angle w.r.t. jet axis 

Varying fit range 

otal experimental systematic error f0.0031 
d 

Table 4.10 Summary of errors contributing to the experimental systematic 

uncertainty of the cy, measurement. The numbers indicated with a 
t 

were 

averaged and added in quadrature with the numbers indicated with a * to get 

the final value for the experimental systematic error. 

Also, 15% of all t rat k s were removed randomly as a function of the angle 19 of 

the track with respect to the jet axis. 

It was found that the systematic errors from uncertainties in the track mo- 

mentum resolution are negligible. Systematic errors from track reconstruction 

inefficiencies of less than 15% were found to be smaller than the statistical 

errors. The tracking reconstruction efficiency was estimated by counting vec- 
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0: cut A 
0: cut B 
x: cut c 
0: cut D 
+: B-field 

----- 

L. 4 
OA3 0.001 

, I I 
0.01 0.1 1.0 

Yaut 

Figure 4.22 The correction factors Ci of the IL-jet rate R2 for different sets 

of cuts. A: Wide acceptance B: Narrow acceptance C: Low pt and energy cut 

D: High pt and energy cut E: High B-field, scaled all momenta by factor 1.02 

1.10 ., I I 
‘1 

‘6: vary p. 
+: vary P 

0: cut 107. 
0: cut 15% 
x: cut 20% 
0: f(cos8) 

Figure 4.23 The correction factors Ci for various tracking efficiencies. lo- 

20% of the tracks were randomly removed from M.C. sample. 15% of tracks 

were randomly removed as a function of the angle with the nearest neighbor 

track and with the jet axis. (Note the different scale from the previous plot). 
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tor hits (track segments of hits in a single CDC cell, see Chapter 2.5.7) that 

were not used in any of the tracks and was found to be smaller than 570. The 

effects from varying the acceptance cuts, the transverse momentum cut and 

the minimum visible energy cut were found to be non-negligible. 

Another part of the systematic uncertainty is introduced by the choice 

of the the regions of ycut in which the fits were performed (see chapter 4.7). 

They were estimated by varying these fit regions for all jet algorithms. The 

resulting variation is indicated by the shaded regions around the measured 

values of ty, in Figure 4.25. The uncertainty is largest for the E-scheme, which 

has the fewest degrees of freedom in the fit, and smallest for the p-scheme, 

which produces the best overall fit. The average error from choosing a fit 

region is Aa, = f0.0015, somewhat smaller than the average statistical error 

of the measurement. 

Adding these errors in quadrature, an upper limit to the experimental 

systematic uncertainties in the measurement of cy8 from detector effects was 

calculated to be Acr,(ezp.syst.) = f0.003. All sources of systematic detec- 

tor effects are listed in Table 4.10 along with the corresponding systematic 

uncertainty in the measured value of cr,. 

4.9.2 Theoretical Uncertainty 

The hadronization process in the Monte Carlo calculation is a source of 

uncertainty since we have to depend on models describing the transition from 

partons to hadrons. There are two ways to estimate this error: (i) use different 

hadronization models and (ii) and vary parameters in each model. 

The difference between the results of oS obtained with the JETSET 

M.C. and the HERWIG programs gives a good estimate of this error: 
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cr,(HERWIG) - o,(JETSET) = -0.003, for the J, D and p jet-finding al- 

gorithm and -0.001 for the E-algorithm. 

Another estimate of the error introduced by the shower model is obtained 

by varying the parameter Qu in the M.C. program, which determines the lower 

cutoff of the gluon radiation in the parton shower. From optimizing the M.C. 

parameters to fit the data, Qo was determined to be about 1 GeV. Figure 4.24 

shows the difference in a, from the value of a, determined at the default value 

of 1 GeV, as a function of Qo for each recombination scheme as Qu is varied 

from 0.5-5.0 GeV. Not all jet schemes are equally sensitive to variations of the 

Qo parameter. The Qo uncertainties, Aa,( are listed in Table 4.11 for all 

algorithms, along with a summary of all other experimental and systematic 

errors in (Y,. The systematic error from hadronization models for each jet- 

finding scheme is taken to be the larger of the two estimates. 

Another source of systematic errors are the QCD calculations of the finite 

order matrix elements contributing to the jet rates. The error in calculating the 

multi-jet cross section can be estimated by comparing two different methods of 

calculations by Kunszt and Nason [“](KN) and by K ramer and Lampe ““‘(KL). 

Both sets of calculations were fitted to the corrected data. The difference 

in crI for the two methods, Aa,(caZc.) = ~tO.0006, is much smaller than the 

statistical error and can safely be neglected. 

A much larger source of uncertainty is the choice of the renormalization 

scale Q. In Figure 4.25 the dependence of or, on Q is shown. The error bars in 

this figure indicate the statistical error of the measurements. The shaded area 

indicates the uncertainty from choosing the fit region. Arrows indicate the 

fitted values of f and the resulting value for a,. An upper limit of the scale 

uncertainty is obtained by taking the difference of the a, values at f = 1 and 
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Figure 4.24.a,b Values of cr, from fit results of Am as a function of Qc for 

Q = ECM (a) and for Q as a free parameter (b) . The results are displayed for 

different recombination schemes: J (JADE), D (Durham), E and P schemes. 

The errors displayed for the JADE results represent the experimental errors 

of the fits. As a comparison, the Qo dependence for the G (Geneva) algorithm 

is also plotted. It’s strong dependence on M.C. parameters make it unsuitable 

for this analysis. 
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+ E scheme 
X P scheme 

0.000 1 0.001 0.01 0.1 1.0 

f=Q”/E& 

Figure 4.25 a, as a function of the renormalization scale Q/E,, for the 

different jet algorithms. The error bars are statistical only. The shaded area 

indicates the error introduced by varying the fit region. The vertical arrows 

indicate the value of CY.# and f from the Z-parameter fit where f is varied as 

well. 
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“x 
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Figure 4.26 x2/d.o.f. of the fit of the analytic O(c$) calculation to the 

measured D2 distribution as a function of the renormalization scale Q/Ecm 
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Scheme 

J 0.114 

D 0.137 

E 0.126 

P 0.118 

stat. systematic errors 

error exp. HERWIG Qo hadr. 

zko.002 zko.003 -0.003 $0.003 f0.003 

f0.002 f0.003 f0.003 $O.OO4 zko.004 

f0.002 f0.003 -0.001 f0.002 rto.002 

f0.002 f0.003 -0.003 $0.008 f0.005 

1 
scale 

f0.007 

f0.007 

f0.013 

Ito. 

Table 4.11 Summary of errors contributing to the measurement of Q#. The 

first column in this table contains the average number for aa from the two fits 

with Q = ECM and with Q as free parameter. The error in the last column is 

the scale uncertainty which is half the difference between the two fit results. 

at the minimum of the curves. The size of the error depends on the jet-finding 

algorithm and ranges from f(0.004 - 0.019). Figure 4.26 shows the x2/d.o.f. 

for all the fits as a function of f = Q2/Ezm. The best fits are obtained for 

values of f that minimize cyb. No additional error is added from the differences 

in the results from the four jet-finding algorithms, since this error is contained 

in the scale uncertainty. A more detailed discussion of the values of a, as a 

function of the renormalization scale is given in the following chapter. 

All sources of uncertainty considered and the magnitude of their contribu- 

tion to the total error of the measurement are summarized in Table 4.11. The 

first column in this table contains the average number for (Y, from the two fits 

with Q2 = E,& and with Q as free parameter and half the difference between 

the two results is quoted as the scale uncertainty listed in the last column of 

Table 4.11. 



CHAPTER 5 

DISCUSSION AND SUMMARY 

5.1 Combined Results 

In the previous chapter the strong coupling cy, was measured by fitting 

second order QCD predictions of the differential 2-jet rate, D2(ycut), to the 

SLD data using four different jet-finding schemes and using different QCD 

renormalization scales, f = Q2/Ez?. The results listed in the Tables 4.9 and 

4.11 differ quite considerably from each other and Figure 4.25 shows the strong 

dependence of cy, on the chosen scale. QCD itself does not predict at which 

value of the scale the second order formulae should be evaluated. 

If we average the numbers for a, obtained from the fits with f = 1 

D O.l35t;.;o,; 

E 0.144:;:;;; 

we get the rather large value of 

ab(Mp) = 0.131+;:;;; (fits with f = 1). 

There are many indications that f = 1 is not necessarily a good choice 

in a finite order perturbative &CD. Theoretical methods, described earlier in 

chapter 1.6, which try to reduce the dependence of the physical observable6 
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-a f 90 
90” --- 
lb- . . . . . . . . MSD 

Figure 5.1 Theoretical prediction of the optimized renormalization scale 

factor f = Q2/Ezm for various jet-finding schemes. All methods suggest scales 

significantly smaller than f = 1. 

on the scale f suggest that better choices of the scale are f = lo-’ - lo-‘, 

depending on the physical observable. The differences in the scales may be 

understood in terms of the difference in the size of the known second order and 

unknown higher order corrections for different observables. The theoretically 

suggested scales are plotted in Fig 5.1 for the four jet-finding schemes as a 

function of ycut. 

The theoretical prediction for the optimized scale are in good agreement 
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with the experimental 2-parameter fit results where f is varied, yielding 

scheme %(Mzo > 

J 0.106+;:;;! 

D 0.130:;:;;; 

E 0.109’;:;;; 

p 0.114f;:;;; 

averaging to 

a&kfzo) = 0.115+;:;;; (fits with f free). 

By choosing regions of f which yield the best x2 in the fits (Fig.4.26) the 

optimized f can be estimated to be 0.0008-0.008 for the JADE-scheme, 0.0025- 

0.05 for the D-scheme, 0.005-0.1 for the p-scheme, and 0.00005-0.0005 for the 

E-scheme. In these regions CY~(MZO) is determined from the fitted values of 

Am: 

These four results lie markedly closer together than the results from the fits 

with f = 1 and aI.l the x2 of the fits are better. These results average to 

cYb(MZO) = 0.111’;:;;; f (optimized). 

This result is in good agreement with the QCD prediction of os( lc1~0) = 0.11 If 

O.O1’eolbased on the lower energy experimental results and with measurements 

from processes where the renormahzation scale ambiguity is not important, eg. 
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0.14 - 

0.10 - 
0 Combined Fit 

I , . . . . . . I , , . . . . , . . . . . . , . . . . , 
0.0001 0.001 0.01 0.1 1.0 

f=@/Ef= 

Figure 5.2 CY, as a function of the scale f for a simultaneous fit to the data 

from all four jet schemes. The arrow indicates the value of f and the resulting 

cy, for the fit with one single scale f for all schemes. Allowing an individual 

scale for each scheme yielded f = 0.00039 - 0.0025 and CY#(MZ~) = 0.116. The 

error bars are statistical only. 

cY@fzo) = o.119+“~oo4 -o.oo5 predicted from the analysis of deep inelastic scattering 

data@’ and ab(Mzo) = 0.105 f 0.004 from the charmonium v--l spectrum. 

Simultaneous fits to the Dg(yCUl) distributions of all four jet-finding 

schemes as performed with f = 1 and with f as a free parameter, allowing for 

individual scale factors for each jet-finding scheme, yield 

a,(Mzo) = 0.129 f 0.006 and 

cr&Wzo) = O.llS++$$ (simultaneous fit) 

respectively. The x2 of 3.6/d.o.f for the first fit with f = 1 is larger than any 

of the individual fits which confirms that a single value of Am cannot fit all 

the data if f is fixed at 1. The combined fit with free scale factors provides 
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a description of the data consistent with the individual fits. A combined fit 

with. only one common scale f yielded the same value for CY, as the fit with 

separate scales, but with a considerably worse x2. 

With hindsight there are many signs that indicate that the renormaliza- 

tion scale should be smaller than 1, but there are no rigorous theoretical argu- 

ments that predict that a, should be evaluated at the scale which minimizes 

the value of a, and what the value of that scale should be. A more conser- 

vative estimate would be to take the weighted average of the results from the 

fits with f = 1 and of the results from the optimized scale using the formula 

& = C w;c~f/ C wi, where the weights wi = ( v)-2, and (‘$) are the ex- 

perimental and statistical uncertainties. This procedure provides the weighted 

average of 

a&lifzo) = 0.120f;:;;; (weighted average). 

To this result we have to add a scale uncertainty, derived from the difference 

of the results at f = 1 and at f =optimized, yielding 

The error is a composite of the statistical error of f0.002, the experimental 

systematic error of f0.003 and the theoretical uncertainty of ‘:::A: added in 

quadrature. This result is in good agreement with values earlier by the same 

1641 experiment. 
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5.2 Running of a, 

The non-Abelian structure of QCD predicts an energy dependence of the 

strong coupling Q,. According to eq. 4.10, the energy dependence of the 

jet production rate is only determined by the energy evolution of cr,. There- 

fore we can test the validity of QCD by comparing the jet production rates 

measured in similar experiments at various center-of-mass energies. In Fig- 

ure 5.3 the 3-jet rates, obtained with the JADE algorithm at a ycut = 0.08, 

from JADE~651TASSO~~61AMYf”71Mark II~a10PAL’5g1and SLD experiment are 

plotted against the center-of-mass energy, Ecm. 

The S-jet rate measured by JADE and TASS0 at the PETRA accelerator 

at an energy of 22 GeV is larger by of factor of 1.43 f 0.05 than the 3-jet rate 

measured at the 2’ mass and the measurement from Mark II at PEP at an 

energy of 29 GeV is larger by a factor 1.24 f 0.02. Measurements at higher 

energies are a factor 1.18f0.02 and 1.07ztO.02 larger at 34.6 GeV and 44 GeV, 

respectively. This comparison therefore establishes the observation of signifi- 

cant scaling violations. In the framework of &CD, these scaling violations can 

be attributed to the energy dependence of 01~. 

Also shown in Figure 5.3 are the predictions of O(cr:) QCD calculations 

with the measured values for the QCD parameter Am and the renormalization 

scale factor f. The dashed curve was obtained from the fitted value of Am = 

276f31 MeV with the scale f = 1. This curve appears to fit the data obtained 

at lower energies of 20-40 GeV reasonably well. The extrapolated curve from 

Am= 111 f 10 MeV and f = 0.0031 significantly overestimates the 3-jet 

rates at lower energies. This may indicate the need for different optimized 

scales for measurements at lower center-of-mass energies. Using the results 

from all measurements shown in Figure 5.3 to make a l-parameter fit to Am 
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Figure 5.3 The 3-jet rate obtained with the JADE algorithm for ~~~t=0.08 

as a function of the center-of-mass energy. The curves indicate the energy 

dependence of cy, calculated with the measured values of Am and f. 
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Figure 5.4 The fitted curves of the energy dependence of cr, to the measured 

S-jet rate of all indicated experiments yield values for Am which are well 

within statistical errors of the values measured with SLD but with a signifi- 

cantly smaller scale f. 
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at fixed scale f and a 2-parameter fit to Am and f, shown in Figure 5.4, yield 

the values 

Am= 252 f 8 MeV and 

Am = 103 f 7 MeV; f = 0.00049 & 0.00004 

which are well within errors of the values for Ajl?-3; measured with SLD at the 

2’ mass (c.f. Table 4.9) but require a significantly smaller scale f. For both 

fits the x2/d.o.f. is around 2. 

5.3 Jet rates from polarized 2’ decays 

SLC is able to deliver longitudinally polarized electron beams to the in- 

teraction point. During the physics run in 1992 electrons with an average 

polarization of P = f22% were produced by shining a circularly polarized 

laser beam on a GaAs cathode. This is the first time such beams have been 

available in eSe- collisions. It is therefore of interest to measure physical quan- 

tities in decays of Z’s produced with left-handed and right- handed electrons 

separately and compare the measurements. 

All the hadronic 2’ events recorded with the SLD detector were split up 

into two data samples according to the handedness of the electron beam with 

which the 2’ was produced. The analysis described in the previous chapter 

was repeated for both data sets. In Figure 5.5 the ratio of Rr)/Ry) is shown. 

The jet production rates R, were not corrected for hadronization and detector 

acceptance, since these systematic effects cancel out by taking the ratios of the 

left- and right-handed data samples. 

After applying the bin-by-bin correction to both data sets the U(c$) QCD 

(L) calculations were fitted to the measured D, and Dy' distributions. The 



141 

0.6 

0.6 

1.4 

0.6 

0.6 

. EO scheme 

0.001 0.01 0.1 1.0 

Ycut 

1.2 

0.6 

0.6 

1.4 

0.6 

0.6 

0.001 0.01 0.1 1.0 

Yaut 

scheme 

Figure 5.5 The ratio of uncorrected 3-jet rates as a function of yCUi ob- 

tain from the left-handed and right-handed data sample. For each jet-finding 

scheme, the data points are strongly correlated with each other, since all the 

data were used to calculate the jet production rates at every value of ycut. 
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results for cyll obtained in the same way as described in the previous chapter 

by taking the average number from all jet finding algorithms and the two 

different fits were found to be: 

for right handed electrons 

$-Qfz) = 0.119’~:;;; 

for left handed electrons 

a!L’(Mz) = 0.121+;:;;; 

Both numbers agree with each other within statistical errors. This is in agree- 

ment with the perturbative QCD calculations, which predict the strong cou- 

pling cy8 to be the same in both cases, since QCD is vectorlike and parity is 

conserved. 

5.4 Summary 

We have presented an analysis of jet rates from a data sample of about 

12,000 hadronic Z’s recorded by the SLD. Only charged tracks measured with 

the central drift chamber (CDC) were used in this study. We have determined 

the value of the strong coupling, a,(Mzo), using four different jet finding 

algorithms (J,p,E and D). The jet rates were then corrected for effects of 

hadronization, detector resolution and acceptance. These measurements were 

compared with analytic calculations in complete second order perturbative 

&CD. The QCD parameter Am, and thus cys(M~o), was then determined in 

fits of the QCD calculations to the corrected data distributions. The weighted 
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average of the four results is thus 

CY~(MZO) = 0.120 f O.O02(stat.) f O.O03(exp.)~~:$~(theor.) 

Experimental uncertainties due to the modelling of the detector response lead 

to relative uncertainties of 3% in CY~(MZO). The statistical errors are less than 

2% in all cases. The theoretical error quoted above is the sum of Aa,(had.), 

Aa, and Aa,(scaZe) add e d in quadrature. We find that the largest error 

in this measurement is the theoretical error from varying the renormalization 

scale f. Calculations to O(c$) will be needed to significantly reduce the un- 

certainty introduced by this scale ambiguity. 

Our result is in good agreement with results from the LEP experiments. 

Also, we find that this result is in excellent agreement with the prediction 

of the energy dependece of the strong coupling cr, when compared with the 

measurements at lower energies. 
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APPENDIX A 

THE ELECTROWEAK CROSS SECTION FOR e’e-ANNIHILATION 

To obtain a meaningful result from an experiment it is essential to un- 

derstand the theory we are comparing it against in detail. Foremost we have 

to know the cross section of the fundamental process e+e- + ff. Below I 

calculate the cross section for the decay into a muon pair and then generalize 

it for any fermion pair. 

Two fundamental processes contribute, as described in chapter 1.2: 

da 

25 cm 
= -!-pf IM, + M,12 

64~~~ pi 

The electromagnetic part of the cross section M, is 

(A4 

(A4 
=- qP(k’)r”r(k)e(P’)r”e(P). 

p and e in this expression are dirac spinors describing the wavefunction of the 

interacting particles. 

e,p= JECm(Ax)i X= (37 (y) 

Squaring (A.2) we can write the result in a part that only depends on the 

electron wavefunction and one that only depends on the muon wavefunction: 

W) 
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f,P 

e-,k 

Fig A.1 Initial and final spin states. 

where 

LY = f c [@(P’)7WP)l [f8Pf)7p4P)] * 
spin 

e+, k’ 

= iTr(#yPjy“) + im2Tr(yP7”). 

We wrote the sum over all spin states in form of a trace. Applying the trace 

rules 

L”” = c 2(p”k” + pfup” - (p’ . p _ ,,.&w). (A-5) 

A similar expression can be derived for the muon, so 

1% I2 =s [(k’ -p’)(k .p) + (k’ -p)(k -p’) + M2(k’ - k)] 

M2 
~cos9)2+(1+~cos6)2+- 

(A4 

P I P2 ’ 

where M is the mass of the muon and neglecting terms proportional to the 
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electron mass. From Figure A.1 it is easy to see that (k’ . k) = (p’ . p) = -p2, 

(k’mp) = (k-p’) = p2 cos2 9 and (k’ . p’) = (k . p) = p2 sin2 9. Again, neglecting 

the mass of the electron pf/pi = dm s, so the electromagnetic part of 

the cross section is 

da em 
dR 

=&/F(l+cos2B+qsin28). (A.7) 

The weak part of the cross section gets somewhat more complicated: 

[Pr”(cf4 - cf4Y5)P] 
gva - ~vJcu/M: 

k2 _ Mj [‘7%6 - c:-y5)e] . 

(A-8) 

Substituting 

c, E c,. - CA, CL E c,. + c, 

we can write 

c,. - c,75 = &(1+ r5) + ;cL(1 - r5) (A.lO) 

(A-9) 

The l/2( l i7’) are projection operators, so, M, can be expressed explicitly in 

terms of right- and left-handed spinors. Ignoring the electron mass, the Dirac 

equation for the incoming positron reads l/2kaE7b = 0 and the numerator of 

the propagator simplifies to guu and the weak part of the invariant amplitude 

becomes 

[c3PRrVPR) + c3PL7XJ] [c~t%rve,) + c~(%7veL)] 
W 

(A-11) 

MY in (A.2) can be put into a similar form 

(A.12) 
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so the sum of the two amplitudes takes the form 

M,+M,= 

(A.13) 

where 

1 
I= 

S a= 
4 ~0~2 8, sin2 ew ’ a - Mz + iI’,M, 

(A.14) 

When squaring (A.13) we get 16 terms that look very similar to (A.6). But 

since left-handed e- and p- don’t couple to left-handed e’ and p+, and the 

same for the right-handed particles, most terms vanish: 

e,+y”e, =ie+( 1 + r5)7”( 1 + y’)e- 

=ae+-f (1 - r5)( 1 + r5)e- 

=o 

(A.15) 

where we used 7”y5 = -r57’ and (75)2 = 0. The nonvanishing terms take 

the form 

and similar expressions result for the two other terms with the right-handed 

electron and the left-handed positron. To obtain the total cross section we 

have to sum over the initial states and average over the final states. In an 
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unpolarized beam we find an equal number of left- and right-handed parti- 

cles. But for a polarized beam we have to weight the terms differently. For 

P-(PS) = 1, the polarization of the electrons, all the electrons (positrons) 

in the beam are left-handed and for P = 0 half are left-handed and half are 

right-handed. Substituting the four helicity configurations by A, B, C and D 

the total cross section becomes 

$=;[(l+P-)(1-P+)(A+B)+(l-P-)(l+P+)(C+D)] (A17) 

=[I-P+P-](A+B+C+D)-[P+-P-](A+&C-D) ’ 

which results in the expression 

- P’P-) [A()(1 + cos’19) + A,? sin2 9 + A2 costi] 

-(P’- P-) [Al(1+cos2d)+AdFsin2J+Agcosd] 

(A.18) 

where 

Ao =d$ + 2qqvevfRe([) + (vz + a~)(~~ + U; - Fuf) 1t12 

A2 =2q,qfwfRe(<) t 4vcaevpf I<\' 
4w 

f )w, I< I2 A3 =2q,qfvf+Re(t) + 2(v; t u! - -u 
8 

A4 =2q,qfvp,Re(t) + ~V&A It I2 

A5 =4qeqppeRe(t) + 4vpf ItI2 

(A.19) 

For P+ and P- = 0 this reduces to the expression A.20. For nonxero polar- 

ization, but neglecting all terms proportional to $ we get the formula 1.2 in 

chapter 1.2. 
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-@- = NC$/l-y X {QzQ; [l-/-cos2t9+Tsin2t9]} 
dcos29 

X {2Q.piRe<o [vevf(l-tcos2d+~sin’d) -I-2ueuf/T$cosd]} 

X {[toj2 [(vi+u:) [(v~+(l-~~u~)(l+cos2d~+v~~sin’l] 

+ 8v....,.,~z-$cos,l) 

(A.20) 
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