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## PREFACE

The beam-beam interaction has been and continues to be a performance limiting effect in colliding beam systems. Electron-positron collisions are typically more than a factor of five lower in luminosity than expectations from beam design and with present understanding, extrapolations to future systems are not satisfactory. Prediction and optimized design are even more uncertain for proton-proton and proton-antiproton future systems with the ISR at CERN being the sole precedent. The very health of the high energy physics program in the next decades depends to a significant extent on our ability to unravel the mechanisms of this phenomenon and to control them.

To this end, a symposium was held in March 1979 on nonlinear dynamics, concentrating on the beam-beam interaction. The symposium took place at Brookhaven National Laboratory and the proceedings were issued as part of the conference proceedings of the American Institute of Physics (Number 57). It was felt at that time that the 1979 symposium would be the first of a set of meetings which would be needed. This view has not changed and a second symposium is being considered for sometime late in 1980 or in 1981.

However, since last year, there have been a variety of studies, including a plasma model of $\mathrm{e}^{+} \mathrm{e}^{-}$collisions, models emphasizing the effects of "noise" and a model involving a diffusion-damping equilibrium. Various nonlinear analyses of the beam-beam systems have also been performed. And finally an entirely new form of beam-beam configuration has been proposed and studied - the very strong single pass collider.

In view of this extensive and broad effort, there was organized an informal seminar to bring many of these ideas into an open forum. This seminar was held at SLAC on May 22 and 23, 1980. Contributors, totaling seventeen, came from universities and national laboratories across the United States. These proceedings represent a record of the seminar. The written versions of the papers presented were submitted by the authors and are included here without editing. It is hoped that this compilation will be of value to both beginning and established physicists in this very interesting field of accelerator research.
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# A SIMULATION STUDY OF THE <br> BEAM-BEAM INTERACTION AT <br> SPEAR 

Jeffrey Tennyson<br>Dept. of Electrical Engineering and Computer Sciences<br>University of California Berkeley CA 94720

ABSTRACT

A two dimensional simulation study of the beam-beam interaction at SPEAR indicates that quantum fluctuations affecting the horizontal betatron oscillation play a critical role in the vertical beam blowup.

## I. INTRODUCTION

The luminosity at SPEAR and other electron-positron colliding beam machines is limited by an instability in the betatron oscillation which causes beam expansion and particle loss when the beam densities exceed a certain critical level. This instability is excited via some presently unexplained mechanism by the beam-beam interaction, i.e., the electromagnetic force felt by a particle as it passes through a bunch of the opposing beam. The interaction results in an almost instantaneous
change in the transverse velocity of the particle (see Fig. 1), and a corresponding displacement in the transverse phase space (see Fig. 2). This displacement is quite large in comparison to that produced by the accumulated quantum fluctuations over the period between intersections. A single beam-beam kick at typical operating densities (tune shift $\xi=.02$ ) produces a displacement that is approximately twenty times as large as the corresponding fluctuation displacement at 2 GeV . If these kicks were uncorrelated, they would result in a diffusion that would produce beam blowup at tune shifts as low as $\xi=.001$. The fact that blowup does not occur at such low densities is explained by nonlinear stability theory which predicts a very high degree of correlation at tune shifts up to about $\xi=.16$ (for a one dimensional model see ref. [1]). In fact, it is far more difficult in this case to explain the small amount of correlation breakdown at the beam-beam limit than it is to explain the correlations themselves.

In seeking to identify the source of the correlation breakdown, it is helpful to note that the potential mechanisms can be divided into two general categories.

In the first category are those mechanisms which involve "intrinsic" stochasticity. (See ref. [2] for details.) The beam-beam interaction provides a nonlinear coupling between the otherwise fairly independent betatron oscillations and the longitudinal motion. If it is strong enough, this coupling can destroy the individual energy invariants of the non-radiating oscillators. Energy is then exchanged between them in a deterministic, but statistically "random" way. The leakage of longitudinal energy into the transverse motion may then result in beam blowup
or particle loss. A specific example of this type of breakdown, the overlap of synchro-betatron resonances, has been studies in detail by Izrailev (ref. [1]) who has shown that under the proper conditions, synchrotron modulation of the beam-beam force can cause significant decorrelation at tune shifts as low as $\xi=.04$.

The second general source of correlation breakdown is externally generated noise. A truly random noise, due for example to quantum fluctuations, can conceivably decorrelate the beam-beam force via phase mixing and amplitude diffusion. Although these processes are not completely understood at the present time, preliminary results from the simulation study described below indicate that quantum fluctuations can also produce beam blowup at $\xi=.04$.

Although this study in no way invalidates the conclusions of Izrailev concerning the role of resonance overlap in the beam-beam limit, it does present an alternative explanation based on noise generated decorrelations. If it does, in fact, turn out that quantum fluctuations play a major role in the beam-beam limit at SPEAR, past attempts to extrapolate beam-beam effects from electron colliders to proton colliders will have to be seriously reconsidered. Section ll of this report describes the simulation model in detail. Section lll summarizes the preiminary results and Section IV offers some tentative conclusions.
II. the simulation

The computer simulation uses a simple two dimensional weakstrong beam model. A set of difference equations transports the particles of the weak beam through and between encounters with bunches of the strong
beam. The effects represented in both the vertical and horizontal motions are. (1) linear rotation between intersections (2) radiation damping (3) quantum fiuctuations and (4) the beam-beam interaction. The individual difference equations are shown in detail below and the Fortran coded main loop is reproduced in Fig. 3 .

Linear Rotation.

$$
\begin{align*}
& x_{1}=x_{0} \cos \left(\omega_{x}\right)+\dot{x}_{0} \sin \left(\omega_{x}\right)  \tag{1}\\
& \dot{x}_{1}=-x_{0} \sin \left(\omega_{x}\right)+\dot{x}_{0} \cos \left(\omega_{x}\right)  \tag{2}\\
& y_{1}=y_{0} \cos \left(\omega_{y}\right)+\dot{y}_{0} \sin \left(\omega_{y}\right)  \tag{3}\\
& \dot{y}_{1}=-y_{0} \sin \left(\omega_{y}\right)+\dot{y}_{0} \cos \left(\omega_{y}\right) \tag{4}
\end{align*}
$$

Radiation Damping.

$$
\begin{align*}
& \dot{x}_{2}=\dot{x}_{1}-\dot{x}_{1} C D_{x}  \tag{5}\\
& \dot{y}_{2}=\dot{y}_{1}-\dot{y}_{1} C D_{y} \tag{6}
\end{align*}
$$

Quantum Fluctuations.

$$
\begin{align*}
& x_{3}=x_{1}+k \sqrt{D_{x}} \cos \left(2 \pi R_{x}\right)  \tag{7}\\
& \dot{x}_{3}=\dot{x}_{2}+k \sqrt{D_{x}} \sin \left(2 \pi R_{x}\right)  \tag{8}\\
& y_{3}=y_{1}+k \sqrt{D_{y}} \cos \left(2 \pi R_{y}\right)  \tag{9}\\
& \dot{y}_{3}=\dot{y}_{2}+k \sqrt{D_{y}} \sin \left(2 \pi R_{y}\right) \tag{10}
\end{align*}
$$

$$
\begin{align*}
& \dot{x}_{4}=\dot{x}_{3}-\xi_{x} 4 \pi x_{3} \frac{1}{\left(1+x_{3}^{2} / 5.11\right)^{2}}  \tag{11}\\
& \dot{y}_{4}=\dot{y}_{3}-\xi_{y} 4 \pi y_{3}\left[\exp \left(-x_{3}^{2} / 2\right)\right] \frac{1}{\left(1+y_{3}^{2} / 2\right)^{\frac{1}{2}}} \tag{12}
\end{align*}
$$

where

$$
\omega_{x}, \omega_{y} \quad \text { horizontal and vertical betatron frequencies. }
$$

C twice the inverse of the damping time.

K the average integrated phase displacement due to quantum fluctuations between intersections.
$R_{x}, R_{y} \quad \begin{aligned} & \text { two random numbers between } 0 \text { and } \\ & \text { each iteration of the mapping. }\end{aligned}$
$D_{x}, D_{y}$ artificial diffusion attenuation: allows for a variation of the damping time and fluctuation level of each oscillator in such a way that the nonintersecting beam size remains constant.
$\xi_{x}, \xi_{y} \quad$ the linear tune shifts.

The variables $x, \dot{x}, y, \dot{y}$ are dimensionless; $x$ and $y$ are normalized to the RMS widths of the strong beam $\sigma_{x}$ and $\sigma_{y}$, while $\dot{x}$ and $\dot{y}$ are normalized to $\sigma_{x} / \beta_{x}^{*}$ and $\sigma_{y} / \beta_{y}^{*}\left(\beta_{x}^{*}\right.$ and $\beta_{y}^{*}$ are the beta functions at the interaction points). The factors $C$ and $K$ are related by the requirement that the nonintersecting weak beam size be $y_{r m s}=x_{r m s}=1$. Thus,

$$
\begin{equation*}
K=\sqrt{2 C} . \tag{13}
\end{equation*}
$$

The above mapping is extremely general. It is applicable to any electronpositron storage ringwith flat beams. The only constant specific to a particular machine is the proportionality constant between $C$ and $E^{3}$

$$
\begin{equation*}
C=\frac{8.85 \times 10^{-5}}{R N} \mathrm{E}^{3} \tag{14}
\end{equation*}
$$

where $R$ is the effective radiation radius of the machine in meters, $N$ is the number of bunches and $E$ is the energy in GeV .

In Eq. (12) the vertical beam-beam interaction is modulated by the horizontal motion, but the corresponding dependence in the horizontal interaction has been omitted. The basis for this approximation is intuitively apparent from Fig. 1. The large aspect ratio of the beam, 30/1, accentuates the $x$ dependence in the vertical kick and suppresses the $y$ dependence in the horizontal kick. Since the horizontal energy and energy fluctuations are both about 100 times as large as their vertical counterparts, a small exchange of energy between the vertical and horizontal motion will effect the former far more than the latter. Although the coupling between the $x$ and $y$ motion does not conserve energy, the nonradiative mapping is measure preserving. This is very important because the kicks from the beam-beam interaction would otherwise result in a false dissipation or accretion of energy. From this point of view, the coupling of vertical motion to the horizontal appears as a simple time dependence. Strictly speaking, therefore, the above equations represent two ane dimensional systems with time dependence, the time dependence of vertical motion being derived in part from the horizontal motion.

The two denominators in Eqs. (11) and (12) provide the nonlinearity and depend on the shape of the strong beam. They were chosen to approximate the on-axis electric fields of a simple model beam. For the horizontal force, the model beam was defined by the charge distribution

$$
\begin{aligned}
\rho(x, y) & =\rho_{o} e^{-x^{2} / 2} & & |y| \leq .03 \\
& =0 & & |y|>.03
\end{aligned}
$$

The potential along the x-axis was calculated numerically and fitted with a Lorentzian. The resulting forces are compared in Fig. 4a. The Lorentzian gives a force that is approximately $50 \%$ less than the "true" force at $x=5 \sigma_{x}$. But since the horizontal beam rarely shows a blowup greater than $2 \sigma_{x}$, this inaccuracy is thought to be acceptable.

For the vertical force, the charge distribution was given by a slab model,

$$
\rho(y)=\rho_{0} e^{-y^{2} / 2}
$$

The potential was numerically calculated for this distribution and fitted with a hyperbola. The corresponding forces are compared in Fig. $4 b$. Since the ratio of horizontal width to vertical width is large, $\sim 30$ in SPEAR and PETRA, this approximation is thought to be good for $y<10 \sigma_{y}$. The use of a simple Gaussian in Eq. (12) to represent the $x$ dependence is thought to be the least satisfactory element in this approximation. Generally speaking, the model underestimates the beam-beam force at large $x$ and overestimates at large $y$.

Whether a highly accurate expression for the beam-beam force is really necessary in this simulation will not be known until the beambeam effect itself is understood. The approximations made above have been designed to streamline the mapping as much as possible, and at the same time to include all of the major ingredients usually associated with correlation breakdown.

## III. SIMULATION RESULTS

The weak beam is composed of 64 particles whose initial conditions represent a normalized height and width equal to one. Each particle is run through the mapping $n$ times, where $n$ is equivalent to three damping times. After each of ten equally spaced intervals, the rms dimensions of the beam are calculated and recorded. The last three values are expected to represent the steady state beam size and are averaged to give the final dimensions for that run. The results of a preliminary study of this mapping are described here in five parts.

## A. Nonlinearity

The effective tunes $v_{x}$ and $v_{y}$ are plotted against amplitude in Fig. 5. In Fig. 5a, the horizontal tune $\nu_{x}$ decreases as the horizontal amplitude $A_{x}$ increases ( $\nu_{x}$ is independent of the vertical amplitude $A_{y}$ ). The vertical tune $v_{y}$, which is dependent on both $A_{x}$ and $A_{y}$, is shown in Fig. 5b as a function of $A_{y}$ when $A_{x}=0$. Each curve represents a different linear tune shift $\xi_{y}$. In Fig. $5 c \nu_{y}$ is again plotted against $A_{y}$, but this time $\xi_{y}$ is fixed at $\xi_{y}=.06$ and the different curves represent different values of $A_{x}$. These plots were made empirically by analyzing surface of section plots of the conservative $x$ and $y$ motions.

## B. Tune Diagram

Using Fig. 5, it is possible to estimate the distribution of weak beam particles in frequency space. This distribution is shown in Fig. 6 for $\xi_{y}=.04, \xi_{x}=.02 Q_{y}=5.18$ and $Q_{x}=5.24 \quad Q_{y}$ and $Q_{x}$ are the number of betatron oscillations in one revolution for the non-intersecting beams). Because of the large aspect ratio, most of the particles in the beam are confined to a fairly narrow band in $\nu_{x}$. The background lines indicate the locations of the most important parametric and coupling resonances in this frequency locale.
C. Beam Size Dependence on Energy and the Tune Shift

In Fig. 7, the beam height is plotted against tune shift $\left(\xi=\xi_{x}=\xi_{y}\right)$ for six different energies. (Energy enters the mapping via Eqs. (13) and (14).) At large energies, $E \sim 4 \mathrm{GeV}$, blowup begins at about $\xi=.06$ and increases graudally with $\xi$. As the energy drops, blowup occurs earlier, and rises more rapidly with $\xi$. Because the damping time is proportional to $E^{-3}$, energies below 1 GeV have not been run due to the large amount of computer time required. The 1.1 GeV curve shown here required $3.20 \times 10^{8}$ iterations of the mapping described in Sec. II.

Since these beam heights are normalized to the strong beam, the actual beam heights differ from these by a factor specific to each energy curve. It' should also be pointed out that the rms values shown take into account all particles including a few which are at very large amplitudes. These particular particles seem to form a non-Gaussian "tail" which extends far beyond the main body of the beam. Their inclusion into the rms value tends to inflate the beam and lower the reproducibility of
each run. In most of the plots shown here, each run was computed at least twice and the results were averaged.

The beam widths have not been plotted because none of these runs have demonstrated significant horizontal blowup.
D. Beam Size Dependence on Radiation Effects

When the vertical fluctuations (Eqs. (9) and (10)) are removed from the mapping, the behavior exhibited in Fig. 7 remains essentially unchanged.

On the other hand, when the horizontal fluctuations are removed instead ( $D_{x}=0$ ), the blowup completely disappears. This surprising result is shown in Fig. 8. The vertical tune shift $\xi_{y}$ is held fixed at $\xi_{y}=.06$ with the energy at 2.2 GeV . The four curves represent four different horizontal tune shifts $\xi_{x}=0, .04, .06, .08$. The factor $D_{x}$, which is an attenuation factor for the horizontal diffusion due to quantum fluctuations, is varied from zero to one. $D_{x}=1$ corresponds to the diffusion rate in the actual machine, while $D_{x}=0$ eliminates all radiation effects in $x$ (both fluctuations and damping). The variation of $D_{x}$ does not effect the nonintersecting $\left(\xi_{x}=0\right)$ beam size, only the rate of which a particle diffuses from one amplitude to another.

All blowup effects disappear if either $D_{x}$ or $\xi_{x}$ are equal to zero. For a fixed non-zero value of $\xi_{x}$, take for example $\xi_{x}=.06$, there is almost no blowup below $D_{x}=.2$. Between $D_{x}=.2$ and $D_{x}=.4, \sigma_{y}$ increases steadily and at values of $D_{x}$ higher than $.4, \sigma_{y}$ remains approximately constant. It appears as if the mechanism for beam blowup has a threshold at $D_{x}=.2$ and saturates at $D_{x}=.4$. Moreover, this seems to be true for each of the different $\xi_{x}$ values.

How these results depend on $\nu_{x}, \nu_{y}, E$, and $\xi_{y}$ is not known at this time.

The dependence of $\sigma_{y}$ on $\xi_{x}$ for $D_{x}>.4$ cannot be described as easily as the dependence on $D_{x}$. There are fewer data points and the $\xi_{x}=.06$ curve seems out of place with unusually large fluctuations. These fluctuations indicate that the $\sigma_{y}$ values associated with this curve are probably inflated by a few particles at very large amplitudes. It is possible that the same type of threshold and saturation phenomena seen for the $D_{x}$ dependence exist as well in the $\xi_{x}$ dependence. A detailed study of the $\xi_{x}$ dependence is hindered somewhat by the fact that changes in $\xi_{x}$ effect the frequency space distribution of the beam (Fig. 6). Although partial compensation can be achieved by varying $Q_{x}$ to keep the zero amplitude tune fixed (as was done in Fig. 8), it may be impossible with this model to separate effects associated with the horizontal nonlinearity from those associated with horizontal nonlinear resonances.

The results shown in Fig. 8 are not understood at present. That small fluctuations in the horizontal motion can have a substantially greater effect on the vertical stability than much larger fluctuations in the vertical motion itself, is difficult to understand. Simple phase mixing arguments have so far proved inadequate.

## E. Stochasticity Border

In the absence of radiation effects $(E=0)$ the beam blowup is determined by the resonance overlap condition (ref. [2]). Since this model does not include synchrotron effects, resonance overlap occurs at fairly high tune shifts. The rms beam size for the non-radiative mapping is shown in Fig. 9 as a function of tune shift. The horizontal motion goes
unstable at $\xi_{x}>.2$. The vertical motion, with a stable but substantial horizontal tune shift $\xi_{x}=.2$, does not become unstable until $\xi_{y}=.3$. Both values are almost an order of magnitude above those exhibiting beam blowup in the radiative case. It is therefore quite unlikely that resonance overlap plays a significant role in the blowup phenomena seen in this simulation.
IV. CONCLUSION

A two dimensional simulation that includes both the horizontal oscillation and radiation effects (but not synchrotron modulation), is capable of reproducing many of the experimentally observed characteristics of the beam-beam interaction. The simulation shows a vertical blowup which occurs somewhere between $\xi=.02$ and $\xi=.06$, where $\xi=\xi_{x}=\xi_{y}$. The blowup depends on energy, appearing sooner and growing faster with $\xi$ when the energy is low. The expanded beam usually shows a substantial tail consisting of only a few particles extending well beyond the main body of the beam.

The effect does not depend on fluctuations in the vertical oscillation but disappears if either the horizontal fluctuations or the horizontal tune shift go to zero. Apparently the horizontal fluctuations and tune shift can "turn on" the blowup if they both exceed certain threshold values, but the mechanism seems to saturate immediately and above-threshold fluctuation levels have little influence on beam size. Finally, resonance overlap occurs for this model at $\xi=.2$ to .3 . It is thought to play a negligible role in the blowup phenomena observed here.
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FIG. 1 BEAM-BEAM INTERACTION
In the weak-strong beam approximation, the strong beam is treated as a continuous charge-current distribution, while the weak beam is represented by descrete non-interacting particles. For flat $e^{+}-e^{-}$ beams, the vertical beam-beam force depends on the horizontal position of the individual particles and tends to compress the weak beam.


FIG. 2 PHASE SPACE ORBITS
The circular phase space orbits characterizing linear motion are distorted by the beam-beam interaction. The kicks, which always advance the phase, turn the circular sections of the invariant tori into ellipses which rotate at the betatron frequency.

## FIG. 3 PARTIAL PROGRAM LISTING

FR1 and FR2 are the unperturbed tunes (usually 5.18 and 5.24), TS1 and TS2 are the linear tune shifts (ususally between . 01 and .1), $E O$ is the energy in GeV , nb the number of bunches, and ranf () a random number between zero and one.
c main loop starts here
$n n=n<10$
do $400 \mathrm{ic}=1.10$ do $355 \mathrm{jc}=1, \mathrm{nn}$ i=(ic-1) *nn+jc do $350 \mathrm{j}=1,64$
c this loop is vectorized
c radial mapping

$$
\operatorname{hld}(j)=p(j, 2)
$$

$p(j, 2)=p(j, 2) * c s r+u(j, 2) * s n r$
$u(j, 2)=-h 1 d(j) * s n r+u(j, 2) * \operatorname{csr}$
hld(j)=ranf ()*twopi
$p(j, 2)=p(j, 2)+a k 2 * \cos (h 1 d(j))$
$u(j, 2)=v(j, 2)+a k 2 * \sin (h 1 d(j))$
*-v(j.2) *c2
c rudial beam-beam intersection

- $v(j, 2)=v(j, 2)-b s 2 * p(j, 2) /$
*(1.+(p(j,2)/2.26)**2)**2
c vertical mapping
$n 1 a(j)=p(j, 1)$ $p(j, 1)=p(j, 1)$ *csv+v( $j, 1)$ *snv $w(j, 1)=-h i d(j) * \operatorname{snv}+v(j, 1) * \operatorname{cs} v$
hld(j) $=\operatorname{ranf}_{\text {( }}$ ) *t wopi $p(j, 1)=p(j, 1)+a k i * \cos (h l d(j))$
$u(j, 1)-v(j, 1)+a k i * \sin (h l a(j))$ $*-v(j, 1) * c 1$
c vertical beam-hoam interaction
$u(\mathrm{j}, 1)=u(\mathrm{j}, 1)-\mathrm{bs} 1$ *p(j,1)*
$\operatorname{moxp}^{(-(p(j, 2) * * 2) / 2,) /}$
*sqri(1.+.5*p(j, 1)**2)
350 continue
355 continue



FIG. 4b VERTICAL BEAM-BEAM FORCE
a) numerical result
b) model result

fig. 5a hORIZONTAL tune vs. hORIZONTAL AMPLITUDE


FIG. 5b VERTICAL TUNE VS. VERTICAL AMPLITUDE


FIG. 5c VERTICAL TUNE VS. VERTICAL AMPLITUDE


FIG. 6 TUNE DIAGRAM
The amplitude contours (dashed lines) for the weak beam are shown in frequency space. The non-intersecting tunes are $Q_{x}=5.24$ and $Q_{y}=5.18$, and the tune shifts are $\xi_{x}=\xi_{y}=.06$. This plot represents the simulation model and not necessarily the real beam.

fig. 7 beam height dependence on energy and tune shift

$$
\sigma_{y \mathrm{rms}}\left\{\begin{array}{l}
E=2.2 \mathrm{GeV} \\
\xi_{y}=.06 \\
Q_{y}=5.18 \\
D_{y}=1 .
\end{array}\right.
$$

a) $\xi_{x}=0 \quad Q_{x}=5.36$
b) $\xi_{x}=.04 \quad Q_{x}=5.28$
c) $\xi_{x}=.06 \quad Q_{x}=5.24$
d) $\xi_{x}=.08 Q_{x}=5.20$


FIG. 8 BEAM HEIGHT DEPENDENCE ON HORIZONTAL FLUCTUATIONS AND TUNE SHIFT.


# The beam-beam luminosity limitation in electron-positron colliding rings 

Stephen Peggs and Richard Talman

Newman Laboratory of Nuclear Studies, Cornell University, Ithaca, New York 14853

To account for observed luminosity limitations in electronpositron colliding rings we identify the leading effects, solve the non-linear single particle equation exactly, obtain the strong beam-strong beam equilibrium by numerical simulation, calculate the luminosity, and identify regions of bad beam lifetime.

PACS numbers: 29.20.Dh, 02.60.+y

The luminosity $L$ of $e^{+}-e^{-}$colliding rings has been disappointingly low. For sufficiently large beam current $I$, the luminosity fails to increase proportional to $I^{2}$, as it would if the beam shapes remained constant. Also, beyond a current $I_{\text {max }}$, the beam lifetimes become unacceptably short. These effects are due to the "beam-beam" interaction; that is, the electrostatic and magnetostatic forces on the particles in one
beam as they pass through the other. In this paper we identify the features of the motion leading to the observed behavior and we describe the solution of the equations governing the situation. The results conform with observations. We also give machine parameters expected to yield good and bad luminosity.

This beam-beam interaction has attracted rather broad interest. A reason for this is that it suggests the possibility of experimental investigation of the onset of stochastic behavior in classical mechanics. Questions first raised in celestial mechanics ${ }^{2}$ can, it is hoped, be studied in accelerators. But the presence of strong fluctuations and damping in electron rings (the only case considered here) reduces the characteristic number of revolutions to, say, $10^{4}$ instead of, say, $10^{10}$ relevant for protons. As a result, recent rigorous mathematical studies of stability ${ }^{3}$ do not enter our discussion.

Our theoretical investigations have proceeded at three levels:
a) Analytic solution of the single particle equation of motion.
b) Tracking single particles in phase space.
c) Numerical simulation of the entire strong beam-strong beam situation,
including self-consistent relaxation to equilibrium in both transverse directions.

At level (a) it is possible to identify the important resonances controlling the situation and to estimate beam currents at which they become important. For more quantitative comparison with observation it is necessary to proceed to level (c). Simulations are capable of producing a wealth of detailed prediction, but to provide confidence in these results it is almost obligatory to develop parallel intuitive understanding at levels (a) and (b).

The single particle equation of motion of a particle in the presence of the other beam is a non-linear equation potentially exhibiting arbitrarily many resonances. We give an exact analytical solution of this equation accounting for all resonances. (It is hoped that this method can usefully be applied to other non-linear oscillatory systems.) $y_{m}$, the vertical "betatron" coordinate on the $\mathrm{m}^{\prime}$ th passage satisfies ${ }^{4}$

$$
\begin{equation*}
y_{m+1}-2 y_{m} \cos \omega_{y 0}+y_{m-1}=f\left(x_{m}, y_{m}\right) \tag{1}
\end{equation*}
$$

At level (a) we assume the horizontal coordinate $x_{m}$ is given inexorably by

$$
\begin{equation*}
x_{m}=a_{x} \cos \left(m \omega_{x 0}+\phi\right) \tag{2}
\end{equation*}
$$

$\omega_{y 0} / 2 \pi$ is called the vertical tune $\nu_{y 0}$ and similarly for $x$. $f\left(x_{m}, y_{m}\right)$ gives the vertical angular deflection on the $\mathrm{m}^{\prime}$ th crossing. Equation (1) is equivalent to a more familiar first order difference equation, or mapping, relating 2 phase space coordinates on successive turns. For Gaussian beam profiles, $x$ and $y$ are measured in units of $\sigma_{x}$ and $\sigma_{y}$, the respective standard deviations. Throughout we assume $\sigma_{y} \ll \sigma_{x}$ as the beams are usually ribbonshaped in actual machines. $f$ is given approximately by ${ }^{5}$

$$
\begin{equation*}
f\left(x_{m}, y_{m}\right)=-4 \pi \xi_{V} \sin \omega_{y 0} \frac{y_{m}}{1+1 \cdot 6 y_{m}^{2}} e^{-\frac{x_{m}^{2}}{2}} \tag{3}
\end{equation*}
$$

Here $\xi_{V}$ is the customary vertical "linear tune shift" parameter specifying the strength of the beam-beam interaction. For small values of $y_{m}$, a leading term in (3) proportional to $y_{m}$ can be grouped with the second term in (1) leading to a tune shift $\xi_{V}$. For sufficiently large values of $\xi_{y}$ no real tune exists, corresponding to exponential growth that would occur except for non-linearity of $f$ (such as a term proportional to $y_{m}^{3}$ which causes the tune to depend on amplitude). But controlled vertical beam growth normally
occurs at much lower values of $\xi_{V}$,
Parametric amplification of vertical oscillations can occur through terms in (3) such as $y_{m} a_{x}^{2} \cos ^{2}\left(m \omega_{x 0}\right)$, due to horizontal betatron (or synchrotron) oscillations. That is, the vertical oscillations are parametrically pumped by horizontal oscillations in much the way a garden swing can be pumped by the systematic shortening and lengthening of the pendulum length, and hence the natural frequency. ${ }^{6}$ We claim that this term and other similar terms are responsible for the increase in vertical beam size seen at $\mathrm{e}^{+} \mathrm{e}^{-}$storage rings in operation.

We now describe an iterative procedure for solving (1). Assume a double Fourier series expansion

$$
\begin{equation*}
y_{m}=a_{y} \cos \left(m \omega_{y}\right)+\sum_{r, s=1}^{\infty} a_{r s} \sin \left(r m \omega_{y}\right)_{\cos }^{\sin }\left(s m()_{x 0}\right)+\ldots \tag{4}
\end{equation*}
$$

where the sum is extended over all combinations of $\sin$ and cos. The analysis truncates this series to a finite number of terms. It is not obvious that such an expansion should exist. Damping would usually, but not always, rule it out as it remains finite at large m. Empirically, for relevant values of $\xi_{V}$, we have always succeeded in finding such an expansion. The difference of $\omega_{y}$ from $\omega_{y 0}$ is due to the perturbation.

When (4) is substituted into (3) a similar expansion can be made since $f$ is periodic in $m \omega_{y}$ and $m \omega_{x O^{\prime}}$. The coefficients can be found by finite (fast) Fourier transform (FFT). The eigenfunctions of the linear difference operator on the left side of (1) are linear sinusoids. Expanding the Fourier transforms of $y_{m}$ and $f$ into sums of linear sinusoids (all possible sum and difference frequencies appear) enables the iterative production of new $a_{r s}$ 's from old. A
stability threshold $\xi_{\text {max }}$ is reasonably well defined as that value at which the number of harmonics necessary for convergence proliferates. Allowing more harmonics, say 32 instead of 16 , or more iterations usually makes little difference to the threshold. Normally one or two harmonics are especially large owing to the "resonance denominators" appearing in the iterative scheme.

For values of $\xi_{v}$ roughly equal to $\xi_{\max }$ and higher, phase space plots of the motion become very contorted and orbits of sufficient amplitude no longer spiral into the origin when damping is turned on. They damp instead to stable limit cycles reminiscent of those of Ref. 6 .

Quantitative comparison with observations at the Cornell facility CESR and other storage rings is possible when other features are incorporated into the model. We have developed a strong-strong numerical simulation in which many particles ( $\geqslant 100$ ) in each of the two beams are tracked for many turns $(\underset{>3000}{ })$ in 6 -dimensional phase space around a storage ring with two crossing points. The forms of the horizontal and vertical force fields are obtained in the flat beam profile limit, consistent with parametric driving of vertical oscillations by horizontal displacements and not vice versa. Energy oscillations are included since in CESR there is energy dispersion ( $n^{*} \neq 0$ ) at present. The effects which determine the single beam size, namely horizontal quantum excitation, vertical coupling and radiation damping, are included with a betatron damping lifetime $T$ of, typically, 1000 turns.

Self-consistent equilibrium distributions of each bunch and its associated force fields are allowed to develop for $\approx 3 T$. For a period of 0.3 T one bunch is held rigid while the other relaxes. The development is recorded in, typically, 300 (turns) $\times 100$ (particles) $\times 2$ (crossing points) instances. From this history smooth distributions of the horizontal and vertical fields
of the relaxed bunch are calculated. Then the roles of rigid and relaxing bunches are reversed. It is possible for a particle to be "lost" if it strikes a mask (typically set at $\pm 10 \sigma_{x}$ and $\pm 10 \sigma_{y}$ ), and the lifetime is declared bad if it is less than (typically) 10 seconds. Otherwise the luminosity is calculated from the equilibrium bunch distributions which are usually identical, within statistics, at small $\xi_{V}$ values but which may be quite different at high values, consistent with observations in existing storage rings. ${ }^{7}$

With the calculations which have been described we have surveyed the tune plane and typical results are shown in Fig. 1. For $\xi_{V}=0.08$, contours of constant relative luminosity are shown. As used here, $\xi_{V}$ is the "unrenormalized" tune shift parameter which would be observed if the beams maintained their single beam profiles. The measured or "renormalized" tune shift parameter would be less by perhaps a factor of two owing to the increase in beam height. In Fig. 1 some special assumptions have been made for easy comparison with the parametric oscillator model: $\eta^{*}=0$, and $\xi_{H}$ is temporarily neglected. ${ }^{8}$ The straight lines define the resonances associated with instability thresholds of Eq. (1). It can be seen that the valleys of bad lifetime indicated by shading are strikingly parallel with these lines. They are centered at slightly lower $\nu_{y}$ as would be expected since the linear tune shift moves the tune up. Also the regions of high and low $\xi_{\max }$ correspond to the regions of high and low luminosity respectively. A few of the lines in Fig. 1 are reasonably strong resonances for Eq. (1) which do not conform well with the luminosity contours shown. Valleys of bad lifetime tend to show up along them at higher values of $\xi_{V}$.

In Fig. 2 a comparison between theory and experiment is shown. There is good agreement on the dependence of $L$ on $I$ and approximate agreement on the
value $I_{\max }$ beyond which the lifetime is bad. In this plot the parameters have been adjusted to fit the data in the low I region where $L \propto I^{2}$. This is largety a matter of convenience as the expected simple relation between measured beam profiles and $I$ and $L$ is approximately satisfied at small I. The only other arbitrariness in Fig. 2 relates to the location of $I_{\max }$ for which the lifetime is 10 seconds (much less than is acceptable in practice) with masks at $\pm 10 \sigma$ (much smaller than is achievable in practice). Actual apertures, especially vertical, are not well known. When the vertical mask was raised to $\pm 12 \sigma$ and the lifetime to 100 seconds, $I_{\max }$ was found to be almost unchanged.

Another corroboration of the theory can be obtained, semi-quantitatively, by comparison with experience of the Stanford facility SPEAR at the four lattice points labelled A, B, C and D in Fig. 1. They found ${ }^{7}$ that the maximum Tuminosity increased steadily by a factor of about 5 in proceeding from $A$ to D, but they could not cross the line

$$
v_{x}=2 \nu_{y}
$$

with two beams in spite of the fact that the presence of this line was undetectable with single beams. These observations are quite consistent with Fig. 1.

Finally, it is of interest and, one hopes, of practical importance to find optimal running parameters according to the theory. It is plausible, and tends to be borne out by the simulation, that $\eta^{*}=0$ is optimal. Also from Fig. 1 the region around $\nu_{x 0}=0.4, \nu_{y 0} \stackrel{\sim}{<} 0.1$ appears to be the most promising, but we have not expended enough computer time to prove this. On the other hand, many unambiguously bad regions have been identified and should be avoided in practice.
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## Figure Captions

Fig. 1. Contours of constant relative luminosity for $\xi_{V}=0.08, \xi_{\mathrm{H}}=0.0$, $n^{*}=0$. Bad lifetime regions are indicated by crosses. They also indicate the grid on which calculations were done. Contours are at $0.2,0.4,0.6,0.8,1.0$, and 1.2. Lines identify instability thresholds of Eq. (1). Points labelled A, B, C and D identify lattice points for an investigation described in the text.

Fig. 2. Dependence of luminosity on current. Comparison between experiment and theory at CESR. Limits imposed by bad beam lifetime are shown.
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## 1. INTRODUCTION

Many measurements on the beam-beam limit in SPEAR have been performed over the past eight years since colliding beam operation began. The goal for these measurements was to find the proper parameterization of the beambeam effect. Earlier measurements ${ }^{1,2}$ ) in SPEAR, however, were limited in their validity by two circumstances. First, until 1978 we had no control over the so-called flip-flop phenomenon. ${ }^{3}$ ) We did not even know about this effect because it seemed natural that due to the beam-beam interaction one of the beams - the "weaker" one - got vertically blown up when high current beams were brought into collision. In 1978 we found, however, that we could choose which beam gets blown up or, what is more important, we could manage to make the particle distribution in both beams the same. This can be done by adjusting the relative phase of the two rf systems located symmetrically on either side of the interaction points. As yet we do not understand this effect, but control of the flip-flop effect resulted in an increase in luminosity by a factor 1.5 to 2 (Fig. 1). All measurements in this report were done with both beams equally blown up. The second shortcoming of the earlier measurements was the limited energy variation possible in SPEAR. This led to erroneous energy scalings of the beam-beam incoherent tune shift parameter ${ }^{2}$ ) $\xi$. In 1979 the magnet power supplies were modified such that operation at energies as low as 400 MeV was possible. We have made colliding beam measurements at energies as low as 600 MeV and together with earlier measurements we can now present the scaling of some relevant storage ring parameters from 600 MeV up to almost 4 GeV . All measurements have been done with a natural beam emittance of $\varepsilon_{x}(\operatorname{radm})=5.0 \times 10^{-8} \mathrm{E}^{2}\left(\mathrm{GeV}^{2}\right)$, the wiggler magnets off, and with the following beam dynamic parameters at the interaction point

$$
\begin{array}{ll}
\nu_{x} \simeq 5.28 & \nu_{y}=5.17 \\
\beta_{x}^{*}=120 \mathrm{~cm} & \beta_{y}^{*}=10 \mathrm{~cm} \\
\eta_{x}^{*}=0 &
\end{array}
$$

The damping time for transverse betatron oscillations is given by $\tau_{x, y}(\mathrm{sec})=0.226 / \mathrm{E}^{3}$ $\left(\mathrm{GeV}^{3}\right)$. In all measurements the beam currents were equal to better than $10 \%$ and there is only one bunch per beam in SPEAR.


Fig. 1. Effect of the beam beam flip-flop on the specific luminosity.
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Fig. 2. Typical variation of luminosity with beam current.


Fig. 3. Beam height as a function of colliding beam current.

## 2. OBSERVATIONS ON THE BEAM-BEAM EFFECT

When two beams at not too low an intensity are brought into collision usually one beam is blown up much more than the other one. By adjusting the flip-flop effect we can make both beams equal and achieve maximum luminosity. A typical luminosity curve versus beam current I is shown in Fig. 2. At very low currents there is no beam blowup and the luminosity scales as expected, like $I^{2}$. As the current is increased we reach a threshold above which the vertical beam size increases due to the beam-beam effect. The horizontal beam size is not affected within the errors of observation. In Fig. 3, the increase of the vertical beam emittance is shown as a function of the colliding current. One curve represents the vertical emittance of the core of the beam as calculated from the luminosity. The other curve shows the vertical emittance of the total beam (tails) as determined by lifetime measurements with scrapers. The core emittance increases linear with beam current while the emittance of the tail increases somewhat differently. The limit is reached as soon as the tail emittance reaches the acceptance of the storage ring. We have reduced the acceptance of the


Fig. 4. Maximum tune shift parameter as a function of the ring acceptance. storage ring by scrapers and measured the maximum beam-beam tune shift as a function of the aperture in SPEAR (Fig. 4). It is clear from these measurements that the beam-beam effect generates a vertical blow up which is stopped by some effect - probably damping. The absolute limit on the beam-beam effect, and, therefore, the maximum luminosity, then is reached when the vertical beam size reaches the aperture limit. Later in this note we will have to come back to this point. In Fig. 5, data at or near maximum luminosity as


Fig. 5. Maximum luminosity in SPEAR. linear tune shift parameter $\xi_{y}$ in Fig. 7. This tune shift parameter $\xi_{y}$ was calculated from the luminosity by

$$
\begin{equation*}
\xi_{y}=\left(2 r^{m c^{2}} e\right) \beta_{y}^{*} \frac{\mathscr{L} / I}{E\left(1+\sigma_{y}^{\grave{\prime}} \sigma_{x}^{\star}\right)} \tag{1}
\end{equation*}
$$

achieved in normal runs for high energy physics, as well as in accelerator studies runs, are collected. The maximum luminosity scales like $E^{6.7}$ up to an energy of about 2 GeV . This is in agreement with the $\mathscr{L} \sim E^{7}$ scaling reported from Adone. ${ }^{4}$ ) Note that for lack of time the measurements at 0.8 and 1.0 GeV do not yet represent the maximum achievable luminosities. The associated beam currents are shown in Fig. 6 and the

This equation is derived by combining the definition of the luminosity $\mathscr{R}=\left(4 \pi e^{2} f\right)^{-1} \cdot I^{2} /\left(\sigma_{\mathrm{x}}^{*} \sigma_{\mathrm{y}}^{*}\right)$ and the linear tune shift parameter

$$
\begin{equation*}
\xi_{\mathrm{y}}=\left(\mathrm{r}_{\mathrm{e}} \mathrm{mc}^{2} / 2 \pi \mathrm{ef}\right) I \beta_{\mathrm{y}}^{*} / \mathrm{E} / \sigma_{\mathrm{x}}^{*} \sigma_{\mathrm{y}}^{*} /\left(1+\sigma_{\mathrm{y}}^{*} / \sigma_{\mathrm{x}}^{*}\right) \tag{2}
\end{equation*}
$$

Here $r_{e}=2.84 \times 10^{-15} \mathrm{~m}, \mathrm{mc}^{2}=0.511 \mathrm{MeV}$, e the electron charge, $f$ the revolution frequency and $\sigma_{x}^{*}, \sigma_{y}^{*}$ the beam width and height at the interaction point. The effective beam height $\dot{\sigma}_{y}^{*}$ is calculated from the luminosity assuming the theoretical beam width $\sigma_{y}^{*}$ which is precise enough for the correction factor $\left(1+\sigma_{y}^{*} / \sigma_{x}^{*}\right)$. We find in


Fig. 6 Maximum colliding beam currents in SPEAR.

Fig. 7 the vertical linear beam-beam tune shift parameter to scale like

$$
\xi_{y} \sim E^{2.4}
$$

up to about 2 GeV . Above that energy the tune shift parameter is constant

The limitation seems to be distinctively different for energies below and above 2 GeV . Below 2 GeV , the limit is consistent with the aperture of SPEAR. Above

2 GeV we cannot make a


Fig. 7. Maximum tune shift parameter in SPEAR
similar statement since not enough detailed measurements have been performed. The different behavior is further illustrated in two other measurements. In Fig. 8 the linear tune shift parameter $\xi_{y}$ is shown as a function of energy for a constant beam current $\mathrm{I}^{+}+\mathrm{I}^{-}=$const and a vertical betatron function at the interaction point of $\beta_{y}^{*}=20$ cm . Above 3 GeV the tune shift parameter drops as expected $\xi_{y} \sim E^{-3}$. At 3 GeV and lower energies the tune shift stays constant and only the vertical beam size increases till the limit is reached. In another experiment (Fig. 9) the current and the energy was kept constant but the value of $\beta_{y}^{*}$ was varied. Here again we experience a saturation of values of $\xi_{y} \simeq .06$.

For the design of new storage rings it would be extremely interesting to know what separates the two regimes in order to determine where the new storage ring will operate. Since a similar limit at about the same value for $\xi_{y}$ has been observed also in Adone ${ }^{4}$ ) it may very well be a fundamental limitation due to the mere magnitude of the nonlinear perturbation. In this case a proper theory is needed to be able to scale the transition point from one storage ring to another.

So far we have not addressed the horizontal linear tune shift parameter $\xi_{x}$. Since we do not observe any significant horizontal beam blow up we conclude that the horizontal tune shift parameter does not take part in the beam-beam limit. In particular, we observed that $\xi_{x}$ can be much larger than $\xi_{y}$. At the beam-beam limit for the


Fig. 8. Tune shift parameter vs. energy for constant beam currents.


Fig. 9. Tune shift parameter vs. $\beta_{y}^{*}$ for constant beam currents.
following two energies we have:

| Energy | $\frac{600 \mathrm{MeV}}{\xi_{\mathrm{x}}}$ | .016 |
| :---: | :---: | :---: |
| $\xi_{\mathrm{y}}$ | .0034 | 2.0 GeV |

This may or may not be a peculiarity of SPEAR since in all cases the beam at the interaction point is rather flat.

## 3. SCALING OF BEAM-BEAM RELATED PARAMETERS

In the rest of this note we will discuss only the measurements up to 2 GeV , that is in the regime where the maximum linear tune shift parameter changes with energy. From the measurements we obtain the following scaling laws:

$$
\begin{gathered}
\mathscr{L}_{\max } \sim E^{6.7 \pm 0.1} \\
I_{\max } \sim E^{3.6 \pm 0.1} \\
\xi_{y \max } \sim E^{2.4 \pm 0.1}
\end{gathered}
$$

We also observe a threshold current above which the vertical beam size becomes blown up. If we plot $\mathscr{L} / \mathrm{E}^{6.7}$ versus $I / E^{3.6}$ in the regime between threshold and beam-beam limit for different energies we find a common behavior (Fig. 10):
$\frac{\mathscr{L}}{\mathrm{E}^{6.7}}=$ const $\cdot\left(\frac{\mathrm{I}}{\mathrm{E}^{3.6}}\right)^{1.5 \pm 0.1}$

From this we can derive a scaling law for the vertical beam size. Using the definition equation of the Iuminosity, we get
$\frac{\mathscr{L}}{\mathrm{E}^{6.7}} \sim \frac{\mathrm{I}^{\frac{1}{2}}}{\sigma_{\mathrm{x}} \sigma_{\mathrm{y}}^{*}} \mathrm{E}^{1.3}\left(\frac{I}{\mathrm{E}^{3.6}}\right)^{1.5 \pm 0.1 .}$
Since $\sigma_{y}^{*} \sim$ E we get

$$
\begin{equation*}
\sigma_{y}^{*} \sim \frac{I^{\frac{3}{2}}}{E^{2.3 \pm 0.4}} \tag{7}
\end{equation*}
$$

Eq. (7) is in agreement with the observation at PETRA ${ }^{5}$ ) where $\sigma_{y}^{*} \sim I^{\frac{1}{2}} / E^{2}$ was measured. If we now use the measured scaling for the maximum current from Eq. (4),


Fig. 10. Normalized luminosity vs. normalized current SPEAR.
we get

$$
\begin{equation*}
\sigma_{y \max } \sim \frac{I_{\max }^{\frac{1}{2}}}{E^{2.3 \pm 0.4}} \sim E^{-0.5 \pm 0.45} \simeq \text { const } \tag{8}
\end{equation*}
$$

This again is a confirmation that the maximum beam-beam limit in SPEAR is reached at all energies below 2 GeV as soon as the vertical beam size approaches a certain value which is consistent with the SPEAR aperture limit. The total vertical beam size at the beam-beam limit has been measured for a few different energies and configurations and agrees within the errors of the measurement with the acceptance of the SPEAR storage ring.

The scaling of luminosity curves at different energies in SPEAR (Fig. 10) encouraged the author to try for a common scaling for all storage rings. In Fig. 11 the results of such a tryout is plotted. Over many orders of magnitudes the luminosities scale the same way in all storage rings if we normalize the luminosity on the damping and use the number of particles per bunch rather than the beam current. There are certainly more subtle differences between different storage rings as beta functions, tunes, etc. These differences, however, account only for factors two to maybe five in the luminosity. On the scale of Fig. 11, these small factors, however, do not show up.

Three storage rings (ACO, ADONE and DCI) seem to behave differently. This might be due to the fact that these storage rings have no beta section and run at the coupling resonance, whereas all the other storage rings have small vertical betatron functions at the interaction point and run at minimum coupling.

The common scaling suggests the same process to be responsible for the beambeam effect in all storage rings. From Fig. 11 we get

$$
\begin{equation*}
\frac{\mathscr{L}_{\tau}}{\mathrm{E}^{3.7}} \sim\left(\frac{\mathrm{~N}_{\mathrm{B}}}{\mathrm{E}^{3.6}}\right)^{3 / 2} \tag{9}
\end{equation*}
$$

where $\tau$ is the transverse damping time and $N_{B}$ the number of particles per bunch.
Fig. 11. Luminosity scaling in different storage rings.

## CONCLUSION

Measurements performed at SPEAR have been discussed and scaling laws for the maximum luminosity and the maximum linear tune shift parameter with energy are shown. We made the following observation: there are two distinct regimes, one below 2 GeV where the linear tune shift parameter scales like $\xi_{y} \sim E^{2.4}$ and the other regime where this parameter is constant $\xi_{y} \approx 0.05$ to 0.06 . In the lower energy regime the limit is reached when the vertical beam size is blown up to the acceptance of the storage ring. We do not observe a significant ( $<10 \%$ ) horizontal beam blow up and the value of the horizontal linear tune shift parameter $\xi_{x}$ does not seem to be related to the beam-beam limit.
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## SUMMARY

The latest available experimental results on the luminosity, the space charge parameters, and the beam blowup as functions of particle energy and beam current are reviewed. The comparison with the phenomenological diffusion theory are done and useful scaling laws are derived. Some implications for $\bar{p} p$ storage rings are discussed.
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## Introduction

-Although there are a number of excellent papers ${ }^{1-3,14}$ on the beambeam phenomena, the importance of the problem which implies the most severe limitation on the beam currents of the storage ring as well as recent availability of new experimental results ${ }^{4-6}$ and theoretical approach ${ }^{7}$ make it quite feasible to add to the list.

The problem has also an important practical impact on many storage rings of the immediate future. For an electron-positron storage ring it can give, by applying the appropriate scaling laws, some insight on the acceptable magnitude of the space charge parameter. The same is also true for $p \bar{p}$ machine which can be considered, with respect to the beam-beam effect, as $\mathrm{e}^{-} \mathrm{e}^{+}$ring with extremely small particle energy.

Although the beam-beam effect itself is rather crude and well pronounced, a theoretical description of it is very difficult to give both analytically and numerically. The main difficulty lies in the nonlinear character of the forces involved and to some extent in the complicated dependence on many beam and machine parameters interlacingly influencing each other.

In this situation a phenomenological approach seems to be adequate. A proper parameterization of the problem and description of many functional dependencies by a few fitting parameters can supply us with needed scaling laws. The behavior of such a fitting parameter with energy for example cannot be explained by a theory. This dependence will be found from an experiment. But after it is established it
can have certain predictive power and will give some insight for the future accelerators.

There is also some hope to find suitable theoretical ground for the accepted dependencies in the numerical analysis of the problem. Much work is needed in this respect.

In this work $I$ suggest some scaling laws for the luminosity, space charge parameters, and beam size as functions of particle energy, maximum beam current, and the number of bunches. These scaling laws are derived from the latest experimental data available now.

The biggest drawback of the description suggested here, as $I$ see it, lies, contrarary to the observations, in the complete absence of the fitting parameter dependence on the machine tune. This drawback can be attributed to an averaging procedure needed for a diffusionlike description of the process. By this averaging all resonance structure of the particle motion is completely lost. It is probable that the resonance and diffusion approaches could be complementary to each other. Again much work is needed here.

Section 1 of this work is devoted to the recent experimental results from SPEAR, ${ }^{4,8}$ ADONE, ${ }^{5}$ and PETRA. ${ }^{6}$ In Section 2 the diffusion theory is used to derive main relationships and, together with the experimental results, to get main scaling laws. In Section 3 we summarize these scaling laws, and in Section 4 some predictions for future storage rings are done based upon the scaling laws.

## 1. Experiment

- Before discussing recent experimental results observed on different electron storage rings it is useful to look first at the conditions in which they are obtained and the assumptions under which they are interpreted.


### 1.1 Main relationships and assumptions

First of all let us discuss relevant storage ring parameters as well as experimental conditions under which they are usually measured. I will list the main parameters and relationships between them although the latter are all well known.
1.1.1 Luminosity of the storage ring for the head-on collision of two identical beams is usually assumed to be

$$
\begin{equation*}
\mathscr{L}=\frac{\mathrm{i}^{2}}{4 \pi e^{2} f B \sigma_{\mathrm{x}} \sigma_{\mathrm{y}}} \tag{1}
\end{equation*}
$$

where $i$ is the current in either of two beams, $B$ is the number of bunches in each of the beams, $f$ is the revolution frequency of the particle with the charge $e, \sigma_{x}$ and $\sigma_{y}$ are horizontal and vertical dimensions of the bunch (rms widths if the distribution is Gaussian) at the interaction point.
1.1.2 Space charge parameters under the same conditions are given by the following formulae
a) for the vertical motion

$$
\begin{equation*}
\xi_{y}=\frac{e i \beta_{y}}{2 \pi f B E \sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)} \tag{2}
\end{equation*}
$$

b) for the horizontal motion

$$
\begin{equation*}
\xi_{x}=\frac{e i \beta_{x}}{2 \pi f \operatorname{BE} \sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)} \tag{3}
\end{equation*}
$$

In these formulae $\beta_{x}$ and $\beta_{y}$ are values of horizontal and vertical $\beta$-functions at the interaction point, $E$ is particle energy. Both the luminosity $\mathscr{L}$ and the space charge parameters $\xi_{\mathrm{y}}$ and $\xi_{\mathrm{x}}$ depend on the bunch size which is very difficult to measure directly. But it is clear that both values are sensitive to the charge distribution in the core of the beam rather than to the tails of it. At the same time it is known ${ }^{2}$ that tails are affected by the beam-beam interaction much more strongly than the core.
1.1.3 The beam lifetime $T$ for a single Gaussian bunch is given by ${ }^{9}$

$$
\begin{equation*}
\mathrm{T}=\tau \mathrm{e}^{\zeta / 2} / \zeta \tag{4}
\end{equation*}
$$

where $\tau$ is the vertical damping time

$$
\begin{equation*}
\frac{1}{\tau}=c_{\gamma} f E^{3} / 2 \rho \tag{5}
\end{equation*}
$$

$C_{\gamma}=8.85 \times 10^{-5} \mathrm{~m} / \mathrm{GeV}^{3}, \rho=$ bending radius in $\mathrm{m}, \mathrm{E}$ the energy in GeV.

$$
\begin{equation*}
\zeta=\Sigma^{2} / \sigma^{2} \tag{6}
\end{equation*}
$$

$\Sigma$ is an effective apperture of the machine. The beam lifetime is sensitive to the distribution of the particles in the tails where the beam-beam interaction changes distributions significantly. That makes
the maximum luminosity strongly dependent upon the value of the maximum beam current which in turn happens to be a fast function of the particle energy.
1.1.4 Parameters of interest. Among the machine parameters entering into expressions (1-6), the energy $E$, the number of bunches $B$, and the revolution frequency $f$ are known with great accuracy. The luminosity $\mathscr{L}$ and the beam current $i$ can be measured directly.

On the other hand, several other parameters such as $\beta_{x}, \beta_{y}$ are very difficult to measure. Although one can expect that $\beta_{x}, \beta_{y}$ should be modified by the beam-beam force, these functions are changed only in the second order of the perturbation theory and therefore usually are assumed to be equal to their theoretical value at the zero current. The same holds for the horizontal beam emittance $\varepsilon_{\mathrm{x}}$ and consequently for the horizontal beam size $\sigma_{x}=\sqrt{\varepsilon_{x} \beta_{x}}$.
1.1.5 Experimental conditions and assumptions. Experimental data on the beam-beam effect are obtained on different machines virtually in quite different conditions.
a) The investigation of the beam-beam limitations. Measurements of this kind are done during special machine physics runs. The main goal of these measurements is to achieve the maximum possible luminosity for given parameters by increasing the currents to the point where the lifetime of the beam starts to decrease sharply. To maximize the luminosity of the ring both currents are usually maintained pretty much the same. For the SPEAR measurements ${ }^{4}$

$$
2\left(i_{+}-i_{-}\right) /\left(i_{+}+i_{-}\right) \leqslant(2-3) \%
$$

One tries to do the same with the vertical size of the beam. At least at SPEAR this condition was met by means of adjustment of the phase between the rf cavities positioned symmettrically around the interaction point. 10

Experimental data obtained in this situation should be more sensitive to the particle distribution at large amplitudes (to the tails of distribution) rather than to the distribution in the core of the beam.
b) The investigation of the storage ring performance. Measurements of this kind are usually done during high energy physics runs in a parasitic mode. Maximum luminosity is achieved in this case under a restrained condition of the beam lifetime being unaffected or almost unaffected by beam-beam phenomena. These measurements should be more sensitive to the distribution in the core of the beam.

In all of the storage rings the longitudinal size of the bunch $\sigma_{\ell}$ is much less than $\beta_{y}$. If this condition were not fulfilled, different particles along the bunch would experience different focusing and the results could be distorted by this effect. As we shall see later, it is assumed usually that the distribution of the particles is Gaussian, at least in the core. This assumption one needs to be able to calculate the space charge parameters from the measured luminosity and current.

In some aspects there is also a difference between the

- strong beam-strong beam and the strong beam-weak beam interactions.


### 1.2 Recent experimental results

An experimental fact observed on all the machines is that the horizontal size of the bunch is not influenced by the beam-beam interaction ${ }^{2}, 6$ with the accuracy $\lesssim 10 \%$.

### 1.2.1 Procedure of calculating values of interest

It is instructive first to see how one can derive the relevant parameters from the measured ones.
a) First of all assuming $\sigma_{x}$ to be equal to $\sqrt{\varepsilon_{x}^{\beta} x_{x}}$, one can find beam aspect ratio $\sigma_{y} / \sigma_{x}$ from the measured luminosity (1):

$$
\begin{equation*}
\sigma_{y} / \sigma_{x}=i^{2} / 4 \pi e^{2} f B \sigma_{x} \mathscr{L} \tag{7}
\end{equation*}
$$

b) Formula (3) then allows us to find the horizontal space charge parameter

$$
\begin{equation*}
\xi_{x}=e i \beta_{x} / 2 \pi f B E \sigma_{x}^{2}\left(1+\sigma_{y} / \sigma_{x}\right) \tag{8}
\end{equation*}
$$

c) After eliminating $\sigma_{y}$ from (1) and (2) one gets:

$$
\begin{equation*}
\xi_{\mathrm{y}}=2 \mathrm{e}^{3} \mathscr{L} \beta_{\mathrm{y}} / E i\left(1+\sigma_{\mathrm{y}} / \sigma_{\mathrm{x}}\right) \tag{9}
\end{equation*}
$$

Let us review the recent experimental results obtained on different storage rings.
1.2.2 SPEAR. Dependence on energy (H. Wiedemann ${ }^{4}$ )

Recently a set of new measurements of the maximum luminosity and the beam current versus machine energy was undertaken by $H$. Wiedemann. The range of energy variation was from 0.6 to 3.7 GeV and is much wider than in all previous experiments. The data were taken during the special runs of the SPEAR dedicated to machine physics. Much work was done to adjust all the machine parameters to achieve maximum luminosity. Special attention was paid to balance the vertical sizes of electron and positron bunches to avoid the loss of the luminosity due to the f1ip-flop effect.

The fit by a power law to recent data seems to give quite different slopes, especially for the vertical space charge parameter, than ones in the previous measurements. ${ }^{2}$ The difference may be attributed to the fact that the energy range in the work ${ }^{2}$ was much narrower (from approximately 1.2 to 2.5 GeV ). Although the measurements are still in progress, the data are quite reliable in the opinion of the experimenter. ${ }^{4}$ Table 1 summarizes the results of fitting to these measured and calculated data.

### 1.2.3 SPEAR. Dependence on the beam current

Table 2 summarizes the data picked up from SPEAR logbooks by M. Cornacchia. ${ }^{8}$ The data were mostly taken during regular physics runs of the machine. The fits to the data taken at high energy physics run are recalculated. Instead of fitting data by the least square method the maximum luminosity was fitted.
1.2.4 ADONE (S. Tazzari ${ }^{5}$ )

Table 3 summarizes the dependencies of the maximum luminosity and the beam current versus energy which were taken from the report by $S$. Tazzari. 5 The space charge parameters of this machine were kept approximately equal to each other. The fit for the space charge parameters is derived from the calculated values plotted in the work. ${ }^{5}$ The number of bunches in $A D O N E$ can be and was changed. The data taken with 1 and 3 bunches do not contradict the assumption

$$
\xi_{y} \sim 1 / \sqrt{B}
$$

1.2.5 PETRA (G. Voss ${ }^{6}$ )

The data from the measured specific luminosity $\mathscr{L} / \mathrm{i}^{2}$ during high energy physics experiments were fitted with the help of the blowup function $\sigma_{y}$ assumed to behave according to the following:

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{0}^{2}+\left(\frac{\mathrm{ai}}{\sigma_{y}}\right)^{2} \tag{10}
\end{equation*}
$$

Here $\sigma_{0}$ is the value of $\sigma_{y}$ at zero current $i$ and $a$ is a parameter. From the data taken at different energies, a is found to be:

$$
\begin{equation*}
a=\text { const } / E^{4} \tag{11}
\end{equation*}
$$

The values of aspect ratio of the beam emittances are estimated to be of the order of several percent at all energies.

## 2. Theory

The word "theory" is probably an exaggeration in application to the beam-beam phenomena, at least in its present state. What $I$ really mean is a kind of phenomenological theory which helps to make parametrization of the experimental data in a suitable way and to derive some scaling laws by means of a few fitting parameters. The behavior of these fitting parameters is not described by a theory and should be taken from the comparison with an experiment.

It is useful first to go through main assumptions under which the theory is developed as well as those which will be used in the following considerations.

### 2.1 Assumptions

2.1.1 First of all we shall consider one dimensional model of the beam-beam interaction. Although the phenomenon is essentially multidimensional, the justification of this model at least in the first approximation comes from the experimental observations that the vertical size of the bunch is most strongly affected by the interaction while the horizontal size of the bunch seems to be affected very little if any.

One may argue about the loss of some particular multidimensional features like the Arnold diffusion, sideband resonances, and the like. All of these effects seem to be small compared to the main rough effect.

### 2.1.2 Secondly, we assume that at least some number of particles

 behave stochastically. The reason for such a behavior can be nonlinearities in the machine lattice, nonlinearity of the electromagneticbeam-beam force, combined action of many close-1ying resonances, presence of a stochastic layer in the phase space of particle motion, etc. Note that $I$ do not include in this list the change of particle amplitude due to radiation quantum fluctuations making thus the consideration equally applicable to proton storage rings.
2.1.3 We shall use in forthcoming considerations an assumption that both beams are identical. This assumption is not mandatory for the derivations but is justified by experimental conditions and makes all formulac more straightforward.
2.1.4 Also everywhere where it is appropriate $I$ will simplify the calculations using Gaussian distribution, linear force, etc. Although more exact calculations can be fulfilled sometimes they do not seem to be necessary due to oversimplifying assumptions made above already.
2.2 Beam blowup according to diffusion theory At each interaction the vertical coordinate $y$ and the angle in vertical plane $y^{\prime}$ are changed as follows:

$$
\begin{align*}
\Delta y & =0  \tag{12}\\
\Delta y^{\prime} & =2 \pi \xi_{y} \frac{\sigma_{0}}{\beta_{y}} K_{b} \phi_{b}(u) \tag{13}
\end{align*}
$$

where $b=\left(\sigma_{y} / \sigma_{x}\right) / \sqrt{1-\left(\sigma_{y} / \sigma_{x}\right)^{2}}, \quad u=y / \sigma_{0}$
and $K_{b} \phi_{b}$ is a function describing the electromagnetic force of the opposite bunch. For Gaussian distribution ${ }^{7}$

$$
\begin{align*}
K_{b} & =\sqrt{\frac{\sqrt{1+b^{2}}+b}{\sqrt{1+b^{2}}-b}}  \tag{14}\\
\phi_{b}(u) & =u \int_{0}^{1} \frac{d w}{\sqrt{u+b^{2}}} e^{-w u^{2}} \tag{15}
\end{align*}
$$

According to the main assumption a certain part of the motion due to the interaction (13) can be described as stochastic and hence can be considered as an additional source of diffusion (in addition to all other sources which do not depend on the beam-beam force).

We know that at least the linear part of the force cannot cause the stochasticity. It can be considered as an additional focusing force and hence should be included in the regular part of particle motion. Probably the same is true also for some nonlinear parts of the force.

That is why for the purpose of calculating beam blowup as a consequence of a diffusion-like process we should consider not all the force $\phi_{b}(u)$, but only some nonlinear part of it $\tilde{\phi}_{b}(u)$. The way to get $\tilde{\phi}_{b}$ out of $\phi_{b}$ is not clear and should be considered here only as a way to introduce in the theory a phenomenological fitting parameter. It can be done in different manners:

$$
\tilde{\phi}_{b}(u)= \begin{cases}\phi_{b}(u)-(1-h) \phi_{b}\left(\frac{u}{1-h}\right) & \text { (S. Kheifets } \left.{ }^{7}\right)  \tag{16}\\ h \phi_{b}^{\prime}(u), & \text { (A. Ruggiero } \left.{ }^{11}\right)\end{cases}
$$

One can find still other possibilitics. For a small value of $h$ both procedures give essentially the same result.

It is reasonable to assume that for particles which behave erratically there is a complete mixing of phases within the bunch and in the long run each particle can be expected to acquire any value of coordinate $y$. In this case the beam blowup can be found by averaging the value $\left(\Delta y^{\prime}\right)^{2}$ over the distribution function

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{0}^{2}\left(1+\eta\left\langle\mathrm{K}_{\mathrm{b}}^{2 \varphi_{b}^{2}}\right\rangle\right) \tag{17}
\end{equation*}
$$

where the brackets $\rangle$ mean averaging over the distribution function. In expression (17)

$$
\begin{equation*}
n=2 B f \tau\left(2 \pi \xi_{y}\right)^{2} \tag{18}
\end{equation*}
$$

where $\tau$ is the vertical damping time (5).
For Gaussian distribution

$$
\begin{equation*}
\left\langle K_{b}^{2} \tilde{\phi}_{b}^{2}\right\rangle=\frac{K_{b}^{2}}{\sqrt{\pi} \sigma_{y} / \sigma_{0}} \int_{-\infty}^{\infty} \tilde{\phi}_{b}^{2}(u) e^{-\frac{\sigma_{0}^{2} u^{2}}{\sigma_{y}^{2}}} d u \tag{19}
\end{equation*}
$$

Instead of doing actual calculations we substitute in the following

$$
\begin{equation*}
\tilde{\phi}(u) \simeq h \phi^{\prime}(0)=2 h\left(\sqrt{1+b^{2}}-b\right) \tag{20}
\end{equation*}
$$

Then we get:

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{0}^{2}+\frac{2 \pi^{2} e^{2} \tau \beta_{y}^{2} h^{2} \sigma_{0}^{2} i^{2}}{f B E^{2} \sigma_{y}^{2} \sigma_{x}^{2}\left(l+\sigma_{y} / \sigma_{x}\right)^{2}} \tag{21}
\end{equation*}
$$

First of all we see here exactly the same formula (10) that was postulated in the work. ${ }^{6}$ Comparing (21) with (10), we find

$$
\begin{equation*}
a=\frac{\pi e \beta y_{0}^{h \sigma_{0}}}{E \sigma_{x}\left(1+\sigma_{y} / \sigma_{x}\right)} \sqrt{\frac{2 \tau}{f B}} \tag{22}
\end{equation*}
$$

An expression similar to (21) can also be found in the paper ${ }^{11}$ (see Eq. (39) of this work) which gives to parameter $h$ the physical meaning of the probability of finding the particle in a stochastic layer.

Expression (21) was also derived by J. Rees ${ }^{12}$ from the assumption

$$
\sigma_{\mathrm{y}}^{2}=\sigma_{0}^{2}+f \mathrm{~B} \tau \beta_{\mathrm{y}}^{2} \theta_{\mathrm{rms}}^{2}
$$

where $\theta_{\text {rms }}$ is the effective r.m.s. scattering angle of a particle in the vertical plane.

### 2.3 Scaling laws

Expressions $(21,22)$ contain only one unknown parameter $h$. Let us consider it as a phenomenological parameter which should be determined from experimental data. One way to do this is to use PETRA results ${ }^{6}$ (11). It is easy to see that to satisfy $\mathrm{E}^{-4}$ decrease for the value a we need the following dependence of $h$ on energy:

$$
\begin{equation*}
h \approx E^{-3 / 2} \tag{23}
\end{equation*}
$$

Since we are interested now in maximum values of the luminosity and the current, we derive from (10) that asymptotically at large current i (for the case $\sigma_{y} \ll \sigma_{x}$, one can get results for the opposite limit in a similar way) $\sigma_{y}^{4} \simeq a^{2} i^{2}$ or

$$
\begin{equation*}
\sigma_{y} \sim \sqrt{i} / E^{2} \tag{24}
\end{equation*}
$$

The maximum possible value of $\sigma_{y}$ limited by particle losses and beam lifetime should be some constant which can be written as $\sqrt{A_{y} \beta}$ where A $y$ is an effective vertical acceptance of the storage ring. From formula (4) for Gaussian distribution we would find that $\sigma_{y}$ is constant with the logarithmic accuracy. Let us see now what consequences follow from these assumptions.
2.3.1 Dependence on energy

Consider first the situation where the limitation arises from the beam lifetime. Assuming $\sigma_{y}=$ const in expression (24) we immediately get

$$
\begin{equation*}
i_{\max } \sim E^{4} \tag{25}
\end{equation*}
$$

With the help of this expression we also get the following scaling laws (note that for the electron storage ring $\sigma_{x} \sim E$ ):

$$
\begin{align*}
& \mathscr{L}_{\max } \sim E^{7}  \tag{26}\\
& \xi_{\text {ymax }} \sim E^{2}  \tag{27}\\
& \xi_{\operatorname{xmax}} \sim E  \tag{28}\\
& \sigma_{y} / \sigma_{x} \sim 1 / E \tag{29}
\end{align*}
$$

### 2.3.2 Dependence on current

Let us now turn to experiments in which beam lifetime limit has not been reached yet. At a given energy one gets from the same expressions

$$
\begin{align*}
& \sigma_{x} \sigma_{y} \sim i^{1 / 2}  \tag{30}\\
& \xi_{y \max } \sim i^{1 / 2}  \tag{31}\\
& \mathscr{L}_{\max } \sim i^{3 / 2} \tag{32}
\end{align*}
$$

### 2.3.3 Dependence on the number of bunches $B$

We should distinguish between the strong beam-weak beam and the strong beam-strong beam cases.
a) For the strong beam-strong beam case an attempt to measure the dependence on $B$ has been made on PETRA. ${ }^{13 \text {. From expres- }}$ sion (21) we have $\sigma_{y}^{4} \simeq i^{2} / \mathrm{BE}^{8}$ or

$$
\begin{equation*}
\sigma_{y} \sim i^{1 / 2} / E^{2} B^{1 / 4} \tag{33}
\end{equation*}
$$

Defining in accord with the work ${ }^{13}$ the specific 1 uminosity

$$
\begin{equation*}
\mathscr{L}_{\mathrm{sp}}=\frac{\mathscr{L}}{\mathrm{B}(\mathrm{i} / \mathrm{B})^{2}}=\frac{\mathscr{L} \mathrm{B}}{\mathrm{i}^{2}} \tag{34}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathscr{L}_{\mathrm{sp}} \sim E B^{1 / 4} / \sqrt{i} \tag{35}
\end{equation*}
$$

The dependence on $B$ seems to be too weak to be in agreement with PETRA observations. The space charge parameters in this case should scale like:

$$
\begin{align*}
& \xi_{y} \sim \sqrt{i} / B^{3 / 4}  \tag{36}\\
& \xi_{x} \sim i / E^{3} B \tag{37}
\end{align*}
$$

Data on these dependencies are still not available.
b) For the strong beam-weak beam case we have observations made on ADONE. ${ }^{5}$ Expression (21) in this case should be rewritten for the blowup of the weak beam by an unperturbed strong beam:

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{0}^{2}+\frac{2 \pi^{2} e^{2} \tau \beta_{y}^{2} h^{2} i^{2}}{f \operatorname{BE}^{2} \sigma_{x}^{2}\left(1+\sigma_{y} / \sigma_{x}\right)^{2}} \tag{38}
\end{equation*}
$$

Assuming the same dependence of $h$ on $E$ we have in this case

$$
\begin{equation*}
\sigma_{y}^{2} \simeq \frac{i^{2}}{B E^{10}} \simeq \text { const } \tag{39}
\end{equation*}
$$

The last equality corresponds to conditions of the ADONE experiment ${ }^{5}$. Hence

$$
\begin{array}{ll}
i_{\max } & \sim E^{5} \sqrt{B} \\
\mathscr{L}_{\max } & \sim \mathrm{E}^{9} \mathrm{~B} \\
\xi_{\operatorname{ymax}} & \sim \mathrm{E}^{3} / \sqrt{B} \\
\xi_{\operatorname{xinax}} & \sim \mathrm{E}^{2} / \sqrt{B} \tag{43}
\end{array}
$$

The scaling (40) seems to be in quite good agreement with the experimental data ${ }^{5}$ on the strong beam-weak beam
interaction at ADONE both on $E$ and on $B$. On the other hand, $\xi_{y}$ and $\xi_{x}$ were maintained equal. That makes the comparison of the energy dependence meaningless. The dependence on $B$ is not contradictory to the experiment.
3. Summary of the experiment and theory comparison

Tables 4-6 present the summary of the theoretical and experimental values for different parameters relevant for the beam-beam interaction. Keeping in mind the number of assumptions and the approximations made the agreement seem to be astonishing1y good.
4. Some speculations on a $p \bar{p}$ storage ring

There are two main dissimilarities between electron and proton storage rings relevant to our consideration. The first one is the absence of radiation damping of particle oscillations in the latter ring. Consequently the damping time constant $\tau$ should be substituted by real time $t$ in the expression for the beam blowup.

The second one is the energy dependence of the beam emittance. In a proton machine both $\sigma_{x}$ and $\sigma_{y}$ are proportional to $1 / \sqrt{E}$.

Hence for a $\mathrm{p} \overline{\mathrm{p}}$ storage ring we should expect the following relations

$$
\begin{align*}
& \mathscr{R} \sim \frac{i^{2} \sqrt{E}}{\sigma_{y}}  \tag{44}\\
& \xi_{y} \sim i / \sqrt{E} \sigma_{y}  \tag{45}\\
& \xi_{x} \sim i  \tag{46}\\
& a^{2} \sim h^{2} t / E^{2} \tag{47}
\end{align*}
$$

For the case when the blowup is strong enough to influence the 1ifefime

$$
\begin{equation*}
\sigma_{y}^{4} \sim \frac{h^{2} i^{2} t}{E^{2} B} \sim \text { const } \tag{48}
\end{equation*}
$$

If the dependence of $h$ on $E$ is the same as for an electron storage ring

$$
\begin{align*}
& i_{\max } \sim E^{5 / 2} B^{1 / 2} / t^{1 / 2}  \tag{49}\\
& \mathscr{L}_{\max } \sim E^{11 / 2} B / t  \tag{50}\\
& \xi_{y \max } \sim E^{2 \sqrt{B} / \sqrt{t}}  \tag{51}\\
& \xi_{\operatorname{xmax}} \sim E^{5 / 2} \sqrt{B} / \sqrt{t} \tag{52}
\end{align*}
$$

The quadratic dependence of $\xi_{y}$ on energy differs from the $3 / 2$ law which is obtained by $L$. Teng ${ }^{15}$ from fitting the electron ring data.
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Table 1

Dependence of SPEAR parameters on the particle energy $E$ (in GeV ). The fit is done ${ }^{4}$ by a function $f-\mathrm{kE}^{\mathrm{q}}$.

| f | k | q | Comment |
| :---: | :---: | :---: | :---: |
| $\mathscr{L}_{\text {max }}$ | 0.033 | 6.6 | in $10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$ |
| $\mathrm{i}_{\text {max }}$ | 1.2 | 3.6 | in ma |
| $\sigma_{y} / \sigma_{x}$ | 0.5 | $-1.0$ | -- |
| $\xi_{x}$ | 0.022 | 0.87 | . -- |
| $\xi_{y}$ | 0.011 | 2.3 | -- |

Table 2

Dependence of SPEAR parameters on the beam current i (in ma). The fit is done by a function $\mathrm{f}=\mathrm{ki}$.

| f | E GeV | k | q | Comment |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathscr{L}_{\max } \\ & \left(10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}\right) \end{aligned}$ | 1.5 | 0.030 | 1.95 | ) high |
|  | 2.5 | 0.046 | 1.55 | \} energy physics |
|  | 3.7 | 0.054 | 1.45 | ) runs |
|  | 1.95 | 0.052 | 1.41 | $\beta_{y}=10 \mathrm{~cm} . \quad$ machine |
|  | 1.95 |  | 1.45 | $\beta_{y}=20 \mathrm{~cm}$ physics runs |
| ${ }^{\text {y }}$ |  |  | 0.59 |  |
| $\sigma_{x}$ |  |  | 0 |  |
| $\xi_{y}$ | 2.4 |  | 0.33 |  |

Dependence of $A D O N E$ parameters on the particle energy. $E$ (in $G e V$ ). The fit is done ${ }^{5}$ by a function $f=k E^{q}$.

| $f$ | k | q | Comment |
| :---: | :---: | :---: | :---: |
| $\mathscr{L}_{\max }$ | 0.64 | 7 | in $10^{30} \mathrm{~cm}^{-2} \mathrm{sec}^{-1}$ |
| $\xi_{\mathrm{x}} \simeq \xi_{\mathrm{y}}$ | 0.068 | 1.57 | - |
| $\mathrm{i}_{\text {max }}$ <br> $($ in ma $)$ | 105 | 4.34 | 3 bunches |

Table 4

The power $q$ in the power law
$f(E) \sim E^{q}$

| Parameter $f$ | Experiment |  |  | Theory | Comment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SPEAR | ADONE | PETRA |  |  |  |
| h |  |  |  | -3/2 |  | (23) |
| $\mathscr{L}_{\text {max }}$ | 6.6 | 7 |  | 7 |  | (26) |
| $\mathrm{i}_{\text {max }}$ | 3.6 | 4.5 |  | 4 | strong - strong | (25) |
| $i_{\text {max }}$ |  | 4.12;4.34 |  | 5 | weak - strong | (40) |
| $\xi_{\mathrm{y}}$ | 2.3 | 1.5 |  | 2 |  | (27) |
| $\xi_{x}$ | 0.9 |  |  | 1 |  | (28) |
| $\sigma_{y} / \sigma_{x}$ | - 1 |  |  | - 1 |  | (29) |
| a |  |  | -4 | -4 |  | (11) |

Table 5

The power $q$ in the power law $f(i) \sim i^{q}$

| Parameter $f$ | Experiment |  |  |  | SPEAR |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | ADONE | PETRA | Theory |  |  |
|  | 1.4 |  |  | 1.5 | (32) |
| $\mathscr{L}_{\text {spmax }}$ |  |  | -0.5 | -0.5 | (35) |
| $\sigma_{\mathrm{x}}{ }_{\mathrm{y}}$ | 0.6 |  |  | 0.5 | $(30)$ |
| $\xi_{\mathrm{y}}$ | 0.4 |  |  | 0.5 | $(31)$ |

Tab1e 6

The power $q$ in the power law $f(B) \sim B^{q}$.

| Parameter $f$ | Experiment |  |  | Theory | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | SPEAR | ADONE | PETRA |  |  |
| $\mathscr{L}_{\text {max }}$ |  |  |  | -0.25 | \{ strong beam- |
| $\mathscr{L}_{\text {spmax }}$ |  |  |  | 0.25 | (35) strong beam |
| $i_{\text {max }}$ |  | 0.8 |  | 0.5 | (40) $\int$ strong beam- |
| $\xi_{y \max }$ |  | -0.8 |  | -0.5 | (42) weak beam |

G. Parzen<br>Brookhaven National Laboratory Upton, N.Y. 11973

## I. Introduction

The beam-beam interaction may limit the beam intensity in ISABELLE. Although considerable progress has been made in understanding the beam-beam interaction, there appears to be no reliable method at present for computing the effects of the beam-beam interaction. The steps taken at ISABELLE to limit beam-beam effects are based largely on the experience accumulated at the ISR. At the ISR, the beam-beam effects do not appear to be large, and the beam intensity at the ISR does not appear to be limited by beam-bean effects. The beam-beam effects may be much stronger in ISABELLE because of factors like higher intensity and stronger non-linearities.

An empirical model for controlling beam-bean effects in ISABELLE can be arrived at based partly on the experiences at the ISR and based partly on conjecture. Establishing an empirical model may be thought of as consisting of the following steps:

1. Assume a model for the mechanism for beam growth.
2. Establish the critical parameters that lead to beam growth.
3. Establish working tolerances for the critical parameters.

The working tolerances are somewhat different from what one usually means by tolerances. They are based partly on experience, partly on theory, partly on conjecture, and partly on what is doable. They represent a compromise, and provide a useful guide for designing the different components of the accelerator. The working tolerances may change as more information is acquired.

[^2]
## II. Model of Beam Growth

The model for beam growth assumed is

- Non-Linearities + "Something" $\rightarrow$ beam growth
where the "Something" may be
"Something" $\rightarrow$ noise
ripple
tune modulation
randomizing perturbation

The phrase "randomizing perturbation" indicates some perturbation which in some sense makes the particle forget its history so that it is crossing the non-linear resonances in an almost random way. It is known that multiple crossing of a non-linear resonance will often cause only a limited growth, while random crossing of a non-1inear resonance will cause a steady, and often much larger, growth. In the ISR, there is some evidence ${ }^{1}, 6$ that the randomizing perturbation may be intra-beam scattering.

In the light of the above model, the steps required to limit beam growth due to the beam-beam interactions are

1. Limit the strength of the non-linearities.
2. Limit the "Something"--noise, ripple, tune modulation or randomizing perturbation.

## III. Magnet Non-Linearities

Superconducting magnets are likely to have stronger ${ }^{2}$ non-linear error
fields than conventional warm magnets. Recent measurements of the error fields in ISABELLE magnets indicate that the non-linear field errors in ISABELLE magnets may be a factor 10 larger than those found in the ISR magnets. ${ }^{3}$ At the ISR, magnet non-1inearities do not appear to play an
important role in causing beam growth. Because of the larger non-linear fields in ISABELLE, it may not be wise to assume that this will also be the case for ISABELLE. Certainly, one should strive to keep the non-linear fields in ISABELLE magnets as low as possible.

The working tolerances for the non-linear error fields are given in terms of the multipole coefficients $\Delta b_{n}$, and $\Delta a_{n}$ which are defined by expanding the error field in the median plane as

$$
\begin{aligned}
& \Delta B_{y}=B_{o}\left(\Delta b_{o}+\Delta b_{1} x+\Delta b_{2} x^{2}+. . .\right) \\
& \Delta B_{x}=B_{o}\left(\Delta a_{o}+\Delta a_{1} x+\Delta a_{2} x^{2}+. . .\right)
\end{aligned}
$$

The working tolerance for ISABELLE can be roughly and simply stated as

$$
\begin{aligned}
& R^{n} \Delta b_{n} \\
& <(n+1) 2 \times 10^{-4} \\
& R^{n} \Delta a_{n} \\
& <(n+1) 2 \times 10^{-4}
\end{aligned}
$$

where $R$ is the radius of the main coil in the magnets; $R=6.5 \mathrm{~cm}$ for ISABELLE. This working tolerance is the expected ${ }^{2}$ rms error multipoles caused by a random rms $.005 \mathrm{~cm}(2 \mathrm{mil}$.) error in the location of the current blocks of the main coil. In this sense, these tolerances appear to be simply what seems to be achievable. However, it will be seen below that for several known effects they are indeed the tolerances. In this connection, it may be worthwhile recalling what was said about working tolerances in Section $I$, that they are a useful guide based partly on experience, partly on theory, partly on conjecture, and partly on what is doable.

There are about four known effects which indicate that the above working tolerances are indeed tolerances. These are:

1. Uncorrectable closed orbit error error. The random dipole error field will vary across the aperture ${ }^{4}$ because of the presence of the higher order error multipole fields. Thus, when the closed orbit is corrected at the center using the system of dipole correctors, it will not be corrected at the edges of the aperture. For ISABELLE, this leads to a possible 5 mm orbit error at both edges of the aperture.
2. Vertical dispersion error. The field errors, particularly $\Delta a_{1}$, generate a vertical dispersion which can change the beam size at the crossing points by about $25 \%$ at 30 GeV and about $12 \%$ at 400 GeV . This may cause a possible $25 \%$ variation in $\Delta \nu$, the beam-beam $v$-shift, increasing the strength of the beam-beam resonances. Also, the luminosity may be reduced by $25 \%$.
3. Random error in $\beta_{y}$ or the crossing points. The field errors cause $\beta_{y}$ to vary around the ring by about $\Delta \beta_{y} / \beta_{y}=10 \%$. This will cause a beam-beam $\Delta \nu$ variation of $5 \%$, and a $5 \%$ reduction in luminosity. The random $\Delta \beta_{y} / \beta_{y}$ also helps to excite the $1 / 3$ resonances by interacting with the large sextupole required for chromaticity correction.
4. Width of the $1 / 3$ resonance. The field errors excite non-1inear resonances. In particular, the $1 / 3$ resonance may have a width of $\Delta v=1 \times 10^{-3}$.

The above four effects show that if the error fields exceed the working tolerances by very much, some large damaging effects may result.

It is interesting to compare the stop bands of the non-linear resonances generated by the magnet error fields with those generated by the beam-beam interaction. This is done in Table I. The beam-beam resonances listed in Table I are the imperfection resonances generated by orbit errors and random errors in $\beta_{y}$ at the crossing points. 5 One sees that for ISABELLE, the magnet resonances and the beam-beam resonances are comparable for the lower order resonances.

| N Resonance Order | Magnetic Field Error Resonances | Beam-Beam Resonances |
| :---: | :---: | :---: |
| 2 | $6.5 \mathrm{E}-3$ | $1.6 \mathrm{E}-4$ |
| 3 | 4.3 E-4 | $7.6 \mathrm{E}-4$ |
| 4 | $3.4 \mathrm{E}-5$ | 9.1 E-5 |
| 5 | $3.8 \mathrm{E}-6$ | $1.2 \mathrm{E}-4$ |
| 6 | 4.5 E-7 | $1.3 \mathrm{E}-5$ |
| 7 | $5.4 \mathrm{E}-8$ | 2.0 E-5 |
| 8 | 6.5 E-9 | 1.3 E-6 |
| 9 | --- | 2.5 E-6 |
| 10 | --- | -1.5 E-7 |

IV. Beam-Beam Non-Linearities

In this section, we specify the working tolerances which are intended to limit the strength of the beam-beam non-linearities. These are

1. Beam-beam $\Delta v \leq .005$.
2. Vertical orbit error at crossing points $\lesssim .05 \mathrm{~mm}$ (about $10 \%$ of beam size).
3. Vertical dispersion at crossing points

$$
Y_{p} \frac{\Delta p}{p}<1 \% \text { of beam size }
$$

4. Random $\Delta \beta_{y} / \beta_{y}$ at crossing points $\approx 1 \%$.
5. Periodicity of six is maintained.
6. Control of the working line so as to be able to avoid resonances.

For day one operation of ISABELLE, the periodicity of six is to be maintained. Operation with a lower periodicity may be considered afterward.

- There is some experience at the ISR that operation with lower periodicities, even a periodicity of 1 , is possible. However, it appears to this writer, that it is quite a different matter to suggest operation with a lower periodicity for a machine that is already working, than to suggest it for ISABELLE which will have much stronger non-linearities and whose operation has not been studied.

Present plans for first day operation of ISABELLE will probably not allow the correction of the errors in the vertical dispersion and of $\beta_{y}$ at the crossing points to the above tolerance. However, the capability to do so at a later date has been provided.

## V. Tune Modulations

According to our model for beam growth, any modulation of the $v$-value, $\nu_{x}, \nu_{y}$ with time is of concern. Sources of this modulation include intra-beam scattering, ${ }^{6}$ drift in the power supplies, and ripple in the power supplies. 7

Drift in the power supplies of the various correction coils and in the main power supply can cause the $v$-value to drift. The working tolerance in the amount the $v$-value can drift is assumed to be

$$
\Delta \nu \leq .001
$$

This appears to be the tolerance assumed at the ISR. 8 The working line in $\nu$-space is constrained to be between the resonances 22.60 and 22.67 and about. 01 from the coupling resonance. Part of the beam is usually about . 01 from some resonance. Thus, a drift of about .001 can move the beam appreciably closer to some resonance.

There are about 103 correction coil power supplies in each ring of ISABELLE. Power supply errors for each correction coil can cause the $\nu$-value to drift, and one has to chose the power suply accuracies of all these 103 power supplies so that the total $v$-drifts due to all of them, plus that due to the main power supply, does not exceed the working tolerance $\Delta \nu \leq .001$. Table II lists all the correction coil power supplies, the full scale accuracy of each power suply, and the peak $v$-drift caused by each power supply, and the total $v$-drift due to all the power supplies.

Ripple in the main power supply can cause a $\nu$ modulation with time. Experiments done at the $I S R$ indicate ${ }^{9}$ that a ripple $i n v$-value of $\Delta \nu \geq 1 \times 10^{-6}$ can cause appreciable increases in the background rate. The working tolerance assumed for the $v$-ripple is

$$
\Delta v \leq 1 \times 10^{-6}
$$

This leads to a required ripple for the main power supply of. $1 \times 10^{-7}$.

The requirements on the ripple of the correction coil power supplies is almost as severe as it is for the main power supply, primarily because there are many correction coil power supplies. The required ripple for earh correction coil power supply is also listed in Table II.

Table II. Accuracy requirements for the correction coil power supplies in order to limit $v$-drift and ripple.

|  | Correction Coil | Capacity Required At 400 GeV $\left(\mathrm{cm}^{-\mathrm{n}}\right)$ | Current <br> Required At 400 GeV <br> (A) | Power <br> Supply <br> Accuracy <br> At Full $\Delta$ Scale | $\begin{aligned} & v_{x} / 10^{-3} \\ & (\text { peak }) \end{aligned}$ | $\begin{gathered} \Delta v_{\mathrm{y}} / 10^{-3} \\ \text { (peak) } \end{gathered}$ | Ripple <br> 3 Factor <br> Required <br> (peak) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Quadrupole | $\mathrm{b}_{1, \mathrm{H}}$ | $3.0 \mathrm{E}-3$ | 129 | 50 E-6 | 0.265 | 0.041 | . 6 E-6 |
| Quadrupole | $\mathrm{b}_{1, \mathrm{~V}}$ | $3.0 \mathrm{E}-3$ | 129 | 50 E-6 | 0.047 | 0.262 | . 6 E-6 |
| Sextupole | $\mathrm{b}_{2, \mathrm{H}}$ | $6.0 \mathrm{E}-4$ | 170 | $10 \mathrm{E}-6$ | 0.262 | 0.086 | . 1 E-6 |
| Sextupole | $\mathrm{b}_{2, \mathrm{~V}}$ | $6.0 \mathrm{E}-4$ | 170 | 10 E-6 | 0.176 | 0.286 | . 1 E-6 |
| Octupole | $\mathrm{b}_{3, \mathrm{H}}$ | $8.0 \mathrm{E}-5$ | 154 | $25 \mathrm{E}-6$ | 0.294 | 0.097 | . 3 E-6 |
| Octupole | $\mathrm{b}_{3, \mathrm{~V}}$ | $8.0 \mathrm{E}-5$ | 154 | $25 \mathrm{E}-6$ | 0.147 | 0.225 | . 3 E-6 |
| Decapole | $\mathrm{b}_{4, \mathrm{H}}$ | $5.0 \mathrm{E}-6$ | 81 | $50 \mathrm{E}-6$ | 0.110 | 0.036 | . $6 \mathrm{E}-6$ |
| Decapole | $\mathrm{b}_{4, \mathrm{~V}}$ | $5.0 \mathrm{E}-6$ | 81 | $50 \mathrm{E}-6$ | 0.041 | 0.059 | . 6 E-6 |
| Duodecapole | $\mathrm{b}_{5, \mathrm{H}}$ | 1.5 E-6 | 99 | $125 \mathrm{E}-6$ | 0.092 | 0.016 | $1.0 \mathrm{E}-6$ |
| Duodecapole | $\mathrm{b}_{5, \mathrm{~V}}$ | 1.5 E-6 | 99 | $125 \mathrm{E}-6$ | 0.001 | 0.005 | $1.0 \mathrm{E}-6$ |
| Quadrupole | $\mathrm{b}_{1}$ (bypass I) | I) $9.0 \mathrm{E}-3$ | 300 | 15 E-6 | 0.326 | 0.353 | . 1 E-6 |
| Quadrupole | $\mathrm{b}_{1}$ (bypass I | II) ${ }^{9.0 \mathrm{E}-3}$ | 300 | $50 \mathrm{E}-6$ | 0.320 | 0.236 | . 6 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}$ (Q9) | $4.8 \mathrm{E}-3$ | 206 | 200 E-6 | 0.140 | 0.024 | $2.0 \mathrm{E}-6$ |
| Insertion Quad. | $\mathrm{b}_{1}(\mathrm{Q} 8)$ | $4.8 \mathrm{E}-3$ | 206 | 200 E-6 | 0.024 | 0.139 | 2.0 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}$ (Q7) | 4.8 E-3 | 206 | 200 E-6 | 0.137 | 0.025 | 2.0 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}$ (Q6) | $4.8 \mathrm{E}-3$ | 206 | 200 E-6 | 0.026 | 0.149 | 2.0 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}(\mathrm{Q} 5)$ | $4.8 \mathrm{E}-3$ | 206 | 200 E-6 | 0.155 | 0.017 | 2.0 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}(\mathrm{Q} 4)$ | $4.8 \mathrm{E}-3$ | 206 | 200 E-6 | 0.011 | 0.107 | 2.0 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}(\mathrm{Q} 2)$ | 4.8 E-3 | 206 | 200 E-6 | 0.446 | 0.321 | 2.0 E-6 |
| Insertion Quad. | $\mathrm{b}_{1}(\mathrm{Q} 1)$ | $4.8 \mathrm{E}-3$ | 206 | 200 E-6 | 0.184 | 0.618 | 2.0 E-6 |
| Skew Quad. | $\mathrm{a}_{1}(\mathrm{Q} 1)$ | $2.4 \mathrm{E}-3$ | 103(?) | 200 E-6 | -- | -- | --- |
| Dipole | $\mathrm{a}_{0}, \mathrm{~b}_{0}$ | 800 G | 100 | 200 E-6 | -- | -- | --- |
| Dipole | $a_{0}, b_{0}$ | 400 G | 50 | 200 E-6 | -- | -- | --- |

$$
\begin{aligned}
\text { Total } \Delta \nu_{x}(\text { peak }) & =0.88 \mathrm{E}-3 \\
\text { Total } \Delta \nu_{y}(\text { peak }) & =0.95 \mathrm{E}-3
\end{aligned}
$$

## VI. Experimental Devices for First Day Operation

An tmportant question is what should be the requirments for experimental devices, such as a spectrometer magnet at a crossing point, that is expected to be in place when the accelerator is first turned on. This problem is still being worked on at present. ${ }^{10}$ The following requirements are tentatively suggested.

1. Preserve periodicity. The beam-beam $\Delta v$ at the crossing point, where the experimental device is located, should be relatively unchanged. The periodicity is actually destroyed by random orbit errors and random $B$-variations which change the beam-beam $\Delta v$. The experimental device should change $\Delta u$ by an amount which is less than that due to the random errors which are not correctable; in ISABELLE, this is about $2 \%$ of the unperturbed $\Delta v$.
2. Beam-beam non-linear stop bands introduced by the experimental device should be less than those due to random errors, such as orbit errors, after the random errors have been corrected as well as possible.
3. Magnetic field non-1inear stop bands introduced by the experimental device should be less than those due to random magnetic field errors in the accelerator magnets.

After the accelerator has been operating and studied, a more severe perturbation by the experimental device may be considered.
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## I. INTRODUCTION

An attempt to compensate for the beam-beam effect was done on DCI but did not succeed in yielding higher performances.

The compensation scheme ${ }^{1}$ uses four beams stored in two rings having two common straight sections. A residual space charge force appears as a consequence of a non-perfect compensation if the companion beams are not well superposed.

The original aim was to keep the residual linear space charge force one order of magnitude below the corresponding usual beam-beam force in order to get ten times more current per beam for collision. This has been set up experimentally by proper adjustment of the two rings and by correcting the relative orbit displacement between the two rings within a fraction of $\sigma$ in both common straight sections.

As a reference for the four beam studies, preliminary experiments were performed with one ring or another. Strong increase of the transverse cross section is observed which becomes gradually less as the energy is increased. With four beams, up to the limit, there is no appreciable blow up, but the limit in terms of maximum current per beam is much smaller than in the $e^{+} e^{-}$case.

Each type of interaction shows discrete stable areas in the operating diagram ( $\nu_{X}, \nu_{Z}$ ) which seem to indicate a strong effect of non-linear resonances of relatively high order.

A few experiments were also performed with three beams in a strongweak configuration but it merely proved that the incoherent beam-beam limit was partially compensated and more work is required before any conclusion can be drawn.

The data which are presented here were obtained by the DCI study group with the constant help of the DCI operation group, and were recently compiled by M.P. Level and J. LeDuff. ${ }^{2}$

## II. MAIN CHARACTERISTICS OF DCI

The space charge compensation scheme is shown in Fig. I. It involves one bunch per beam according to the superperiodicity of 2 . The
main parameters are:

```
                    Ring Energy : . 6 to 1.85 GeV
                    Revolution Frequency : }3.169\textrm{MHz
    Envelope Function at Crossing : 詨}=\mp@subsup{\beta}{z}{*}=2\textrm{m
    Operating Point (linear coupling) : }\mp@subsup{v}{\textrm{x}}{}=2.8,\mp@subsup{\nu}{z}{}=1.
Transverse emittances (full coupling) 的mrad }=2.5\times1\mp@subsup{0}{}{-7}\mp@subsup{\textrm{E}}{}{2}(\textrm{GeV})
```

The residual space charge strength and compensation factor were originally defined as follows:

$$
\begin{aligned}
\xi_{\text {res }} & =\frac{\xi}{K} \\
K & =\left[\frac{\Delta I}{\mathrm{I}}+\left(\frac{\delta}{\sigma}\right)^{2}-1,\right.
\end{aligned}
$$

where $\Delta I$ and $\delta$, respectively, are the current imbalance and the orbit deviation between companion beams.

Conventional monitoring devices make $K \simeq 10$ possible.


Fig. 1. Space Charge Compensation Scheme
III. SUMMARY OF $e^{+} e^{-}$BEHAVIOR

Most of the experiments have been done with round beams (fully coupled). It is worth mentioning that this is a natural way of increasing the beam cross section and hence the maximum current and luminosity (on the basis of a constant $\xi_{\max }$ ). Such configurations were used successfully at $A C O$ and ADONE where enough vertical aperture was available. Apart from slight differences the two DCI rings behave similarly.

As a matter of fact, the luminosity does not vary like $\mathrm{I}^{2}$ at least above a certain threshold. This is shown in Fig. 2 where the dotted line represents the computed correction according to thelinear thin lens approximation. Fig. 3 shows the corresponding relative increase of the effective beam cross section and it becones more obvious that the linear thin lens correction cannot $\operatorname{explain}$ the $\mathrm{e}^{+} \mathrm{e}^{-}$behavior.


Fig. 2. Luminosity vs. current. --- linear thin lens approx.
... experimental points


Fig. 3. Beam cross section vs. current.
---- linear thin lens approx.

The increase of the transverse cross section may be described in terms of space charge strength versus current. In the present case with round equal beams one gets:

$$
\xi=\frac{\mathrm{r}_{\mathrm{e}} \mathrm{e} \beta_{\mathrm{o}}^{*}}{\gamma} \times \frac{\mathscr{L}}{\mathrm{I}}
$$

where $\beta_{0}^{*}$ is the unperturbed envelope function at the crossing. Fig. 4 shows that for a fixed tune the $\xi$ saturates before the limit is reached, the latter being defined as a bad lifetime for at least one of the two beams. Proper adjustment of the tune can increase this saturation level as can be seen on either Fig. 5 or Fig. 6, where $\xi_{\max }$ is plotted as a function of tune along the coupling resonance. As a secondary remark, let's mention that the maximum achievable $\xi$ in DCI was improved by approaching the integer from below.


Fig. 4. Space charge strength versus current.


Fig. 5. $\xi_{\text {max }}$ as a function of tune.


Fig. 6. $\xi_{\text {max }}$ as a function of tune.

An interesting fact which emerges from these two last plots, (Figs. $5 \& 6)$ is that $\xi_{\text {max }}$ goes linearly with the unperturbed tune until it hits a black hole. One has $\bar{v}+\xi_{\max }=$ cte where the "cte" appears to be very close to a rational number p/q. In the cases of Figs. 5 and 6 it is, respectively, $8 / 11,3 / 4$ and $9 / 11$ considering only the smaller numbers which give the right ratios.

The discrete behavior is also shown in Figs. 7 and 3.


Fig. 7. Stability diagram (Upper Ring) at 800 MeV .

Moreover, it is seen that at high currents close to the limit, the stable region can overlap the left non-1inear resonance and even go to the adjacent region, while at low stored current the stable area is much larger and stays in between two resonances. As a matter of fact, on DCI with a single stored beam the $1 / 4$ resonance is destructive while with two beams of high current the unperturbed tune can be brought on it without damage. Notice that in both cases the unperturbed tune is the one which affects the large amplitude oscillations, so the peculiar effect which has been
mentioned could be an effect of the large tune spread and of the modified particle distribution with two strong beams colliding.


Fig. 8. Stability area versus current.

Each ring has been optimized in the energy range. $8 \leq \mathrm{E} \leq 1.2 \mathrm{GeV}$, on the coupling resonance at least for two regions: $\bar{\nu}=.714$ and $\bar{\nu}=.800$. Fig. 9 shows that the maximum luminosity varies as $E^{2}$ while the corresponding bunch current varies as $E$. These scaling laws are compatible with a constant $\xi_{\max }$ and a constant maximum cross section at the limit in reasonable agreement with the vertical aperture limit.

The energy range explored is relatively small. However, above 1.2 GeV the vertical aperture does not permit any more work on the coupling resonance, which is why the high energy range was studied with flat beams.

Here again, as shown in Fig. 10, the discrete stability region appears but in a more complicated form where the non-linear coupling resonances seem to play a role. Region $M$, just below the coupling resonance gives the best results.


Fig. 9. Maximum luminosity and current versus energy.


Fig. 10. Stability diagram at: E = $1 \mathrm{GcV} ; \beta_{\mathrm{Z}}^{*}=1 \mathrm{~m}$.


Fig. 11. Beam cross section versus current for two different configurations.

Fig. 11 shows a blow up of the effective cross section at high currents which appears to be smaller as $\beta *$ is smaller. However, up to now the beam-beam limit with flat beams, at $E=1.56 \mathrm{GeV}$ has not been reached due to high current injection problems and the present $\xi$ is only . 015 corresponding to a 1 uminosity of $6.5 \times 10^{29}$ per ring.

## IV. STUDIES WITH FOUR BEAMS (COMPENSATED MODE)

VI. 1. Experimental Conditions and Optimization Procedure

In order to minimize the residual macroscopic space charge forces,
the following conditions were achieved for both rings:

- Orbit adjustment of both rings within . 1 mm for the C.M. and, correspondingly, . 05 mrd for $1 / 2$ crossing angle. (At $\mathrm{E}=.8$ $\mathrm{GeV}, \sigma=.6 \mathrm{~mm})$.
- Relative rf phase adjustment between rings within 100 ps. (At $\left..8 \mathrm{GeV}, \mathrm{V}_{\mathrm{rf}}=80 \mathrm{kV} ; \sigma_{\ell} / \mathrm{c}=400 \mathrm{ps}.\right)$.
Notice that the current fluctuations in the bending magnets as well as low frequency phase fluctuations lead to a vertical beam
separation of $\leq 50 \mu$ according to the finite dispersion function at crossings ( $\pm \eta_{2}^{*}$ ).

The following procedure has been used to optimize the four-beam interaction:

- Identity of the tunes for both rïngs. This is done with the help of auxilliary quadrupole coils.
- Orbit superposition at both crossings.
- Fine adjustment of tunes with beam colliding; search for stable area.
- Fine adjustment of the closed orbit of one ring with respect to the other one, in both common straights, with colliding beams; search for stable area.
Here again the luminosity and the specific luminosity measurements are of considerable interest. All adjustments together lead to a theoretical compensation factor of the order of 10 .
IV. 2. Four-Beam Interaction as a Function of Current

The experiment was performed at the energy $E=.8 \mathrm{GeV}$ with fullycoupled round beams. With a fixed tune $\bar{\nu}=.725$ halfway between two non-linear resonances which happen to be destructive in the $\mathrm{e}^{+} \mathrm{e}^{-}$case, it was soon observed that the four-beam interaction had a current limit smaller than the two-beam case. However, no increase of the transverse cross section is observed up to this limit, while for the same current per bunch, the $e^{+} e^{-}$case shows an enlargement by a factor of 1.6. This behavior is shown in Fig. 12 where $\xi$ always represents the space charge strength of each equal bunch colliding. The maximum $\xi$ in the four-beam case is . 024 while it saturates at .018 in the two-beam case. As seen earlier, the two-beam case can be improved with a better choice for the tune. It will be shown next that this is not true with four beams.

It is worth noticing that even if the space charge compensation is effective over a small fraction of current it does not help in obtaining more luminosity.

Emphasis can be put also on the fact that the four-beam 1imit occurs where the two-beam case starts saturating.


Fig. 12. Comparison between four beams and two beams: $\xi$ versus current at $\mathrm{E}=800 \mathrm{MeV}$ and $\bar{\nu}=.725$

## IV. 3. Stable Regions with Four Beams

With four beams interacting the operating diagram has been systematically investigated on and out of the coupling resonance. In all cases discrete stability areas are found which again seems to result from non-linear resonances with, however, the inconvenience of being smaller than with only two beams. (See Fig. 13).

The stable areas which are seen along the coupling resonance now seem to be located more or less halfway from non-1inear resonances which previously appeared to be destructive with two $e^{+} e^{-}$beams also. Quantitatively considering both extremities of each stable area along the coupling resonance, one can roughly say that:

$$
\bar{v} \pm \xi \simeq \mathrm{p} / \mathrm{q},
$$

which shows again that the $\xi$ value does matter, but not its multiples nor the residual $\xi_{\text {res }}$. It's difficult to perceive any difference in current limit for all the discrete stable zones along the


Fig. 13. Stability diagram with four beams and two crossing points at 800 MeV .
coupling resonance.
Again, the flat beam case seems to involve non-linear resonances and leads to a more complicated qualititative analysis.

Non-linear resonance effects could be expected from the following mechanisms: a) Non-Perfect Compensation. The residual linear space charge force decreases as the compensation factor goes up. This is true also for the residual non-linear forces. However, the multipole content of this non-linear part is different from the one which occurs in the two-beam case, unless these two beams are slightly separated which experimentally appears to be more dangerous. Even so it is hardly believable that the current limit with four beams should be lower than with two beams. 2) Perfect Compensation. Collective coherent oscillations can be driven by non-1inear resonances if Landau damping (tune spread) is not effective. If so, one would expect the dipole mode to be the most dangerous one as the
corresponding reactive component is higher. That should satisfy the following relation:

$$
\bar{v} \pm 2 \mathrm{k} \xi \simeq \mathrm{p} / \mathrm{q}
$$

where $k$ is the number of crossing points. Experimental results are more in favor of $\xi$ and not a multiple of $\xi$.

Higher-order-density oscillations are expected also with four beams which become unstable very close to a rational number $p / q^{3}$. In this model the proximity of the integer is very important which, in fact, means that the linear component gives the major contribution. The non-linear stop band does not vary rapidly with current. As in the previous model the number of crossing is a fundamental parameter. This model would predict as much performance as the hardware could handle anyway (according to the very simple approach based on the residual space charge strength). However, as it appeared to be the major candidate, some more systematic work has been performed, at least to see how far the qualitative agreement applied. This is the object of the following section.
IV. 4. Four-Beam Stability as a Function of Tune-per-Crossing

From the "collective instability model" the expectation is listed in the table below ${ }^{4}$, where the first case is the one which has been considered up to now.

Table 1.

| $\begin{gathered} \text { Operating } \\ \nu_{\mathrm{x}} \end{gathered}$ | Point $v_{z}$ | Number of Crossings | $v /$ Crossing | $\left(\xi_{\text {max }}\right)$ Theory |
| :---: | :---: | :---: | :---: | :---: |
| 3.73 | 1.73 | 2 | . 87 | . 075 |
| 3.73 | 1.73 | 1 | . 73 | . 15 |
| 4.80 | 2.80 | 2 | . 40 | . 22 |

The second case is easily obtained by separating the beams vertically at one interaction region. Fig. 14 does not show any appreciable difference as compared to Fig. 13. Notice that from the resonance point of view 7 th order remains while 8 th has now become 4 th
order. Apparently, the beams do not perceive any differences, the limits being roughly the same.


Fig. 14. Stability diagram with four beams and one crossing point at 800 MeV .

The third case corresponds to the initial design operating point of DCI which, however, gave less enthusiasm when it was found that it was impossible to inject there with sextupoles on. According to the small performance that can be obtained with four beams, it has been possible to switch off these sextupoles. A preliminary check showed that the sextupole does not change the stability conditions of the four beams. Moreover, no appreciable difference was found according to the previous cases.

Figs. 15 and 16 show that with four beams the stable area is considerably reduced as compared to two beams only, with the same current per bunch. It becomes more obvious that the four-beam case yields the reverse of what was expected. Finally, neither a transverse feedback nor a detuning of both rings improved the four-beam
case.


Fig. 15. Stability diagram with four beams ( $I_{\text {bunch }}=2 \mathrm{~mA}$ ) at $\nu_{\mathrm{x}}=4.8, \nu_{\mathrm{z}}=2.8$ with two crossing points. $\mathrm{E}=800 \mathrm{MeV}$.


Fig. 16. Stability diagram with two beams ( $I_{\text {bunch }}=2 \mathrm{~mA}$ ) at $\nu_{\mathrm{x}}=4.8, \nu_{\mathrm{z}}=2.8$ with two crossing points. $\mathrm{E}=800 \mathrm{MeV}$.

## V. THREE-BEAM BEHAVIOR

Experiments with three beams have been done in the strong-weak configuration where a small test beam collides with two strong companion beams. This is a simple way of checking the compensation of the incoherent beam-beam effect.

The test beam was made small enough to not perturb each companion beam, but strong enough to enable luminosity measurements.

The study has been done at $E=800 \mathrm{MeV}$ and the main results are summarized in the table below:

Table 2.


Whatever sign the test beam is and its location in one of the rings, the interaction is stable when the global sign of the unbalanced companion beams is opposite to the test beam's sign. Otherwise, the interaction is unstable.

Stability here means that no enlargement of the test beam is observable when increasing the strong beam currents. Fig. 17 shows that companion beam intensities up to 55 mA have been achieved with stable configuration while with two beams there is an enlargement factor of 2.5 at 25 mA only. In the unstable case, companion beam intensities of the same order of magnitude as in the stable case have been achieved, but the increase of the effective cross section was considerable above 20 mA . Moveover, there was a visible perturbation of the strong beams. For this reason, it is very difficult to talk about compensation of the incoherent effect rather than stability of coupled bunch modes.

The three-beam experiments were done at a fixed tune, and the stable areas were not investigated in that case.

An attempt to detune the two rings did not succeed in obtaining more stability. However, a proper detuning should include also electric quadrupoles in both rings.


Fig. 17. Beam cross section versus current. Comparison between types of interaction.
vi. COMMENTS AND CONCLUSION

The main fact that comes out of the two-beam experiments on the coupling resonance is the increase of the effective cross section versus current and the corresponding saturation of $\xi$. A diffusion-1ike process (Refs. 5, 6, 7, 8, 9) with a threshold would be a good candidate although the effect of the number of crossings could not be checked. The peculiar dependences of the maximum current and luminosity agree very well with a constant maximum beam cross section that remains Gaussian and fills the vertical aperture. Correspondingly, one gets a constant $\xi_{\text {max }}$, at least over the small energy range considered, which is not in contradiction with a diffusion model for which the $\xi$ value at the threshold would make more sense. The flat beam case remains to be studied more systematically also
as one may expect beam shape distortion close to the limit, leading then to a maximum $\xi$ value that may depend on the energy as observed with other machines. Here notice that the calculation of $\xi$ from luminosity and current measurements is more cautious.

The four-beam behavior definitively kills the simpleminded understanding of the beam-beam effect directly related to the incoherent macroscopic space charge force, linear or even non-linear. There a good candidate appeared to be the collective coherent effect, although present theories look very optimistic and never predicted the present lack of success. Notice that a transverse dipole feedback as well as a detuning of the two rings did not help.

It would be very interesting to know if four-beam and three-beam experiments could help our understanding of two-beam behavior. The tool exists, it would be worth using.
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## BEAM-BEAM PHENOMENOLOGY
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## Introduction

In colliding beam storage rings the beam collision regions are generally so short that the beam-bearn interaction can be considered as a series of evenly spaced non-linear kicks superimposed on otherwise stable linear oscillations. Most of the numerical studies on computers were carried out in just this manner. But for some reason this model has not been extensively employed in analytical studies. This is perhaps because all analytical work has so far been done by mathematicians pursuing general transcendental features of non-linear mechanics for whom this specific model of the specific system of colliding beams is too parochial and too repugnantly physical. Be that as it may, this model is of direct interest to accelerator physicists and is amenable to (1) further simplification, (2) physical approximation, and (3) solution by analogy to known phenomena.

We define the simplified system as follows:
(A) head-on collisions of 2 beam bunches at regular intervals, say, once per revolution.
(B) the weak/strong case in which the strong beain is not affected by collisions with the weak beam. Thus, we have in effect, a single particle colliding with a beam bunch..
(C) The strong beam bunch is short compared to the betatron

[^3]wave length of the colliding particle so that it can be approximated by a $\delta$-function in the longitudinal coordinate $s$.
(D) Close encounters between particles are negligible, hence the beam-beam force is given by a potential. Moreover, since the strong beam is not affected by the colliding particle, the potential is static. The potential depends on the transverse distribution of the beam bunch and can also be approximated by a $\delta$-function in $s$.

## Nature of the Beam-Beam Forces

(A) Extremely non-linear

To get a rough idea of the degree of non-linearity consider a simple round beam with current. I. "Outside" the beam at radial location $r$ the magnetic field is

$$
\begin{equation*}
B=\frac{2 I}{r} \tag{1}
\end{equation*}
$$

The conventional non-linear field coefficients are

$$
\begin{equation*}
b_{n} \equiv \frac{1}{n!} \frac{1}{B_{0}} \frac{d^{n} B}{d r^{n}}=(-1)^{n} \frac{2 I}{B_{0} r^{n+1}}=(-1)^{n} \frac{B}{B_{0}} \frac{1}{r^{n}} \tag{2}
\end{equation*}
$$

where $B_{o}$ is the external dipole bending field. For colliding beams the electric and the magnetic forces add, and the non-linear force coefficients are, therefore, approximately $2 b_{n}$. Taking normal values:

$$
\begin{aligned}
& I \sim \text { amperes } \\
& I \sim \text { millimeters } \\
& B_{0} \sim \text { teslas }
\end{aligned}
$$

one gets

$$
\begin{equation*}
\left|b_{n}\right| \sim 10^{-4} r^{-n} \tag{3}
\end{equation*}
$$

This shows that when expressed in units of $[r]^{-n}$ the numerical values of $b_{n}$ are independent of $n$, but in bigger units, say $\mathrm{cm}^{-\mathrm{n}}$, the numerical
values of $b_{n}$ increase rapidly with $n$. This should be compared to the non-linearities arising from errors in the external guide field. Even for the rather poor superconducting dipoles the error non-linear field coefficients fall off rather sharply with increasing $n$ when expressed in units of $\mathrm{cm}^{-\mathrm{n}}$.
(B) Non-linear forces are localized to "surface" of beam. The external error non-linear fields are largest at the coil aperture boundary and decrease rapidly toward the center where the beam resides. The non-linear beam-beam forces behave, however, just in the opposite way. They are largest at the "surface" of the beam and decrease sharply toward the aperture boundary. Hence the beam-beam forces affect the beams much more strongly.
(C) The force potential is periodic in $s$ but very rich in harmonics.

Indeed, if the potential is truly a $\delta$-function of $s$ it will have a "white" harmonic spectrum, i.e. equal harmonic content all the way up to infinite order. Measure of Beam-Beam Effects

Although many parameters are required to specify the density distribution of the beam bunch and the dynamics of the particle, for simple beam bunch distributions the effects of the beam-beam forces on the colliding particle can be specified by only a few combinations of these parameters. Let us take a bi-Gaussian beam distribution.

$$
\begin{equation*}
\rho=\frac{N}{2 \pi \sigma_{x}^{\sigma_{y}}} \delta(s) \exp \left(-\frac{x^{2}}{2 \sigma_{x}^{2}}-\frac{y^{2}}{2 \sigma_{Y}^{2}}\right) \tag{4}
\end{equation*}
$$

where $s$ is periodic with the periodicity of the ring circunference. The force potential is, then ${ }^{1}$

$$
\begin{align*}
V(x, y) & =\frac{r_{0}^{N}}{\gamma} \int_{0}^{\infty} d t \frac{1-\exp \left[-\frac{x^{2}}{2\left(\sigma_{x}^{2}+t\right)}-\frac{y^{2}}{2\left(\sigma_{y}^{2}+t\right)}\right]}{\sqrt{\left(\sigma_{x}^{2}+t\right)\left(\sigma_{y}^{2}+t\right)}} \\
& =\frac{r_{0} N}{\gamma} \int_{0}^{\infty} d\left(\frac{t}{\sigma_{x}^{\sigma_{y}}}\right) G\left(\frac{x^{2}}{\sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)} \cdot \frac{y^{2}}{\sigma_{y}^{\left(\sigma_{x}+\sigma_{y}\right)}} ; \left.\frac{t}{\sigma_{x} \sigma_{y}} \right\rvert\, \frac{\sigma_{y}}{\sigma_{x}}\right) \\
& =\frac{r_{0} N}{\gamma} F\left(\left.\frac{x^{2}}{\sigma_{x}^{\left(\sigma_{x}+\sigma_{y}\right)}} \cdot \frac{y^{2}}{\sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)} \right\rvert\, \frac{\sigma_{y}}{\sigma_{x}}\right) \tag{5}
\end{align*}
$$

where in the last expressions the parametric dependence on $\sigma_{y} / \sigma_{x}$ is explictly indicated. The Hamiltonian for the motion of the particle is

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+K_{x} x^{2}\right)+\frac{1}{2}\left(p_{y}^{2}+K_{y} y^{2}\right)+V(x, y) \delta(s) \tag{6}
\end{equation*}
$$

The usual canonical transformation to action-angle variables, namely

$$
\left\{\begin{array}{l}
x=\sqrt{2 \beta_{x}^{J} x} \cos \phi x \\
\left.p_{x}=-\sqrt{\frac{2 J x}{\beta_{x}}} \left\lvert\, \sin \phi_{x}-\frac{\beta_{x}^{\prime}}{2} \cos \phi_{x}\right.\right)
\end{array}\right.
$$

(similar for y )
and $\theta=\frac{S}{R}$ with $2 \pi R=$ circumference, gives the transformed Hamiltonian

$$
\begin{equation*}
K=v_{x} J_{x}+v_{y} J_{y}+\frac{r_{0}^{N}}{\gamma} F\left(\frac{\beta_{x} J_{x} \cos ^{2} \phi_{x}}{\left.\sigma_{x} \sigma_{x}+\sigma_{y}\right)}, \left.\frac{\beta_{y} J_{y} \cos ^{2} \phi_{y}}{\sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)} \right\rvert\, \frac{\sigma_{y}}{\sigma_{x}}\right) \delta(\theta) \tag{7}
\end{equation*}
$$

Defining the scaled action variables

$$
J_{x} \equiv \frac{\beta_{x}^{J} x}{\sigma_{x}\left(\sigma_{x}^{\left.+\sigma_{y}\right)}\right.}, \quad J_{y} \equiv \frac{\beta_{y}^{J} y}{\sigma_{y}\left(\sigma_{x}^{\left.+\sigma_{y}\right)}\right.}
$$

we can write the canonical equations for $K$ as

$$
\left\{\begin{array}{l}
\frac{d \phi_{x}}{d \theta}=\frac{\partial K}{\partial J_{x}}=\nu_{x}-\frac{r_{0} N \beta_{x}}{\gamma \sigma_{x}\left(\sigma_{x}+\sigma_{Y}\right)} \frac{\partial F}{\partial J_{x}} \delta(\theta)=\nu_{x}-2 \pi \xi_{x} \frac{\partial F}{\partial J_{x}} \delta(\theta)  \tag{8}\\
\\
\frac{d J_{x}}{d \theta}=-\frac{\beta_{x}}{\sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)} \frac{\partial K}{\partial \phi_{x}}=\frac{r_{0} N \beta_{x}}{\gamma \sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)} \frac{\partial F}{\partial \phi_{x}} \delta(\theta)=2 \pi \xi_{x} \frac{\partial F}{\partial \phi_{x}} \delta(\theta)
\end{array}\right.
$$

(similar for y ).
Thus, we see that the motion is uniquely characterized by the five parameters

$$
\begin{align*}
& \nu_{x}, \quad \xi_{x}=\frac{1}{2 \pi} \frac{r_{0} N \beta_{x}}{\gamma \sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)}, \\
& \nu_{y}, \quad \xi_{y}=\frac{1}{2 \pi} \frac{r_{0}^{N \beta} y}{\gamma \sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)} \tag{9}
\end{align*}
$$

Furthermore, we can make the following observations
(a) To the lowest order in $x$ and $y$ or $J_{x}$ and $J_{y}$ we have

$$
\begin{equation*}
F=2 J_{X} \cos ^{2} \phi_{X}+2 J Y \cos ^{2} \phi_{Y} \tag{10}
\end{equation*}
$$

and hence the first equation of Eqs. (8) becomes

$$
\begin{equation*}
\frac{d \phi_{x}}{d \theta}=v_{x}-2 \pi \xi_{x}\left(2 \cos ^{2} \phi_{x}\right) \delta(\theta) \tag{11}
\end{equation*}
$$

Since the average value of $2 \cos ^{2} \phi_{x}$ is unity we see that to this order $\xi_{X}$ is just the tune shift.
(b) The betatron wave numbers (tunes) $v_{X}$ and $v_{Y}$ enter only to relate the phases of the kicks given by $V(x, y) \delta(s)$ in the Hamiltonian (6). If the kicks are random (We shall discuss later what random means here.) $v_{x}$ and $v_{y}$ become irrelevant in so far as the overall
characteristics of the motion is concerned.
(c) If there are more than one collision points around the ring and the perturbing kicks at these collision points are random the tune advances between collisions are again irrelevant and the beambeam effects can be measured by $\left\langle\xi_{x}\right\rangle$ and $\left\langle\xi_{y}\right\rangle$ averaged over all the . collision points.
(d) The maximum tolerable beam-beam effects are generally reached when one of the two tune-shifts $\xi_{X}$ and $\xi_{Y}$ reaches its limiting value. Hence if one is only interested in the beam-beam limits the parameter $\sigma_{y} / \sigma_{x}$ is irrelevant and only one of the two values $\xi_{x}$ and $\xi_{y}$ is crucial.

## Semi-Quantitative Eeatures of the Beam-Beam Effect

We consider only the equation for one degree-of-freedom $x$,

$$
\begin{equation*}
\frac{d^{2} x}{d s^{2}}+K(s) x=-\frac{d V(x)}{d x} \delta(s) \tag{12}
\end{equation*}
$$

where the independent variable $s$ is periodic with a period equal to the ring circumference. The following observations are important.
(A) Unperturbed ( $\frac{d V}{d x}=0$ ) oscillation is linear and long-time stable. Hence accelerators are built to be "linear". Non-linearity can arise from imperfections in design and construction, and from beam-beam interactions. As was seen above, the latter is much larger and is unavoidable in principle. The beam-beam forces impart "kicks" on the colliding particle equal to

$$
\begin{equation*}
\Delta x_{i}^{\prime}=-\frac{d v\left(x_{i}\right)}{d x_{i}} \tag{13}
\end{equation*}
$$

on the $i^{\text {th }}$ revolution.
(B) If the kicks $\Delta x_{i}^{\prime}$ are random the oscillation amplitude will grow. The increment of the Courant-Synder invariant ${ }^{2} W \equiv \gamma x^{2}+2 \alpha x x^{\prime}+\beta x^{-2}$ caused by all the $\Delta x_{i}^{\prime}$ is

$$
\begin{equation*}
\Delta W=\sum_{i}\left[2\left(\alpha x_{i}+\beta x_{i}^{\prime}\right) \Delta x_{i}^{\prime}+\beta\left(\Delta x_{i}^{\prime}\right)^{2}\right]=n \beta\left(\Delta x^{\prime}\right)_{r m s}^{2} \tag{14}
\end{equation*}
$$

Where the terms linear in $\Delta \mathrm{X}_{\mathbf{i}}$ sum to zero for random $\Delta \mathrm{x}_{\hat{i}}$ and where $n$ is the total number of kicks received. The corresponding increment in amplitude $A$ is given by

$$
\begin{equation*}
\Delta\left(A^{2}\right)=\beta \Delta W=n \beta^{2}\left(\Delta x^{\prime}\right)_{\mathrm{rms}}^{2} \tag{15}
\end{equation*}
$$

The values assumed for Eq. (3) gives a magnetic field on the "surface" of the beam of $\sim 1$ gauss. With a beam bunch length of, say, $10^{-1} \mathrm{~m}$ and a particle rigidity of $10^{-6}$ gauss-meter ( $\sim 30 \mathrm{GeV}$ proton) we get

$$
\begin{equation*}
\left(\Delta x^{\prime}\right)_{\mathrm{rms}} \sim \frac{(1 \text { gauss })\left(10^{-1} \mathrm{~m}\right)}{10^{6} \text { gauss }-\mathrm{m}}=10^{-7} \tag{16}
\end{equation*}
$$

Taking a typical value of $B=10 \mathrm{~m}=10^{4} \mathrm{~mm}$ we get

$$
\begin{equation*}
\Delta\left(A^{2}\right)=10^{-6} \mathrm{n} \mathrm{~mm} \tag{17}
\end{equation*}
$$

Thus it takes only $5 \times 10^{6}$ kicks to increase A from 2 mm to 3 mm which is very rapid indeed. This is why a beam transport line with a lengtl equivalent to more than $10^{7} \mathrm{kicks}$ of this magnitude (not very long compared to the distance travelled by a particle in a storage ring) can not possibly work.
(C) If the kicks are periodic all evils are concentrated into resonances. On resonance, $\Delta x_{i}^{\prime}$ add coherently and $A$ grows proportional to $n$. Off resonance, $\Delta x_{i}$ cancell. systematically to give zero amplitude growth.
(D) For perturbations arising from external field errors only low order non-linearities are sizeable. Therefore only low order resonances are excited in appreciable strength. As long as these
resonances are avoided the amplitude growth should be negligible. The drop-off of high order non-linearity is a general characteristic of all fields generated by charges and currents outside the aperture and is a consequence of the vacuum Maxwell equations. This discussion shows also that the resonance expansion is useful only when the resonances excited are limited to low orders.
(E) When the perturbations arise from the field generated by a beam bunch through which the colliding particle travels, the nonlinearity and the harmonics of the forces extend to extremely high orders. The tune-space is covered dense (density of rational numbers) by resonances and the unperturbed tune $\nu_{0}$ sits in a continuum of high order resonances even when all strong low order resonances are avoided. This means that the part of $\Delta x_{i}$ which contributes to the continum of resonances in the neighborhood (within the "line width") of $v_{0}$ appears to be random, the corresponding part of the motion is ergodic, and the oscillation amplitude grows. This is similar to the statement that a signal which is random in the time domain has a continuous "white" spectrum in the frequency domain. The "natural line width" is rather small, but since $v_{o}$ is always wobbled by some random noises in the external field, with this $v_{0}$-wobble included the "total line width" could be substantial.

[^4](F) Following the reasonings given above and using the bi-Gaussian potential, Eq. (5), we can derive a semi-quantitative formula for the amplitude growth. Putting $\sigma_{x}=\sigma_{y} \equiv \sigma$ (round beam) and $y=0$ in Eq. (5) we get
\[

$$
\begin{align*}
V(x) & =\frac{r_{0} N}{\gamma} \int_{0}^{\infty} d t \frac{1-\exp \left[\frac{-x^{2}}{2\left(t+\sigma^{2}\right)}\right]}{t+\sigma^{2}} \\
& =\frac{r_{0} N}{\gamma} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{2^{n}(n+1)!} \frac{1}{2(n+1)}\left(\frac{x^{2}}{\sigma^{2}}\right)^{n+1} \tag{18}
\end{align*}
$$
\]

and

$$
\begin{equation*}
\Delta x^{\prime}=-\frac{d V}{d x}=\frac{r_{0} N}{\gamma \sigma^{2}}\left[\sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{2^{n}(n+1)!}\left(\frac{x^{2}}{\sigma^{2}}\right)^{n}\right] x . \tag{19}
\end{equation*}
$$

If only resonances of order $m$ (a large integer) and above can fall inside the $\nu_{o}$ line-width, the random part of $\Delta x^{\prime}$ contains only terms with $n>m$. Thus, in the expression for $\left(\Delta x^{\prime}\right)$ rms the sumation should only be from $m$ to $\infty$. The amplitude growth is, then, given by Eq. (14) to be

$$
\begin{equation*}
\frac{d W}{d t}=f B\left(\Delta x^{-}\right)_{r m s}^{2}=8 \pi^{2} f \xi^{2}\left[\sum_{n=m}^{\infty} \frac{(-1)^{n+1}}{(n+1)!}\left(\frac{W}{\varepsilon / \pi}\right)^{n}\right]^{2} W \tag{20}
\end{equation*}
$$

where we have used the relations

$$
\begin{aligned}
& \xi \equiv \frac{1}{4 \pi} \frac{r_{0}^{N \beta}}{\gamma \sigma^{2}} \\
& \left(\left.\frac{x^{2}}{B}\right|_{\text {rms }}-\frac{W}{2}\right. \\
& \frac{4 \pi \sigma^{2}}{\beta}=\varepsilon=\text { emittance of beam }
\end{aligned}
$$

and
$f=\frac{d n}{d t}=$ rate of collision between particle and beam bunch.
Generally, the first term in the summation is the largest and we have approximately

$$
\begin{equation*}
\frac{d W}{d t}=k f \xi^{2}\left(\frac{W}{\varepsilon / \pi}\right)^{2 m} W, \quad k \equiv 2\left[\frac{2 \pi}{(m+1)!}\right]^{2} \tag{21}
\end{equation*}
$$

Two comments are useful.
(1) The line-width cannot be derived from this crude model. Thus, m must be considered an adjustable parameter. Furthermore, depending on how much reliance one puts on the measured beam emittance $\varepsilon$ and on the validity of the approximations, it may be well to consider $k$ also as an adjustable parameter.
(2) Larger line-width corresponds to lower $m$, hence larger $k$ and larger dW/dt. Thus, the effect of external noise in increasing diw/dt is magnified by the non-linear beam-beam forces through a widening of the line-width.

## Comparison of Different Systems

(A) According to the beam and collision geometry
(1) Continuous beams
(a) Crossing at an angle - Kicks are one dimensional (only in direction perpendicular to the crossing plane), hence the motion should be relatively stable.
(b) Colliding head-on - Kicks are two dimensional, hence the motion is expected to be more unstable.
(2) Long bunched beams - The force potential is identical to that of the corresponding case of continuous beams except at the ends of the beam bunches which constitute only a negligible part of the long bunches. The synchrotron motion of particles in the beam bunch will, however, enhance the instability. This can be understood
simply by noting that the number of resonances is increased by the synchro-betatron side-bands and the continuum of resonances is therefore much denser than without the synchro-betatron resonances.

- (3) Short bunched beams - If the length of the beam bunches is comparable to their widths the kicks from the beam-beam forces are three dimensional whether the beams are crossing at an angle or colliding head-on. This plus the synchrotron oscillation will make this the most unstable geometry.
(B) According to the particle type
(1) Electrons (positrons)

At the present storage ring energies the synchrotron radiation from these particles is sizeable. The synchrotron radiation produces two major effects on the particle oscillations: (i) damping and (ii) quantum fluctuation which acts as random kicks to blow up the oscillation. In terms of the Courant-Snyder invariant $w$ defined in Eq. (14) we can write

$$
\begin{equation*}
\frac{d W}{d t}=Q-\frac{W}{\tau} \tag{22}
\end{equation*}
$$

where $Q(>0)$ is the blowup due to quantum fluctuation and $\tau$ is the damping time due to synchrotron radiation. With some modification and reinterpretation the beam-beam effect can be obtained from Eq. (19). The electron beams are not round but flat ribbons with $\sigma_{x} \gg \sigma_{y}$, hence the yertical ( $y$ ) effect is larger and gives the limitations. We first rewrite Eq. (19) as

$$
\begin{align*}
\Delta y^{\prime} & =\frac{r_{0}^{N}}{\gamma \sigma_{y}\left(\sigma_{x}^{\left.+\sigma_{y}\right)}\right.}\left(\sigma_{x}+\sigma_{y}\right) \sum_{n=0}^{\infty} \frac{(-1)^{n+1}}{2^{n}(n+1)!}\left(\frac{y^{2}}{\sigma_{y}^{2}}\right)^{n+\frac{1}{2}} \\
& \cong \frac{2 \pi \xi_{y}}{\beta_{y}} \sigma_{x} \sum_{n=0}^{\infty} \frac{(-1)^{n+1} \sqrt{2}}{(n+1)!}\left(\frac{y^{2}}{2 \sigma_{y}^{2}}\right)^{n+\frac{1}{2}} . \tag{23}
\end{align*}
$$

Eq. (20) then becomes

$$
\begin{equation*}
\frac{d W}{d t}=f B\left(\Delta Y^{\prime}\right)_{r m s}^{2}=8 \pi^{2} f \xi^{2}\left(\frac{\sigma_{x}^{2}}{\beta}\right)\left[\sum_{n=m}^{\infty} \frac{(-1)^{n+1}}{(n+1)!}\left|\frac{W}{\varepsilon / \pi}\right|^{n+\frac{1}{2}}\right]^{2} \tag{24}
\end{equation*}
$$

where the subscript $y$ is omitted. Again, taking only the largest term $n=m$ in the summation we get

$$
\begin{equation*}
\frac{d W}{d t}=k f \xi^{2}\left(\frac{\sigma_{x}^{2}}{\beta}\right)\left(\frac{W}{\varepsilon / \pi}\right)^{2 m+1}, \quad k=2\left[\frac{2 \pi}{(m+1)!}\right]^{2} \tag{25}
\end{equation*}
$$

In addition to the beam-beam effect we can also add an external noise term P. Altogether Eq. (22) is modified to

$$
\begin{equation*}
\frac{d W}{d t}=P+Q-\frac{W}{\tau}+k f \xi^{2}\left(\frac{\sigma_{x}^{2}}{\beta}\right)\left(\frac{W}{\varepsilon / \pi}\right)^{2 m+1} \tag{26}
\end{equation*}
$$

The maximum tune shift $\xi_{\max }$ that can be obtained is given by the condition $\frac{d W}{d t}=0$ at a value of $W$ of the order of and proportional to $\varepsilon / \pi$, since the two beams are approximately equal in height. This gives

$$
\begin{equation*}
\mathrm{kf} \xi_{\max }^{2}\left(\frac{\sigma_{x}^{2}}{\beta}\right)\left(\frac{W}{\varepsilon / \pi}\right)^{2 \mathrm{~m}+1}=\frac{W}{\tau}-Q-\mathrm{P} \tag{27}
\end{equation*}
$$

This leads immediately to the energy (E) dependence of $\xi_{\text {max }}$ because we have

$$
\begin{array}{ll}
W \propto \varepsilon / \pi \propto E^{2}, & \text { hence } \frac{W}{\varepsilon / \pi} \propto E^{0} ; \\
\frac{1}{\tau} \propto E^{3}, & \text { hence } \frac{W}{\tau} \propto E^{5}, \\
Q \propto E^{5}, \text { coupled over from horizontal; } \\
\sigma_{X} \propto E^{0}, \text { because } \sigma_{X} \text { is likely aperture limited, and } \\
P \propto E^{O} .
\end{array}
$$

The energy dependence of $\xi_{\max }$ can, thus, be

$$
\begin{equation*}
\xi_{\max }=\left(a E^{5}-b\right)^{\frac{1}{2}} \tag{28}
\end{equation*}
$$

In actuality the measured data from $\operatorname{SPEAR}^{3}$ can be fitted quite well with $b=0$, i.e. no external noise. Fig. 1 shows the fit with

$$
\begin{equation*}
\xi_{\max }=0.01 \mathrm{E}^{\frac{5}{2}} \quad(\mathrm{E} \text { in } \mathrm{GeV}) \tag{29}
\end{equation*}
$$

The energy dependence of the maximum luminosity $L_{\max }$ is related to that of $\xi_{\max }^{2}$ by ${ }^{4}$

$$
\begin{equation*}
I_{\max }<E^{2} \xi_{\max }^{2} \propto E^{7} . \tag{30}
\end{equation*}
$$

Figure 2 shows the fit to SPEAR data with

$$
\begin{equation*}
I_{\max }=0.03 \mathrm{E}^{7} \quad(\mathrm{E} \text { in } \mathrm{GeV}) \tag{31}
\end{equation*}
$$

(2) Protons (antiprotons)

For p:esent storage rings at energies less than tens of $T e V$ the synchrotron radiation for these particles is negligible and the amplitude (or $W$ ) growth equation is given by Eq. (21) for round beams to be

$$
\begin{equation*}
\frac{d W}{d t}=P+k f \xi^{2}\left(\frac{W}{\varepsilon / \pi}\right)^{2 m} W \tag{32}
\end{equation*}
$$

Several conclusions can be drawn from this equation.
(a) With all terms positive on the right-hand-side there cannot be any threshold behavior as in the case of electrons. The beam growth rate will simply increase with increasing $\xi$.
(b) If the beam growth rate is measured by the beam loss on a collimator aperture, the collimator has to be fitted
rather tightly around the beams. As was stated at the beginning, the non-linear beam-beam forces are localized to the "surface" of the beam and fall off rapidly going away from the beam.
(c) Unlike electron beams, proton (antiproton) beams generally do not have Gaussian transverse density distributions. The distribution tends to be more squarish and more truncated. Nevertheless, the qualitative or perhaps even the semi-quantitative features of the development given above should still be valid.
(d) Eq. (32) indicates a beam growth rate proportional to $\xi^{2}$. The same quadratic dependence in Eq. (27) led to the fit shown in Eq. (29). Experiments by Keil ${ }^{5}$ and Zotter ${ }^{6}$ on the CERN-ISR seem, however, to indicate an exponential dependence. This discrepancy must be resolved.
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Fig. 2. Maximum luminosity versus energy in SPEAR.
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## ABSTRACT


#### Abstract

The filamentation instability of the electron and positron colliding beams in a storage ring are investigated within the framework of the rigid beam model and the Vlasov-Maxwell equations, and closed algebraic dispersion relations for the complex eigenfrequency $\omega$ are obtained. It is shown that the typical growth rate of instability is a substantial fraction of the electron plasma frequency $\omega_{p e}$, thereby severely limiting the electron density in a storage ring. Moreover, the influence of collective self-field effects on the electron and positron colliding beams in the storage ring is investigated. The analysis is carried out, distinguishing the cases, where (a) the particle motions are in a very coherent orbit, and (b) the randomness dominates the operational condition of a storage ring (e.g., the incoherent collision location by small fluctuation, etc.) In


either case, it is shown that the self-fields effects play a dominant role in the stability behavior of transverse orbit or the expansion of the beam cross section.

## INTRODUCTION

There is a growing interest in the equilibrium and stability properties of the electron-positron colliding beams in a storage-ring facility. ${ }^{1-3} \mathrm{~A}$ recent experiment ${ }^{4}$ with colliding electron-positron beams at DESY has shown the broadening of the beam cross section, thereby leading to reduction of luminosity. To address this serious problem, we examine the filamentation instability ${ }^{3}$ of electron-positron beams and the influence of the collective self-field ${ }^{5}$ on the electron-positron colliding beams in the storage ring. For the analytic simplicity, we assume that beams have cylindrical shape and are azimuthally symmetric in the equilibrium state. Equilibrium and stability properties of planar geometric beams are to be presentd in a subsequent publication.

In Sec. II, we treat the filamentation instability ${ }^{3}$ of colliding electron-positron beams with finite-geometry effects included. Stability analysis of dipole oscillation is carried out in Sec. II.A, within the framework of a rigid beam model, which provides a simple instructive description. In Sec. II.B, the analysis for the high harmonic perturbations with $\ell \gtrsim 2$ (where $\ell$ is azimuthal harmonic number) is carried out within the framework of the Vlasov-Maxwell equations. An important conclusion of the present analysis is that the typical growth rate of the filamentation instability is of the order of the electron plasma frequency $\omega_{p e}$, thereby severely limmiting the electron density in a storage ring. However, the analysis of broadening of beam cross section by repeating interaction between electron and positron beams is not completed yet.

The influence of the collective self-fields ${ }^{5}$ on the electron and positron colliding beams in the storage ring is investigated in Sec. III. The
theoretical analysis is carried out, distinguishing the two cases, where (a) the particle motions are in a very coherent orbit and (b) the randomness dominates the operational condition of storage ring (e.g., incoherent collision location by fluctuation, etc.). In either case, it has been found that the self-fields effects play a dominant role in the stability behavior of transverse orbit and the expansion of beam cross section.

## II. FILAMENTATION INSTABILITY

Electron and positron colliding beams in storage ring are likely subject to various macro- and micro-instabilities. ${ }^{3,6}$ Perhaps one of the most important instabilities of the electron and positron colliding beam in a storage ring is the filamentation instability. The unstable modes propagates nearly perpendicular to the beam with mixed electrostatic and electromagnetic components, the latter destabilizing and the former stabilizing. The perturbed magnetic field is mostly in the plane perpendicular to the beam and the Lorentz force causes the beam to filamentate, similar to the Weibel instability. Unlike the Weibel modes, which are purely electromagnetic for counter-streaming electron beams, the linear perturbations of colliding electron-positron beams cause both charge and current perturbations giving rise to mixed polarizations. Furthermore, for the case of colliding-beams with radial dimension smaller than the collisionless skin depth $c / \omega_{p}$, the finite geometry becomes important and the usual assumption of infinite, homogeneous medium is no longer valid. In this paper, we treat the filamentation instability of colliding electron-positron beams with finite geometry effects included. For simplicity, we assume in this section that this colliding beam is straight and infinite along the axial direction.

The analysis is carried out within the framework of both the rigid beam model and the Vlasov-Maxwe11 equations. As illustrated in Fig' l, the equilibrium configuration consists of intense relativistic electron and positron beams propagating opposite to each other with axial velocity $\beta_{p} c \hat{\sim}_{z}$ for the positron beam and $\beta_{e} c \hat{\sim}_{\sim}^{e}$ for the electron beam, where $\hat{e}_{z}$ is a unit vector along the $z$-direction and $c$ is the speed of light in
vacuo and $\beta_{p}=-\beta_{e}$. Moreover, both beams have the same radius $R_{b}$ and the same characteristic energy $\gamma_{b} \mathrm{mc}^{2}$. It is also assumed that the ratio of the beam radius to the collisionless skin depth $c / \omega_{p}$ is small, i.e.,

$$
\begin{equation*}
\frac{v_{j}}{\gamma_{b}}=N_{j} \frac{e^{2}}{m c^{2}} \frac{1}{\gamma_{b}} \ll 1 \tag{1}
\end{equation*}
$$

where $j=e, p$ denote electrons and positrons, respectively, $v_{j}$ is Budker's parameter, $N_{j}=2 \pi \int_{0}^{\infty} d r r n_{j}^{0}(r)$ is the number of particles per unit axial length, $n_{j}^{0}(r)$ is the equilibrium particle density of beam component $j$, -e and $m$ are the charge and rest-mass, respectively, of electron. As shown in Fig. 1, we introduce a cylindrical polar coordinate system $(r, \theta, z)$. All equilibrium properties are assumed to be azimuthally symmetric $(\partial / \partial \theta=0)$ and independent of axial coordinate $(\partial / \partial z=0)$.

## A. Rigid Beam Model

In order to illustrate the physical mechanism of this filamentation instability, we carry out the stability analysis in this section within the framework of a "rigid beam" model. For the purpose of analytic simplication, we also specialize to the case of sharp-boundary profiles in which the equilibrium density profiles are rectangular, i.e.,

$$
n_{j}^{0}(r)=\left\{\begin{array}{l}
\hat{n}_{j}=\text { const, } \quad 0<r<R_{b}  \tag{2}\\
0, \quad \text { otherwise }
\end{array}\right.
$$

where $j=e$ and p. Making use of Eq. (2), it is straightforward to show that the equilibrium radial electron field produced by particles of species $j$ is given by

$$
E_{j r}(r)= \begin{cases}2 \pi e_{j} \hat{j}_{j} r, & 0<r<R_{b}  \tag{3}\\ 2 \pi \hat{j}_{j} \hat{j}_{j}^{2} / r, & r>R_{b},\end{cases}
$$

where $e_{j}$ is the charge of particles of beam component $f$ (i.e., $e_{j}=-e$ for $j=e$ and $e_{j}=e$ for $j=p$ ). Similarly, the equilibrium azimuthal magnetic field produced by particles of species $j$ can be expressed as

$$
B_{j \theta}(r)= \begin{cases}2 \pi e_{j} \hat{n}_{j} \beta_{j} r, & 0<r<R_{b},  \tag{4}\\ 2 \pi e_{j} \hat{n}_{j} \beta_{j} R_{b}^{2} / r, & r>R_{b},\end{cases}
$$

where $V_{j}=\beta_{j} c$ is the axial drift velocity and $c$ is the speed of light in vacuo.

In the subsequent analysis, we introduce the center of mass coordinates $\left(X_{j}, Y_{j}\right)$ for the beam component of specis $j$. In the equilibrium state, we assume that

$$
\begin{equation*}
\left(X_{j}, Y_{j}\right)=(0,0), \tag{5}
\end{equation*}
$$

for $j=e$, and $p$. It is also assumed that

$$
\begin{equation*}
X_{j}^{2}+Y_{j}^{2} \ll R_{b}^{2} \tag{6}
\end{equation*}
$$

The restriction to small perturbation amplitudes makes the subsequent stability analysis tractable. The transverse motion of a single particle of species $j$ is determined approximately from

$$
\begin{equation*}
m_{j} \frac{d^{2}}{d t^{2}}{\underset{\sim}{r}}_{j}=e_{j}\left(\underset{\sim}{E}+\frac{1}{c} \frac{d}{d t} \underset{\sim}{r} \times \underset{\sim}{B}\right), \tag{7}
\end{equation*}
$$

where ${\underset{\sim}{j}}=\left(x_{j}, y_{j}\right)$ is the position coordinate for a particle of species $j$ and $\underset{\sim}{E}$ and $\underset{\sim}{B}$ are the total electric and magnetic fields, and $m_{j}=\gamma b^{m}$ is the relativistic mass. Assuming $\underset{\sim}{E}$ and $\underset{\sim}{B}$ can be approximated by their equilibrium values, we substitute Eqs. (3) and (4) into Eq. (7). The equation of motion for the x direction can be expressed as

$$
\begin{equation*}
m_{j} \frac{d^{2}}{d t^{2}} x_{j}=2 \pi e_{j} \sum_{k} \hat{n}_{k} e_{k}\left(1-B_{j} \beta_{k}\right)\left(x_{j}-X_{k}\right) . \tag{8}
\end{equation*}
$$

Neglecting momentum spread, Eq. (8) can be averaged over the beam cross section. After some straightforward algebra, we obtain the approximate equation for average motion on the x direction,

$$
\begin{equation*}
m_{j} \frac{d^{2}}{d t^{2}} x_{j}=2 \pi e_{j} \sum_{k} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right)\left(x_{j}-x_{k}\right) \tag{9}
\end{equation*}
$$

Similarly, the equation for average motion in the $y$ direction is given by

$$
\begin{equation*}
m_{j} \frac{d^{2}}{d t^{2}} Y_{j}=2 \pi e_{j} \sum_{k} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right)\left(Y_{j}-Y_{k}\right) . \tag{10}
\end{equation*}
$$

Defining

$$
\begin{equation*}
Z_{j}=X_{j}+i Y_{j} \tag{11}
\end{equation*}
$$

and making use of Eqs. (9) and (10), we obtain

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} z_{j}=\frac{2 \pi e_{j}}{m_{j}} \sum_{k} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right)\left(z_{j}-z_{k}\right) \tag{12}
\end{equation*}
$$

We seek oscillatory wave solutions to Eq. (12) of the form

$$
\begin{equation*}
z_{j}=\hat{z}_{j} \exp \left\{i\left\lfloor k_{z}\left(z+B_{j} c t\right)-\omega t\right\rfloor\right\} \tag{13}
\end{equation*}
$$

where $\omega$ is the complex eigenfrequency, $\hat{Z}_{j}=$ const is the perturbed amplitude, and the axial wavenumber $k_{z}$ is limited to the range

$$
\begin{equation*}
\mathrm{k}_{\mathrm{z}}^{2} \mathrm{R}_{\mathrm{b}}^{2} \lesssim \mathrm{l} \tag{14}
\end{equation*}
$$

Equation (14) assures the approximate validity of Eq. (12) for wave perturbations with $\partial / \partial z \neq 0$. Substituting Eq. (13) into Eq. (12), we obtain

$$
\begin{equation*}
\left[\left(\omega-k_{z} \beta_{j} c\right)^{2}+\frac{2 \pi e j}{m_{j}} \sum_{k} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right)\right] \hat{z}_{j}=\frac{2 \pi e}{m_{j}} \sum_{k} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right) \hat{Z}_{k} \tag{15}
\end{equation*}
$$

Equation (15) gives two homogeneous equations relating the amplitudes $\hat{Z}_{e}$ and $\hat{Z}_{p}$. Setting the determinant of the coefficients of $\hat{Z}_{j}$ equal to zero gives $2 \times 2$ matrix dispersion equation that determines the complex eigenfrequency $w$. After some straightforward algebra, we obtain the dispersion relation

$$
\begin{equation*}
\left[\left(\omega+k_{z} c\right)^{2}-\omega_{i p e}^{2}\left(\hat{n}_{p} / \hat{n}_{e}\right)\right]\left\lfloor\left(\omega-k_{z} c\right)^{2}-\omega_{p e}^{2}\right]=\omega_{p e}^{4}\left(\hat{n}_{p} / \hat{n}_{e}\right) \tag{16}
\end{equation*}
$$

where $\omega_{p e}^{2}=4 \pi e^{2} n_{e}^{n} / \gamma_{b}^{m}$ is the electron plasma frequency-squared and use has been made of $\beta_{e}=-\beta_{e} \simeq 1$, which is consistent with present experimental parameters.

Assuming that both electron and positron beams have the same density,
and defining

$$
\begin{equation*}
a=k_{z} c+\omega_{p e}, \quad b=k_{z} c-\omega_{p e} \tag{17}
\end{equation*}
$$

we simplify the dispersion relation in Eq. (16) as

$$
\begin{equation*}
\left(\omega^{2}-a^{2}\right)\left(\omega^{2}-b^{2}\right)=\omega_{\mathrm{pe}}^{4} \tag{18}
\end{equation*}
$$

which provides a necessary and sufficient condition

$$
\begin{equation*}
\omega_{p e}^{4}>a^{2} b^{2}=\left(k_{z}^{2} c^{2}-\omega_{p e}^{2}\right)^{2} \tag{19}
\end{equation*}
$$

for instability. For the unstable branch, the perturbation is purely growing with the growth rate

$$
\begin{equation*}
w_{i}=I m \omega=\left\{\left[\left(\frac{a^{2}-b^{2}}{2}\right)^{2}+w_{p e}^{4}\right]^{1 / 2}-\frac{a^{2}+b^{2}}{2}\right\}^{1 / 2} \tag{20}
\end{equation*}
$$

The maximum growth rate of instability can occur at $a=0$ or $b=0$, thereby giving

$$
\begin{equation*}
\left(\omega_{i}\right)_{m}=\left(5^{1 / 2}-2\right)^{1 / 2} \omega_{p e} \simeq 0.5 \omega_{p e} \tag{21}
\end{equation*}
$$

For colliding beams interacting over a finite distance $L$, the axial wavenumber $k_{z}$ is $k_{z}=2 \pi n / L$ where $n=1,2, \ldots$ In this case, the condition for $\mathrm{a}=0$ becomes $\mathrm{L} \omega_{\mathrm{pe}} / \mathrm{c}=2 \pi \mathrm{n}$. The finite interaction length also imposes a severe condition for the instability to grow significantly before the beam exit. Although a small growth of perturbations during one individual

Interaction of electron and positron beams, we expect that due to this filamentation instability, the repating interactions between both beams eventually convert the longitudinal energy of the beams into the transverse energy of beams and the field energy of perturbations, thereby broadening the beam cross section and leading to reduction of luminosity. However, the analysis of broadening of beam cross section is particularly difficult and is currently under investigation by the authors.

## B. Vlasov Description

In the previous section, we have investigated the stability properties of dipole oscillation in the transverse instability for the electron and positron colliding beams, within the context of rigid beam model. Although a dipole oscillation in a rigid beam model provides a simple instructive description, it is necessary to investigate stability properties for perturbations with high azimuthal harmonic number $\ell \geqslant 2$ within the framework of the Vlasov-Maxwell equations.

For beams of well-defined energy and momentum, an equilibrium associated with the steady-state $(\partial / \partial t=0)$ beam distribution function,

$$
\begin{equation*}
f_{j}^{o}\left(H, P_{\theta}, P_{z}\right)=\frac{\hat{n_{j}}}{2 \pi \gamma_{b} m} \delta\left(H-\omega_{j} P_{\theta}-\hat{\gamma_{j}} m c^{2}\right) \delta\left(P_{z}-\gamma_{b} m \beta{ }_{j}\right) \tag{22}
\end{equation*}
$$

is particularly suited for stability analysis, where the total energy,

$$
\begin{equation*}
H=\left(m^{2} c^{4}+c^{2} p^{2}\right)^{1 / 2}+e_{j} \phi_{o}(r) \tag{23}
\end{equation*}
$$

the canonical angular momentum,

$$
\begin{equation*}
p_{\theta}=r p_{\theta} \tag{24}
\end{equation*}
$$

and the axial canonical momentum

$$
\begin{equation*}
P_{z}=p_{z}+\left(e_{j} / c\right) A_{z}^{S}(r) \tag{25}
\end{equation*}
$$

are the three single-particle constants of the motion in the equilibrium fields, and $\omega_{j}$ is the beam rotational frequency of species $j$ and $\hat{\gamma}_{j}$ is a constant. In Eqs. (23)-(25), $\phi_{0}(r)$ is the equilibrium self-electric potential, $A_{z}^{S}(r)$ is the axial component of vector potential for the azimuthal self-magnetic field, and $p=\left(p_{r}, p_{\theta}, p_{z}\right)$ denotes mechanical momentum and is related to the particle velocity $\underset{\sim}{V}$ by $\underset{\sim}{\mathrm{V}}=(\mathrm{p} / \mathrm{m})\left(1+\mathrm{p}^{2} / \mathrm{m}^{2} \mathrm{c}^{2}\right)^{-1 / 2}$.

Since the $r-\theta$ kinetic energy of particles is small in comparison with the characteristic energy $\gamma_{b} m c^{2}$, it is straightforward to show that the term $H-\omega_{j} P_{\theta}$ in Eq. (22) can be approximated by ${ }^{7}$

$$
\begin{equation*}
H-\omega_{j} P_{\theta}=Y_{b} m c^{2}+\frac{p_{\perp}^{2}}{2 \gamma_{b} m}+\frac{1}{2} \gamma_{b} m \Omega_{j}^{2} r^{2} \tag{26}
\end{equation*}
$$

where

$$
\gamma_{b}^{2}=\left(1-\beta_{p}^{2}\right)^{-1}, \quad p_{\perp}^{2}=p_{r}^{2}+\left(p_{\theta}-\gamma_{b}^{m \omega_{j} r}\right)^{2}
$$

and

$$
\begin{equation*}
\Omega_{j}^{2}=\left(\hat{\omega}_{j}-\omega_{j}\right)\left(\omega_{j}+\hat{\omega}_{j}\right)=-\omega_{j}^{2}-\frac{2 \pi e}{\gamma_{b} m} \sum_{k}^{n} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right) \tag{27}
\end{equation*}
$$

In Eq. (27), the laminar rotation frequency $\hat{\omega}_{j}$ is defined by

$$
\begin{equation*}
\hat{\omega}_{j}=\left[-\frac{2 \pi e}{\gamma_{b} m} \sum_{k} \hat{n}_{k} e_{k}\left(1-\beta_{j} \beta_{k}\right)\right]^{1 / 2} . \tag{28}
\end{equation*}
$$

Substituting Eq. (26) into Eq. (22), we find the equilibrium particle density profile

$$
\begin{align*}
& n_{j}^{o}(r) \quad=\quad \int d^{3} p f_{j}^{o}\left(H, P_{\theta}, P_{z}\right) \\
& =
\end{align*} \begin{array}{ll}
\hat{n}_{j}, & 0 \leqslant r<R_{b},  \tag{29}\\
0, & \text { otherwise }
\end{array}, ~ \begin{array}{ll}
0,
\end{array}
$$

where the beam radius $R_{b}$ is defined by

$$
\begin{equation*}
R_{b}^{2}=2 c^{2}\left(\hat{\gamma}_{j}-\gamma_{b}\right) / \gamma_{b} \Omega_{j}^{2} \tag{30}
\end{equation*}
$$

for $j=e, p$. Equation(30) ensures that the electron and positron beams have the common beam radius $\mathrm{R}_{\mathrm{b}}$. It is important to note from Eqs. (27) and (30) that the radially confined equilibrium exists only for the rotational frequency $\omega_{j}$ satisfying

$$
\begin{equation*}
-\hat{\omega}_{\mathbf{j}}<\omega_{\mathbf{j}}<\hat{\omega}_{j} \cdot \tag{31}
\end{equation*}
$$

Additional equilibriium properties associated with the distribution function in Eq. (22) are discussed in Ref. 7 .

In order to obtain the dispersion relation for filamentation instability of the electron and positron beams, we make use of the linearized Vlasov-Maxwell equations. For perturbations with azimuthal
harmonic number $\ell$ and axial wavenumber $k_{z}$, a perturbed quantity $\delta \phi(x, t)$ can be expressed as $\delta \phi(\underset{\sim}{x}, t)=\phi(r) \exp \left\{i\left(\ell \theta+k_{z} z-\omega t\right)\right\}$, where $\omega$ is the complex eigenfrequency. The present stability analysis is carried out in long parallel wavelength and low frequency perturbation satisfying $k_{z}^{2} R_{b}^{2} \ll l+1$, $\left|\omega R_{b} / c\right|^{2} \ll \ell^{2}+1$. With this assmption, the axial components of perturbed field $E_{z}(r)$ and $B_{z}(r)$ are negligible and the Maxwell equations of perturbed potentials can be expressed as

$$
\begin{equation*}
\left(\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r}-\frac{\ell^{2}}{r^{2}}\right) \hat{\phi}(r)=-4 \pi \hat{\rho}(r) \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r}-\frac{\ell^{2}}{r^{2}}\right) \hat{A}(r)=-\frac{4 \pi}{c} \hat{J}_{z}(r) \tag{33}
\end{equation*}
$$

where $\hat{\phi}(r)$ is the perturbed electrostatic potential, $\hat{\rho}(r)$ is the perturbed charge density, $\hat{A}(r)$ and $\hat{J}_{z}(r)$ are the axial components of the perturbed vector potential and current density, respectively. Components of perturbed fields can be expressed in terms of $\hat{\phi}(r)$ and $\hat{A}(r)$ as $\hat{E}_{\theta}=-i \ell \hat{\phi}(r) / r, \hat{E}_{r}(r)=-(\partial / \partial r) \hat{\phi}(r), \hat{B}_{r}(r)=i \ell \hat{A}(r) / r$, and $\hat{B}_{g}(r)=-(\partial / \partial r) \hat{A}(r)$.

In order to calculate perturbed charge and current densities, we solve the linearized Vlasov equation to obtain the perturbed distribution function ${ }^{7}$

$$
\begin{align*}
& \hat{f}_{j}(r, p)=\frac{e_{j}^{\gamma} b^{m}}{p_{\perp}} \frac{\partial f_{j}^{0}}{\partial p_{\perp}}\left\{\hat{\psi}_{j}(r)+\left(\omega-\ell \omega_{j}-k_{z} \beta_{j} c\right)\right. \\
& \left.\times \int_{-\infty}^{0} d \tau i \hat{\psi}_{j}\left(r^{\prime}\right) \exp \left[i \ell\left(\theta^{\prime}-\theta\right)-i\left(\omega-k_{z} \beta_{j} c\right) \tau\right]\right\}, \tag{34}
\end{align*}
$$

where the perturbed electrostatic potential $\hat{\psi}_{j}(r)$ in the frame of reference moving with velocity $\beta_{j} c$ is defined by $\hat{\psi}_{j}(r)=\hat{\phi}(r)-\beta_{j} \hat{A}(r)$ and use has been made of $p_{z} / \gamma_{b} m \sim \beta$ consistent with Eq. (1). It is useful to introduce the polar momentum variables $\left(p_{\perp}, \phi\right)$ in the rotating frame defined by $p_{x}+\gamma_{b}^{m \omega_{j}} \dot{y}=p_{\perp} \cos \phi, p_{y}-\gamma_{b}^{m \omega}{ }_{j} x=p_{\perp}$ sin $\phi$. Note also that the Cartesian coordinates ( $x, y$ ) are related to the polar coordinates ( $r, 0$ ) by $x=r \cos \theta$ and $y=r \sin \theta$. In this context, the transverse equation of motion of particles can be expressed as ${ }^{7}$

$$
\begin{gather*}
\mathbf{x}^{\prime}(\tau)=\left(1 / \hat{\omega}_{j}\right)\left[\left(p_{\perp} / \gamma_{b} m\right) \cos \phi \sin \hat{\omega}_{j} \tau-r \omega_{j} \sin \theta \sin \hat{\omega}_{j} \tau+\hat{r}_{j} \cos \theta \cos \hat{\omega}_{j} \tau\right] \\
y^{\prime}(\tau)=\left(1 / \hat{\omega}_{j}\right)\left[\left(p_{\perp} / \gamma_{b} m\right) \sin \phi \sin \hat{\omega}_{j} \tau+r \omega_{j} \cos \hat{\sin } \hat{\omega}_{j} \tau+\hat{r i}_{j} \sin \theta \cos \hat{\omega}_{j} \tau\right] \tag{35}
\end{gather*}
$$

where $\tau=t^{\circ}-t$, and the harmonic frequency $\hat{\omega}_{j}$ is defined in Eq. (28).
Upon integration of $\mathrm{Eq} .(34)$, the perturbed charge density can be found to be

$$
\begin{equation*}
\hat{\rho}(r)=2 \pi e^{2} \sum_{j} \gamma_{b} m \int_{0}^{\infty} d p_{\perp} p_{\perp} \int_{-\infty}^{\infty} d p_{z} \frac{I}{p_{\perp}} \frac{\partial^{f^{\prime}}}{\partial p_{\perp}}\left\lfloor\hat{\psi}_{j}(r)+\left(\omega-\ell \omega_{j}-k_{z} \beta \beta_{j}\right) I_{j}\right\rfloor \tag{36}
\end{equation*}
$$

where the orbit integral $I_{j}$ is defined by

$$
\begin{equation*}
I_{j}=i \int_{0}^{2 \pi} \frac{d \phi}{2 \pi} \int_{-\infty}^{0} d \tau \hat{\psi}_{j}\left(r^{\prime}\right) \exp \left\{i\left[\ell\left(\theta^{\prime}-\theta\right)-\left(\omega-k_{z} \beta_{j} c\right) \tau\right]\right\} \tag{37}
\end{equation*}
$$

Similarly the perturbed axial current density can be obtained. For analytic traceability, we will consider here a class of special solutions
for which the perturbed charge and current density are localized on the beam surface, i.e., equal to zero except at $r=R_{b}$. More general perturbations, particularly the body wave perturbations, are to be presented in a subsequent publication. In this case, it follows from Eqs. (32) and (33) that the function $\psi_{j}(r)$ has the simple form $\hat{\psi}_{j}(r)=$ $\hat{\phi}(r)-\beta_{j} \hat{A}(r)=C_{j} r^{\ell}$ for $0<r<R_{b}$. Substituting Eq. (35) into Eq. (37) it is readily shown that

$$
\begin{align*}
I_{j}= & \frac{\hat{i} \hat{\psi}_{j}(r)}{\left(2 \hat{\omega}_{j}\right)^{\ell}} \int_{-\omega}^{0} d \tau \exp \left[-i\left(\omega-k_{z} B_{j} c\right) \tau\right]\left[\left(\omega_{j}+\hat{\omega}_{j}\right) \exp \left(i \hat{\omega}_{j} \tau\right)\right.  \tag{38}\\
& \left.-\left(\omega_{j}-\hat{\omega}_{j}\right) \exp \left(-\hat{i} \hat{\omega}_{j} \tau\right)\right]^{\ell}
\end{align*}
$$

After some straightforward algebra that utilizes Eqs. (22), (36) and (38), Eq. (32) can be expressed as

$$
\begin{equation*}
\left(\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r}-\frac{\ell^{2}}{r^{2}}\right) \hat{\phi}(r)=-\sum_{j} \hat{\psi}(r) \frac{\omega_{j}^{2}}{\Omega_{j}^{2} R_{b}} \Gamma_{j}(\omega) \delta\left(r-R_{b}\right) \tag{39}
\end{equation*}
$$

where $\omega_{p j}^{2}=4 \pi e^{2} \hat{n}_{j} / \gamma_{b} m$ is the plasma frequency - squared of beam component $j, \Omega_{j}^{2}=\left(\hat{\omega}_{j}-\omega_{j}\right)\left(\omega_{j}+\hat{\omega}_{j}\right)$ is defined in $E q$. (27) and $\Gamma_{j}(\omega)$ is defined by

$$
\begin{equation*}
\Gamma_{j}(\omega)=-I+\left(\frac{\hat{\omega}_{j}-\omega_{j}}{2 \hat{\omega}_{j}}\right)^{\ell \ell} \sum_{n=0} \frac{\ell!}{n!(\ell-n)!} \frac{\omega-\ell \omega_{j}-k_{z} \beta_{j} c}{\omega-k_{z} \beta_{j} c+\ell \hat{\omega}_{j}-2 n \hat{\omega}_{j}}\left(\frac{\omega_{j}+\hat{\omega}_{j}}{\hat{\omega}_{j}-\omega_{j}}\right)^{n} \tag{40}
\end{equation*}
$$

Similarly, Eq. (33) can be expressed as

$$
\begin{equation*}
\left(\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r}-\frac{\ell^{2}}{r^{2}}\right) \hat{A}(r)=-\sum_{j} B_{j} \hat{\psi}_{j}(r) \frac{\omega_{p j}^{2}}{\Omega_{j}^{2} R_{b}} \Gamma_{j}(\omega) \delta\left(r-R_{b}\right) \tag{41}
\end{equation*}
$$

where use has been again made of the approximation $p_{z} / \gamma_{b} m \approx \beta_{j} c$ consistent with Eq. (1).

As the right-hand sides of the coupled differential equations (39) and (41) are equal to zero except at the surface of the beam $r=R_{b}$, they can be solved in a straightforward manner to give

$$
C_{k}=\sum_{j}\left(1-\beta_{k} \beta_{j}\right) \frac{\omega_{p j}^{2}}{2 \ell \Omega_{j}^{2}} \Gamma_{j}(\omega) C_{j}
$$

In the case when the beams are located inside the cylindrical conducting wall with radius $R_{c}$, the term $C_{k}$ in the left-hand side of Eq. (42) is replaced by $\left[1-\left(R_{b} / R_{c}\right)^{2}\right]^{-1} C_{k}$. Note that the absolute value of $\omega_{p_{j}}^{2} \Gamma_{j}(\omega) / \Omega_{j}^{2}$ in Eq. (42) is of the order of unity or less. It follows from Eq. (42) that the condition for a nontrivial solution ( $C_{j}$ not all zero) is given by

$$
\begin{equation*}
1-\left(\omega_{p p}^{2} \omega_{p e}^{2} / \ell^{2} \Omega_{p}^{2} \Omega_{e}^{2}\right) \Gamma_{p}(\omega) \Gamma_{e}(\omega)=0 \tag{43}
\end{equation*}
$$

where use has been made of $\beta_{p}=-\beta_{e} \simeq 1$ and $\gamma_{b}^{-2} \ll 1$, which is consistent with present experimental parameters. Equation (42), when combined with Eq. (40), constitutes one of the main results of this paper and can be used to investigate filamentation stability properties for a broad range of system parameters.

As an example, we restrict the investigation of dispersion relation (43) to the case, where both beams are in a cold fluid rotational equilibrium characterized by $\omega_{j} \rightarrow \pm \omega_{j}$. A careful examination of expression for $\Gamma_{j}(\omega)$ show that ${ }^{7}$

$$
\begin{equation*}
\lim _{j \rightarrow \pm \omega_{j}}\left[\frac{\omega_{p j}^{2}}{2 \ell \Omega_{j}^{2}} \Gamma_{j}(\omega)\right]=\frac{\omega_{p j}^{2}}{2\left(\omega-k_{z} \beta_{j} c \mp \ell \hat{\omega}_{j}\right)\left[\omega-k_{z} \beta_{j} c \mp(\ell-2) \hat{\omega_{j}}\right]} \tag{44}
\end{equation*}
$$

Therefore, in a cold fluid limit, the dispersion relation in Eq. (43) can be considerably simplified. After some algebraic manipulation we can show that for the fundamental mode perturbation (i.e., $\ell=1$ ), the dispersion relation in Eq. (43) is identical to Eq. (16) obtained within the framework of rigid beam model. The stability analysis of Eq. (43) for a broad range of harmonic number $\ell$ and rotational frequency $\omega_{j}$ is currently under investigation by the authors. Nonlinearly the beams become filamentated first, then the current filaments of the same sign attract each other to form a broader beam. Finally, we conclude this section by pointing out that the understanding in broadening in beam cross section by repeating interactions of beams is not completed yet. And this area is currently under investigation by the authors.

## III. COLLECTIVE SELF-FIELD EFFECTS

In this section, we examine the influence of the collective selffields ${ }^{5}$ on the electron and positron colliding beams in the storage ring. While the forces of the self-generated electric and magnetic field of a highly relativistic electron (positron) beam on an electron (positron) cancel out to order $O\left(Y^{-2}\right)$, i.e., $E_{r}+\beta_{c} B_{\theta} \approx O\left(Y^{-2}\right)$ the forces of the electric and magnetic fields of the electron beam on the colliding positrons are additive leading to radial acceleration. This effect of the collective self-fields of one species on the other species of the colliding beams imparts considerable transverse energy, thereby substantially increasing the beam transverse dimensions upon collision. In order to make the problem simple, we assume that the colliding section of the storage ring is straight. The theoretical analysis is carried out, distinguishing the two cases, where (a) the particle motions are in a•very coherent orbit and (b) the randomness dominates the operational condition of storage ring (e.g., incoherent collision location by fluctuation, etc.). In either case, it is found that the self-fields effects play a dominant role in the stability behavior of transverse orbit or the expansion of beam cross section. For present experimental parameters ${ }^{4}$ at DESY, the cross section of the beam can be expanded to ten times of its original area within 5 milliseconds operational time. Without loss of generality, we assume in Fig. 1 that the front edges of both beams arrive in $z=0$ at time $t=0$.

The axial orbit of particles of beam component $j$ is given by

$$
\begin{equation*}
z=z_{j}+\beta_{j} c t \tag{45}
\end{equation*}
$$

where the initial position $z_{j}$ is restricted to satisfy

$$
\begin{equation*}
z_{j}\left(z_{j}+\varepsilon_{j} L\right)<0 \tag{46}
\end{equation*}
$$

Here $\varepsilon_{j}=\operatorname{sgn} e_{j}$ and $e_{j}$ is the charge of the particles of beam component $j$. The particle density profile of beam component $j$ is expressed as

$$
\begin{equation*}
n_{j}^{o}(r, z, t)=n_{j}(r, z) U\left[\left(\beta_{j} c t-z\right)\left(z+\varepsilon_{j} L-\beta_{j} c t\right)\right], \tag{47}
\end{equation*}
$$

where the Heaviside step function $U(x)$ is defined by

$$
U(x)= \begin{cases}0, & x<0,  \tag{48}\\ 1, & x>0 .\end{cases}
$$

For a specific choice of the beam density $n_{j}(r, z)$ in Eq. (47), the potentials for the self-fields are to be calculated from the Maxwell equations. The Poisson equation can be approximated by

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} \phi(r, z, t)=-4 \pi \sum_{j} e_{j} n_{j}^{o}(r, z, t), \tag{49}
\end{equation*}
$$

where $\phi(r, z, t)$ is the self-electric potential. In obtaining Eq. (49), we neglect the term proportional to $\partial^{2} \phi / \partial^{2} z$, under the assumption that the axial length $L$ of the beam is much larger than the beam radius and the effects of the leading edge of the beams are thus neglected. Furthermore, the $z$-component of the $\underset{\sim}{\nabla x B^{S}}(\underset{\sim}{x})$ Maxwell equation is expressed as

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r} r \frac{\partial}{\partial r} A_{z}^{s}(r, z, t)=-4 \pi \sum_{j} e_{j} \beta_{j} n_{j}^{0}(r, z, t), \tag{50}
\end{equation*}
$$

where $A_{z}^{s}(r, z, t)$ is the $z$-component of the self-vector potential. Other components of the vector potential are negligible because of Eq. (1). Defining the effective self-potential $\psi_{j}^{s}\left(r, z, z_{j}\right)=\phi-\beta_{j} A_{z}^{s}$, and making use of Eqs. (45) (47), (49), and (50), we have

$$
\begin{align*}
& \frac{\partial}{\partial r} \psi_{j}^{s}\left(r, z, z_{j}\right)=-8 \pi e_{k} \frac{1}{r} \int_{0}^{r} d r^{\prime} r^{\prime} n_{k}\left(r^{\prime}, z\right)  \tag{51}\\
& \quad \times U\left[\left(z_{j}-2 z\right)\left(2 z-z_{j}+\varepsilon_{k} L\right)\right]
\end{align*}
$$

where $k \neq j$. In obtaining Eq. (51), use has been made of $\gamma_{b}^{-2}=\left(1-\beta_{p}^{2}\right) \ll 1$.
In order to make the problem simple, we carry out the analysis in the average applied field provided externally by the periodic quadrupole magnetic field, similar to that used in the previous study ${ }^{6}$. In this regard, the applied focussing force can be obtained from the axial component of the effective vector potential

$$
\begin{equation*}
A_{z}^{e x t}(r)=-\left(\gamma_{b} m / 2 e \beta_{p}\right) \omega_{f}^{2} r^{2} \tag{52}
\end{equation*}
$$

where $\omega_{f}$ is the focussing oscillation frequency determined by the quadrupole field gradient.

The total energy of particles of the beam component $j$ is given by

$$
\begin{equation*}
H=\left(m^{2} c^{4}+c_{\sim}^{2} p^{2}\right)^{1 / 2}+e_{j} \phi(r, z, t), \tag{53}
\end{equation*}
$$

where the lower case $p$ denotes mechanical momentum and is related to the particle velocity $\underset{\sim}{v}$ by $\underset{\sim}{v}=\underset{\sim}{p} / m\left(1+{\underset{\sim}{p}}_{2}^{2} / \mathrm{m}^{2} c^{2}\right)^{1 / 2}$. Since the $r-\theta$ kinetic energy of particles is small in comparison with the characteristic energy $\gamma_{b} \mathrm{mC}^{2}$ and $\nu_{j} / \gamma_{b} \ll 1$ in Eq. (1), it is straightforward to show that Eq. can be approximated by

$$
\begin{equation*}
H=\gamma_{b} m c^{2}+\frac{p_{x}^{2}+p_{y}^{2}}{2 \gamma_{b}^{m}}+e_{j} \psi_{j}^{s}\left(r, z, z_{j}\right)+\frac{1}{2} \gamma_{b} m \omega_{f}^{2} r^{2}, \tag{54}
\end{equation*}
$$

where $\gamma_{b}^{2}=\left(1-\beta_{j}^{2}\right)$. From Eq. (54), we obtain the equation of motion for

$$
\begin{equation*}
z(t)=x(t)+i y(t) \tag{55}
\end{equation*}
$$

where $i=(-1)^{1 / 2}$. Making use of Eqs. (45) and (55), and $\beta_{j}^{2} \simeq 1$, the equation of motion for particles of the beam component $j$ is given by

$$
\begin{equation*}
\frac{d^{2} z}{d z^{2}}+\frac{8 \pi e^{2}}{\gamma_{b} m c^{2}} \cdot \frac{z}{r^{2}} \int_{0}^{r} d r^{\prime} r^{\prime} n_{k}\left(r^{\prime}, z\right) U\left[\left(z_{j}-2 z\right)\left(2 z-z{ }_{j}+\varepsilon_{k} L\right)\right]+\frac{\omega_{f}^{2}}{c^{2}} z=0 \tag{56}
\end{equation*}
$$

where $k \neq j$ and $z_{j}$ is defined in Eq. (45). Equation (56) determines the transverse position of particles of beam component $j$, thereby providing the information of the particle density $n_{j}(r, z)$, which in turn governs the equations of motion for particles of the beam component $k$. In this regard, the coupled differential equation (56) for $j=e$ and $p$ can be used to investigate the temporal profile evolutions of various beam properties for a broad range of initial parameters.

As an example, we consider a tenuous positron beam satisfying

$$
\begin{equation*}
\bar{\omega}_{\mathrm{pp}}^{2} \ll(\mathrm{c} / \mathrm{L})^{2} \tag{57}
\end{equation*}
$$

where $\bar{\omega}_{p p}^{2}=4 \pi \bar{n}_{p} e^{2} / \gamma_{b} m$ is the average positron plasma frequency-squared in the laboratory frame. Equation (57) assures that all the electrons move on the straight paths with constant radius $r$ during the collision. Assuming the electron density profile as

$$
n_{e}(r, z)= \begin{cases}\hat{n}_{e}, & r<R_{b},  \tag{58}\\ 0, & \text { otherwise }\end{cases}
$$

the transverse equation of motion for positron can be expressed as

$$
\begin{equation*}
\frac{d^{2} z}{d z^{2}}+\frac{\omega_{p e}^{2}}{c^{2}} z U\left[\left(z_{p}-2 z\right)\left(2 z-z_{p}-L\right)\right]+\frac{\omega_{f}^{2}}{c^{2}} z=0 \tag{59}
\end{equation*}
$$

where $\omega_{p e}^{2}=4 \pi \hat{n}_{e} e^{2} / \gamma_{b} m$ is the electron plasma frequency-squared.
Without loss of generality, we assume that there is one pair of electron and positron beams in the entire system, thereby indicating that the whole storage ring can be represented by two focusing sectors. Each sector consists of a self-beam focusing set (the region in which beams collide) and an applied focusing set. The subsequent analysis is carried out distinguishing the two cases: (a) the positrons move on a very coherent orbit, and (b) the
axial location of collision as well as the beam length fluctuates incoherently, thereby the ensemble average can be feasible.

## A. Stability Analysis of Coherent Positron Orbit

The stability properties of individual particle orbit can be determined from the transformation matrix of one sector ${ }^{8}$ for a very coherent positron orbit. Assuming that a positron has an initial condition $Z=Z_{1}$ and $Z^{\prime}=(d Z / d z)=Z_{1}^{\prime}$ at $z=z_{p} / 2$, it can be shown from Eq. (59) that the transverse orbit of this positron is given by

$$
\begin{equation*}
\mathrm{Z}=\mathrm{Z}_{1} \cos \left[\left(\omega_{\mathrm{T}} / \mathrm{c}\right)\left(\mathrm{z-z}_{\mathrm{p}} / 2\right)\right]+\left(\mathrm{Z}_{1}^{\prime} \mathrm{c} / \omega_{\mathrm{T}}\right) \sin \left[\left(\omega_{\mathrm{T}} / \mathrm{c}\right)\left(z_{\mathrm{p}}-z_{\mathrm{p}} / 2\right)\right] \tag{60}
\end{equation*}
$$

for $z_{p} / 2<z<z_{D} / 2+L$. Here the frequency $\omega_{T}=\left(\omega_{p e}^{2}+\omega_{f}^{2}\right)^{1 / 2}$. From Eq. (60) it is also straightforward to show that the transverse position $Z_{2}$ and orbit slope $Z_{2}^{\prime}$ of positron, when it emerges from the right-hand side of the electron beam, is given by

$$
\binom{Z_{2}}{z_{2}^{\prime}}=\left(\begin{array}{cc}
\cos \left(\omega_{T} \mathrm{~L} / 2 c\right) & \left(c / \omega_{T}\right) \sin \left(\omega_{T} \mathrm{~L} / 2 c\right)  \tag{61}\\
-\left(\omega_{T} / c\right) \sin \left(\omega_{T} / 2 c\right) & \cos \left(\omega_{T} L / 2 c\right)
\end{array}\right)\binom{Z_{1}}{z_{1}^{\prime}}
$$

Similarly, when the applied focusing section has been traversed, the position and orbit slope are given by

$$
\binom{z_{3}}{z_{3}^{\prime}}=\left(\begin{array}{cc}
\cos \Phi & \left(c / \omega_{\mathrm{f}}\right) \sin \Phi  \tag{62}\\
-\left(\omega_{\mathrm{f}} / c\right) \sin \Phi & \\
\cos \Phi
\end{array}\right)\binom{z_{2}}{z_{2}^{\prime}}
$$

where the phase shift $\Phi=\omega_{f}(S-L) / 2 c$ and $S$ is the length of the whole circumference of storage ring.

Therefore, from Eqs. (61) and (62), we obtain the trace of the transformation matrix $M$ for a sector

$$
\begin{equation*}
\operatorname{Tr} M=2 \cos \Phi \cos \left(\frac{\omega_{T} \mathrm{~L}}{2 \mathrm{c}}\right)-\left(\frac{\omega_{\mathrm{T}}}{\omega_{f}}+\frac{\omega_{f}}{\omega_{\mathrm{T}}}\right) \sin \phi \sin \left(\frac{\omega_{\mathrm{T}} \mathrm{~L}}{2 \mathrm{c}}\right), \tag{63}
\end{equation*}
$$

which is the sum of the elements of the principal diagonal of the transformation matrix M. The necessary and sufficient condition for stable transverse orbit is ${ }^{8}$

$$
\begin{equation*}
\left|\frac{1}{2} \operatorname{Tr} M\right| \leq 1 \tag{64}
\end{equation*}
$$

As a typical example in the present experiment, ${ }^{4}$ we consider the system parameters $\omega_{p e}=10^{9} \mathrm{rad} / \mathrm{sec}, L=2 \mathrm{~cm}$, and $\omega_{f}=2 \times 10^{7} \mathrm{rad} / \mathrm{sec}$. Substituting these parameters into Eq. (63) gives approximately $\operatorname{Tr} M / 2 \simeq \cos \Phi-\sin \Phi$, which violates the inequality in Eq. (64) for the range ( $n-0.5$ ) $\pi<\Phi<n \pi$, where $n$ is an integer. We therefore conclude that the collective self-fields effects ( $\omega_{p e}$ ) of the electron and positron colliding beams play a significant role in the stability behavior of transverse particle orbit.

## B. Expansion of Beam Cross Section with Ensemble Average

In order to investigate the expansion of beam cross section for uncontrollable collision (incoherent collision location, etc.), we define

$$
\begin{equation*}
r_{1}^{2}=Z_{1} z_{1}^{*}+\left(c / \omega_{f}\right)^{2} Z_{1}^{\prime} Z_{1}^{\prime *} \tag{65}
\end{equation*}
$$

which represents the maximum radial deviation from the axis of symmetry before collision. In Eq. (65) , the asterisk (*) denotes the complex conjugate. During the collision $\left(z_{p} / 2<z<z_{p} / 2+L\right)$, the transverse orbit of a positron in Eq. (60) can also be expressed as

$$
\begin{equation*}
Z=A \cos \left[\left(\omega_{T} / c\right)\left(z-z_{p} / 2\right)+\alpha\right] \tag{66}
\end{equation*}
$$

where $A$ is the maximum amplitude and $\alpha$ is the initial phase angle which is
defined by $\alpha=\tan ^{-1}\left[-\left(c / \omega_{T}\right) Z_{1}^{\prime} / Z_{1}\right]$. The maximum radial deviation for range $z$ satisfying $z_{p} / 2<z<z_{p} / 2+L$ is determined from

$$
\begin{equation*}
A A^{*}=\mathrm{r}_{1}^{2} /\left[1+\left(\omega_{\mathrm{pe}} / \omega_{\mathrm{f}}\right)^{2} \sin ^{2} \alpha\right], \tag{67}
\end{equation*}
$$

where use has been made of Eqs. (65) and (66), and $\omega_{T}=\left(\omega_{p e}+\omega_{f}^{2}\right)^{1 / 2}$. From Eq. (66), the positron position $Z_{2}$ and orbit slope $Z_{2}$ can be expressed as

$$
\begin{aligned}
& Z_{2}=A \cos \left[\left(\omega_{T} L / 2 c\right)+\alpha\right] \\
& Z_{2}^{\prime}=-A\left(\omega_{T} / c\right) \sin \left[\left(\omega_{T} L / 2 c\right)+\alpha\right]
\end{aligned}
$$

thereby giving the relation

$$
\begin{equation*}
\left(\frac{r_{2}}{r_{1}}\right)^{2}=\frac{1+\left(\omega_{p e} / \omega_{f}\right)^{2} \sin ^{2}\left[\left(\omega_{\mathrm{T}} \mathrm{~L} / 2 \mathrm{c}\right)+\alpha\right]}{1+\left(\omega_{p e} / \omega_{f}\right)^{2} \sin ^{2} \alpha} \tag{68}
\end{equation*}
$$

from which the maximum radial deviation $r_{2}$ after collision is determined.
Depending on the phase angle $\alpha$, positrons gain (or lose) the transverse energy by the collision according to $r_{2} / r_{1}>1$ (or $r_{2} / r_{1}<1$ ). The net gain of the transverse energy (or temperature) by the collision is determined from the phase angle average of Eq. (68). We therefore define
for future notational convenience. In Eq. (69), the phase angle distribution $f(\alpha)$ is a positive'definite function normalized by $\int_{0}^{2 \pi} d \alpha f(\alpha)=2 \pi$. For uniform distribution ( $\mathrm{f}=1$ ), we obtain

$$
\begin{equation*}
<\mathrm{r}_{2}^{2} / \mathrm{r}_{1}^{2}>=\cos \left(\frac{\omega_{\mathrm{T}}^{\mathrm{L}}}{\mathrm{c}}\right)+\frac{1+\omega_{\mathrm{p}} \mathrm{e}^{2} / \omega_{\mathrm{f}}^{2}}{\left(1+\omega_{\mathrm{pe}}^{2} / \omega_{\mathrm{f}}^{2}\right)^{1 / 2}}\left[1-\cos \left(\frac{\omega_{\mathrm{T}}}{\mathrm{~L}}\right)\right] \tag{70}
\end{equation*}
$$

Evidently, we note from Eq. (70) that the value $\left\langle\mathrm{r}_{2}^{2} / \mathrm{r}_{1}^{2}\right\rangle$ approaches unity
when the beam length ( $L$ ) or density ( $\omega_{p e}$ ) decreases to zero. Moreover, the value $\left\langle r_{2}^{2} / r_{1}^{2}\right\rangle$ is always greater than unity.

As a typical example in the present experiment, we evaluate Ea. (70) for $\omega_{p e}=10^{9} \mathrm{rad} / \mathrm{sec}, L=2 \mathrm{~cm}$ and $\omega_{f}=2 \times 10^{7} \mathrm{rad} / \mathrm{sec}$. Substituting these parameters into Eq. (70), we find $\left\langle\mathrm{r}_{2}^{2} / \mathrm{r}_{1}^{2}\right\rangle \approx 1.025$. Therefore, in these particular parameters, the cross section of the beam is increased by 2.5 percent of its original area after each collision. However, we assume that the positrons are uniformly distributed in the phase angle $\alpha$ whenever beams start collision, which is consistent with the ensemble average scheme. The cross section of the positron beam can be expanded to ten times of its original area for $\left\langle r_{2}^{2} / r_{1}^{2}\right\rangle=1.025$ after 100 times collisions, which corresponds to the operational time $(S / 2 c) \log 1.025=5 \mathrm{milliseconds}$ for the circumferential legnth $S=3 \times 10^{6} \mathrm{~cm}$ of storage ring.
IV. CONCLUSIONS

In this paper, we have examined the filamentation instability and the $\rightarrow$ influence of the collective self-fields on the electron-positron colliding beams in the storage ring. In Sec. II, we have investigated the stability properties of filamentation instability of electron-positron colliding beam. An important conclusion of this stability analysis is that the typical growth rate of the filamentation instability is order of the electron plasma frequency, thereby severely limiting the electron density in a storage ring. Influence of collective self-field effects on the electron and positron colliding beams has been investigated in Sec. III. The theoretical analysis has been carried out, distinguishing the two cases, where (a) the particle motions are in a very coherent orbit and (b) the randomness dominates the operational condition of storage ring (e.g., incoherent collision location by fluctuation, etc.). In either case, it has been found that the self-fields effects play a dominant role in the stability behavior of transverse orbit and the expansion of beam cross section.
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## FIGURE CAPTION

Fig. 1 System configuration and coordinate system.


Figure 1

The beam-beam interaction for the single-pass linear collider has been simulated by means of a computer calculation. This work is similar to that done by Robert Hollebeek at SLAC, but the two simulations were done independently.

## The Computer Program - SMASH

A computer program named SMASH has been written to perform the beam-beam simulation. A "macroparticle" approach was selected in that the calculation tracks the trajectories of a number of macroparticles, each of which represents a large number of electrons or positrons. This approach was favored because it permits the greatest flexibility in simulating cases of different density distributions, cases without azimuthal symmetry, etc. Also, the coarseness inherent in the use of a relatively small number of macroparticles is not a serious drawback for simulations of the single-pass linear collider, since the particles do not return again and again. In contrast, beam-beam simulations for PEP must contend with the problem associated with the repeated collisions of the bunches. That is, small simulation errors for PEP can cause severe artificial effects when these errors are compounded during the repeated collisions. In order to provide a useful simulation of the single-pass linear collider, however, SMASH only has to reveal the overall characteristics of the beam-beam interaction.

When highly-relativistic particles or macroparticles pass near one another, their electromagnetic interaction is very simple. See Figure l. As particle 1 (with charge $\mathrm{q}_{1}$ and velocity v ) passes particle 2 at a distance of $b$ meters, the transverse momentum imparted to particle 1 is given by the following formula:

$$
\begin{aligned}
& \Delta p_{1}=\left(\frac{1}{4 \pi \varepsilon_{0}}\right) \frac{2 q_{1} q_{2}}{b v} \text {, where } \\
& \left(\frac{1}{4 \pi \varepsilon_{0}}\right)=8.99 \times 10^{9} \frac{n t-m^{2}}{\text { cou lomb2}} \quad \text { (MKS units) }
\end{aligned}
$$

$q_{1}, q_{2}$ in coulombs
b in meters
$\checkmark$ in meters/sec
"2" comes from the evaluation of a definite integral

All the dynamics in SMASH is contained in the above equation, except for a form factor which is used to avoid the infinity when the impact parameter approaches zero. The forces are attractive for electrons passing positrons.

Since the above transverse kick occurs only at the point of closest approach, it is convenient to arrange the macroparticles in each bunch in a series of "slices", as shown in Figure 2. Then the particles in a given slice of bunch 1 interact with the particles in a slice in bunch 2 when and only when it passes through that slice.

In program SMASH the interactions between pairs of macroparticles (one from each bunch) are calculated directly. For large numbers of macroparticles, this approach is slower than the usual technique of calculating fields from particle distributions and then using the fields to integrate particle trajectories. However, the direct calculation is simpler and avoids possible problems in calculating the intermediate fields.

As it turns out, SMASH can simulate a collision of a 600-macroparticle bunch with another 600-macroparticle bunch in 40 computing units on the CDC 7600 , at a cost of 86.00 . A 1200 -macroparticle calculation is adequate to reveal many aspects of the beam-beam interaction, but it is not suited to the investigation of very detailed questions, such as those concerning the extreme tails of angular distributions.

## Disruption Parameter and Luminosity

The disruption parameter $D$ has been defined as follows for a round bunch ${ }^{1}$ :

$$
D=\frac{\sigma_{z}}{F}=\frac{r_{e} \sigma_{z} N}{\gamma \sigma_{y}^{*} 2}
$$

If we interpret $\sigma_{z}$ and $\sigma^{*} y$ as the half-length ( $\Delta z$ ) and the edge radius ( $\Delta r$ ) of a cylindrical bunch of uniform density, we can write the following in MKS units:

$$
D=\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right) \frac{(\Delta z) N}{E(\Delta r)^{2}}
$$

where $\mathrm{e}=$ electron charge
$E=$ electron energy in joules
$N=$ number of electrons (or positrons) in one bunch

The significance of the parameter $D$ can be easily understood by considering Figure 3. Here, two cylindrical bunches of particles collide with one another. Bunch 2 is artifically kept unperturbed, but bunch 1 is pinched by the electromagnetic forces caused by bunch 2. Figure 3 shows

- cross-sectional views of the collision, the average edge-radius $\overline{\Delta r}$ being used as the half-width of each slice. The time evolution of the collision is revealed by the three views plotted from top to bottom. As is shown in the figure, a disruption parameter of 1 corresponds to the case when bunch 1 gets focussed to a point just as it passes through bunch 2. Actually, the focus of bunch 1 occurs slightly outside of bunch 2, because the definition of $D$ does not take into account the reduction of focussing forces as bunch 1 particles approach the central axis of the cylindrical bunch 2.

To calculate luminosities, it is necessary to perform a distribution smoothing in order to calculate the area of a slice or, equivalently, the particle density. This is because truly pointlike macroparticles never hit one another and the luminosity is zero. For slices with uniform density, the area can easily be calculated by first finding the RMS half-widths $\sigma_{x}$ and oy. Then we have

$$
\begin{aligned}
& \overline{\Delta r}=2 \sqrt{\sigma_{x} \sigma_{y}}, \text { and } \\
& \text { Area }=\pi(\overline{\Delta r})^{2} .
\end{aligned}
$$

Figure 4 shows what happens when two cylindrical uniform bunches collide, and both bunches are pinched. The parameters of this case correspond to the single-pass linear collider.

$$
\begin{aligned}
& E=50 \mathrm{GeV} \\
& N=5 \times 10^{10} \\
& \sigma_{x}=\sigma_{y}=(\Delta r) / 2=0.6 \mu \mathrm{~m} \\
& \sigma_{z}=(\Delta z) / \sqrt{3}=0.58 \mathrm{~mm} \\
& \sigma_{x^{\prime}}=\sigma_{y^{\prime}}=0.12 \mathrm{mrd}
\end{aligned}
$$

595 macroparticles, 17 slices

$$
D=1
$$

For this case (Figure 4) we find a luminosity of $1.11 \times 10^{29} / \mathrm{cm}^{2}$ per collision, and for the particle angular distribution after the collision we find $\sigma_{X^{\prime}}=1.17 \mathrm{mrd}$.

Figure 5 shows a very similar case where the bunches have gaussian distributions in $x, y, z, x^{\prime}$, and $y^{\prime}$. The parameters are as follows:

$$
\begin{aligned}
& E=50 \mathrm{GeV} \\
& N=5 \times 10^{10} \\
& \sigma_{x}=\sigma_{y}=0.6 \mu \mathrm{~m} \\
& \sigma_{z}=0.58 \mathrm{~mm} \\
& \sigma_{x^{\prime}}=\sigma_{y} y^{\prime}=0.12 \mathrm{mrd}
\end{aligned}
$$

590 macroparticles, 19 slices
$D=1$

I have chosen to generalize the discuption parameter $D$ to gaussian distributions by noting that, for uniform distributions, we have

$$
\begin{aligned}
& \Delta z=\sqrt{3} \sigma_{z} \\
& \Delta r=2 \sigma_{x}=2 \sigma_{y}
\end{aligned}
$$

Therefore I define

$$
D_{\text {gaussian }}=\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right) \frac{\left(\sqrt{3} \sigma_{z}\right) N}{E\left(2 \sigma_{y}\right)^{2}}
$$

by analogy with the uniform-distribution case.
In Figure 5 the bunch radius which is plotted is calculated by the following:

$$
\overline{\Delta r}=2 \sqrt{\sigma_{x} \sigma_{y}}
$$

Therefore the cross-sections of the bunches exhibit azimuthal symmetry. The luminosity calculation proceeds somewhat differently than for the uniform-density case. For cases using gaussian distributions, the particle density is approximated by a gaussian distribution with the RMS widths $\sigma_{\mathrm{X}}$ and $\sigma_{y}$ which are actually found. For the case in Figure 5 we find a luminosity of $1.13 \times 10^{29} / \mathrm{cm}^{2}$ per collision, and for the particle angular distribution after the collision we find $\sigma_{x^{\prime}}{ }^{\prime}=1.26 \mathrm{mrd}$. Clearly, there are no profound differences between gaussian and uniform-density bunches.

## Number of Slices

The number of slices which should be used in a simulation was investigated - in a series of simulations summarized in Figure 6. For $D=1$ it was found that about 10 slices was adequate for an accurate calculation of luminosity, but $D=5$ required 17 slices or more. This can be understood easily because the cases with higher disruption parameter D exhibit stronger pinch effects so that the bunches are focussed in shorter longitudinal distances. Therefore, more slices are required to reveal the details of an interaction which has more longitudinal structure.

For the rest of the cases in this report, $D \leq 6$; and 19 slices are always used.

It should be noted that if the total number of macroparticles were held constant, and if the number of slices $N_{s}$ were varied, then the statistical error associated with each slice is proportional to $\sqrt{N_{s}}$ and the error reduction due to many slices is proportional to $1 / \sqrt{N_{S}}$. Therefore, at least to first order the statistical errors of these simulations depend on the total number of macroparticles and not on the number of slices.

## Varying D

In order to investigate the effects of different values of the disruption parameter $D$, a series of simulations were run in which $D$ was varied by varying N. In interpreting the results, luminosities were compared after scaling by $1 / N^{2}$ to remove the effect of varying $N$. Figure 7 and 8 show two representative cases. It can be seen that increasing $D$ from 1 to 6 does not cause the character of the beam-beam interaction to change dramatically. The stronger pinch effect is visible even in the top plot of Figure 8. Then the bunches are focussed to a quasi-stable pinched configuration (central plot). Finally the bunches leave one another with large angular divergences.

Comparing the behavior of the two bunches in Figure 8 is quite revealing. The fact that the two bunches behave generally similarly indicates that the simulation is not dominated by the statistical fluctuations inherent in using a random number generator to place a finite number of macroparticles in each slice. On the other hand, the differences between the bunches are clearly growing with time, which I believe indicates an inherent instability in the interaction. Of course, by using a small number of macroparticles, SMASH simulations exhibit far greater statistical fluctuations than an actual beam-beam collision involving 1011 particles would exhibit.

Figure 9 shows that as $D$ is increased from 0 to 6 , the luminosity rises to a peak at $D=2$ and then drops off slowly. Notice the luminosity enhancement of about 2.3 times over the $D=0$ value.

Figure 10 shows that for the $D=1$ case, the width of the angular distribution is increased from $\pm 0.12 \mathrm{mrd}$ to $\pm 1.3 \mathrm{mrd}$ by the collision of the bunches. However, the final angular distribution is considerably wider ( $\pm 2.0$ mrd ) for the $D=6$ case. The cross-hatched bins are overflow bins. Note that the presence of significant numbers of particles between 3 and 5 milliradians means that shielding the experimental detector is considerably more difficult
for $D=6$. The wider angular distributions at $D=6$ can be explained easily. As the two bunches pass through one another, the pinch effect causes individual particles to oscillate about the symmetry axis. For cases with stronger focussing (i.e., larger D), the particles cross the axis at steeper - angles. When the particles emerge from the opposing bunch, those particles which happen to be crossing the axis are also the ones with the largest angular divergences.

## Offset Bunches.

A series of simulations were performed to investigate the effect of bunches colliding at small offsets instead of directly head-on. Figures 11 and 12 show the beam profiles of two representative collisions. Here, because of the lack of azimuthal symmetry, the beam radius which is plotted is

$$
\Delta r=2 \sigma_{x}
$$

The parameters of these simulations are the same as previous calculations except $\bar{x}=3.0 \sigma_{x}$ for bunch 1 . The vertical scale has been compressed 4 times more than in previous plots. Note that in the $D=1$ case, an offset of $3.0 \sigma_{x}$ causes the bunches to miss one another for the most part. However, the stronger attraction between the bunches in the $D=6$ case causes the bunches to collide with a considerable luminosity. This effect is clearly seen in Figure 13, where the luminosity loss is seen to be much more pronounced (at offsets around $4.0 \sigma_{x}$ ) for the $D=1$ case as compared with the $D=6$ case.

Figure 14 reveals a somewhat insidious problem with larger values of $D$. What is plotted is the average final angle $x^{\prime}$, with the error bars representing $\pm \sigma_{X}$. The lack of azimuthal symmetry leads to non-zero values of $x^{\prime}$, since the entire bunches are deflected as they pass one another. If the bunch-positioning system does not operate properly for the $D=1$ case, most of the particles would remain within a cone of $\pm 2.5 \mathrm{mrd}$ as the bunches collide not quite head-on. In contrast, off-center collisions would be mostly contained in a cone of about $\pm 10.0 \mathrm{mrd}$ in the $\mathrm{D}=6$ case. The probable presence of significant numbers of particles at angles as great as $\pm 13 \mathrm{mrd}$ might be very inconvenient for the design of detectors and masks.

## Incoming Angles

One can conceive of cases where the external focussing of beam-line magnets produces a pronounced waist during the collision of the two bunches. When $\sigma_{z}>\beta^{*} y$, we have collisions which would appear much like the one shown in Figure 15. Here, the pinch effect is intense only near the $z=0$ plane, so the so the effects of the beam-beam interactions upon luminosities or angular distributions are less pronounced than in the earlier cases where $\sigma_{z} \ll \beta^{*} y$.

The choice of parameters corresponding to $D$ greater than 1 or 2 leads to a luminosity enhancement of about 2. However, the choice of larger values of $D$

- (say 5 or 6) leads to much larger final particle angles, especially if the bunches do not collide exactly head-on.

1. J.-E. Augustin, et al., "Limitation on Performance of $\mathrm{e}^{+} \mathrm{e}^{-}$Storage Rings and Linear Colliding Beam Systems at High Energy", Proceedings of the Workshop on Possibilities and Limitations of Accelerators and Detectors held at Fermi National Accelerator Laboratory, October 15-21, 1978, p. 87.
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#### Abstract

Beam behavior in a single-pass collision device has been investigated using a cloud-in-cells plasma simulation code. The intense electromagnetic fields of the beams produce mutual focusing effects whose strength is determined by the disruption parameter D. The consequent decrease in the beam radii causes an increase in the luminosity of a single collision. The dependences of the beam behavior on beam profiles and current density are described. The beam behavior is stable for several plasma oscillations and indicates that high luminosity can be achieved in single-pass collision devices by using intense beams.
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## I. Introduction

The idea of using two linear accelerators firing beams of particles at each other for the study of high energy interactions has been suggested by several authors. ${ }^{1)}$ This type of device is called a linear collider and is of particular importance in the area of high energy electron-positron physics where the energy loss in a circular machine has become a dominant consideration in the design of new storage rings. For circular machines, modest increases in beam energy are accompanied by large increases in either the power required to run the machine, the size of the machine, or both. Linear colliders can reduce these problems if the beams can be made sufficiently dense at the collision point.

The small emittance of linear accelerator beams allows the beam to be focused to a very small spot (several square microns). For a linear collider, one would like to decrease the spot size as much as possible to increase the 1 uminosity or rate at which interesting interactions occur. However, when two such beams collide, the intense electromagnetic fields of the two beams will cause the beams to be disrupted. If this disruption destroys the beam focus, the luminosity will be decreased.

If the beams consist of short pulses, and each pulse is discarded after a collision (single-pass collision device), then the growth of instabilities due to this beam-beam interaction will be limited by the short duration of the interaction. The limitations on beam intensity in a single-pass collision device will be determined by the plasma effects. which occur during the short collision time.

This paper presents the results of investigations into the behavior of the two beams in a single-pass collision device. There are two issues
which must be addressed in considering the beam-beam interaction in such a device. The first is, how large can the transverse density of the beams be before plasma instabilities increase the size of the beams during the collision and thereby reduce the luminosity? The second question is, what is the effect of the beam-beam dynamics without instabilities on the average luminosity of a collision?

The beam-beam dynamics have been investigated using a modified threedimensional cloud-in-cells (CIC) plasma simulation program. These studies indicate that the number of plasma oscillations during beam passage is of order

$$
\begin{equation*}
n \approx \frac{1}{3} \sqrt{D} \tag{1}
\end{equation*}
$$

where $D$ is the dimensionless disruption factor (discussed later) which is related to the initial beam density. Typical instability growth rates are such that $n$ values of one or two can be achieved allowing quite large values of $D$.

The second result of these studies is that the pinch effect due to the attraction of the oppositely charged beams enhances the luminosity. Figure 1 shows the changes which occur in two such beams as they collide. The luminosity is related to an overlap integral of the density distribution of the two beams. The behavior of the luminosity as a function of initial beam density and beam profile can be studied with plasma simulation techniques and can be reliably calculated for small numbers of plasma oscil1ations.

The definition of the disruption factor is discussed in Section II and its relation to the plasma frequency and bunch instabilities in Section III. Section IV discusses the computer simulation of the beam-
beam interaction. Section $V$ gives the results of the simulations for the enhancement of the luminosity due to beam pinch. Section VI discusses the case where the beams are offset or have uniform transverse profiles. The conclusions are summarized in Section VII.

## II. Beam-Beam Disruption Factor

To investigate the interaction of the two beams as they collide, one must start by looking at the electrodynamics of two relativistic particles traveling in opposite directions. In the rest frame of particle 1 , particle 2 approaches with

$$
\begin{equation*}
\gamma^{\prime} \simeq 2 \gamma^{2} \tag{2}
\end{equation*}
$$

The fields at the position of particle 1 can be calculated by transforming the Coulomb field of particle 2 in its rest frame to the frame moving with

$$
\begin{equation*}
\beta^{\prime}=\left(1-\frac{1}{\gamma^{\prime} 2}\right)^{1 / 2} \tag{3}
\end{equation*}
$$

If particle 2 travels along the $z$ axis and has a minimum displacement from particle 1 of $b$ in the $x$ direction (see fig. 2), the electric and magnetic fields are ${ }^{2)}$

$$
\begin{align*}
& E_{x}=\frac{\gamma^{\prime} q b}{\left(b^{2}+\gamma^{\prime 2} v^{2} t^{2}\right)^{3 / 2}} \\
& E_{z}=\frac{-q \gamma^{\prime} v t}{\left(b^{2}+\gamma^{\prime 2} v^{2} t^{2}\right)^{3 / 2}}  \tag{4}\\
& B_{y}=\beta^{\prime} E_{x}
\end{align*}
$$

The time dependence of the fields is shown in fig. 3. Note that, as $\gamma$ increases, $E_{x}$ increases and $\Delta t$ decreases in such a way that the total impulse given to particle 1 is proportional to $1 / v$. For electrons with $E=50 \mathrm{GeV}, \gamma=10^{5}$ so that at high energies an impulse approximation for the effect of the transverse fields is justified. The impulse is just

$$
\begin{equation*}
F \Delta t \sim \frac{e^{2}}{b c} \tag{5}
\end{equation*}
$$

The total impulse in the longitudinal direction (due to $\mathrm{E}_{\mathrm{z}}$ ) is zero. Consider now a test particle with displacement b from the collision axis incident on a charge distribution as shown in fig. 4. For simplicity, let the distribution be a uniform density cylinder with

$$
\begin{aligned}
& N=\text { number of particles of charge } e \\
& R=\text { radius of the bunch } \\
& L=\text { length of the bunch }
\end{aligned}
$$

Then the incident particle sees a magnetic field $H_{\phi}$ due to the current caused by the passage of the other beam. The current enclosed by a circular contour of radius $b$ is

$$
\begin{equation*}
I=\frac{N e}{L} \cdot c \cdot \frac{\pi b^{2}}{\pi R^{2}} \tag{6}
\end{equation*}
$$

and amperes law gives

$$
\begin{equation*}
\oint \underset{\sim}{\mathrm{H}} \cdot \mathrm{~d} \underset{\sim}{1}=\frac{4 \pi}{\mathrm{c}} \mathrm{I}=2 \pi \mathrm{~b} \mathrm{H} \mathrm{H}_{\phi}, \quad \mathrm{H}_{\phi}=\frac{2 \mathrm{Ne} \mathrm{~b}}{\mathrm{LR}^{2}} \tag{7}
\end{equation*}
$$

For oppositely charged beams the force is radial and directed inwards

$$
\begin{equation*}
F_{r}=-\frac{2 \mathrm{Ne}^{2} \mathrm{~b}}{L R^{2}} \tag{8}
\end{equation*}
$$

and is experienced for a time $\Delta t=\frac{L}{2 c}$.
The effect of the electric field of the passing relativistic bunch is equal to that of the magnetic field ( $E_{x}=\frac{1}{\beta} B_{y}$ ) hence the total deflection is given by

$$
\begin{equation*}
\Delta r^{\prime}=\frac{\Delta p_{1}}{p}=\frac{2 F_{r} \Delta t}{\gamma m c}=-\frac{2 N r_{e} b}{\gamma R^{2}} \tag{9}
\end{equation*}
$$

A similar analysis applied to a bi-Gaussian distribution gives ${ }^{3}$ )

$$
\begin{align*}
\Delta x^{\prime} & =-\frac{2 N r_{e} x}{\gamma \sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)}  \tag{10}\\
\Delta y^{\prime} & =-\frac{2 N r_{e} y}{\gamma \sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)}
\end{align*}
$$

for displacements $\mathrm{x} \ll \sigma_{\mathrm{x}}$ and $\mathrm{y} \ll \sigma_{\mathrm{y}}$.
The focal length of a thin lens is given by

$$
\begin{equation*}
\Delta x^{\prime}=-\frac{1}{f} x \tag{11}
\end{equation*}
$$

and comparing this to eqs. (9), (10), one can define a dimensionless parameter, called the disruption factor, which is the ratio of the length of the bunch to the focal length near the center. For a Gaussian distribution,

$$
\begin{equation*}
\mathrm{D}=\frac{\sigma_{\mathrm{z}}}{\mathrm{f}} . \tag{12}
\end{equation*}
$$

If the charge distribution is uniform, then it is easy to see that test particles incident on the bunch with $b<R$ will be focused to the axis after traveling a distance $\sigma_{z} / D$. As will be discussed in Section III, the behavior of the test particles is actually periodic with a wavelength $\lambda \simeq 4 f$ which is related to the bunch plasma frequency. For small values of $D$, however, viewing the collision in terms of a thin lense with a fixed focal length gives a good physical picture of the test particle dynamics.

A test particle traveling through a non-uniform charge distribution sees a focal length which may change as a function of time due to the variation of the charge density along the collision axis. The effective focal length can also depend on the initial position and angle of the test particle trajectory. If the charge distribution does not differ too
much from a uniform one, this represents a lens with small aberrations, and the point focus of the uniform lens becomes a line focus or a diffuse focus. The disruption factor can still be defined in terms of the focal length for small displacements from the collision axis or equivalently the focal length determined by the central density. For a Gaussian distribution in $x, y$, and $z$ one has

$$
\begin{align*}
& D_{x}=\frac{2 N r_{e} \sigma_{z}}{\gamma \sigma_{x}\left(\sigma_{x}+\sigma_{y}\right)} \\
& D_{y}=\frac{2 N r_{e} \sigma_{z}}{\gamma \sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)} \tag{13}
\end{align*}
$$

Note that if the aspect ratio of the beam is not one, the focal lengths in the $x$ and $y$ directions are not equal and one must define two disruption parameters. For the Gaussian case with aspect ratio $\sigma_{x} / \sigma_{y}=1$, the disruption parameter is simply

$$
\begin{equation*}
D=\frac{N r_{e} \sigma_{z}}{\gamma \sigma_{x}^{2}} \tag{14}
\end{equation*}
$$

The problem becomes much more complex when one considers the collision of two charge distributions. The complication arises because each distribution will be modified during the collision by its interaction with the other one. The disruption factors of the two beams can still be defined in terms of their initial density distributions and the results discussed previously for test particles are obtained when one of the beams is weak and its disruption of the strong beam can be neglected. For the general case however, the focal strength experienced by particles varies with time both because of the variation of charge density along the collision axis and because of the variation in density due to the time dependence of the charge distribution.

The object of colliding intense relativistic beams of positrons and electrons is, of course, to study the fundamental interactions of these particles. When an individual positron and electron annihilate or have a close collision, new particles are produced with a rate that is given by the interaction cross section times the incoming flux. The rate of particle production per unit interaction cross section is called the luminosity and is the quantity which together with the energy determines the usefulness of the machine for the experimenters. The total luminosity is the luminosity per collision multiplied by the number of collisions per second. Hence

$$
\begin{equation*}
\mathscr{L}=\mathrm{f} \int \rho_{1}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}) \rho_{2}\left(\mathrm{x}, \mathrm{y}, \mathrm{z}^{\prime}, \mathrm{t}\right) \mathrm{dx} \mathrm{dydzdt} \tag{15}
\end{equation*}
$$

where $z^{\prime}=z-c t$ and $f=$ collision frequency. Neglecting the dynamic changes in the beam density distributions, one can define a luminosity for the limit in which the disruption parameters are zero which is

$$
\begin{equation*}
\mathscr{L}_{0}=f \int \rho_{1}(x, y, z, t=0) \rho_{2}\left(x, y, z^{\prime}, t=0\right) d x d y d z d t \tag{16}
\end{equation*}
$$

For two Gaussian distributions with $\sigma_{x_{1}}=\sigma_{x_{2}}, \sigma_{y_{1}}=\sigma_{y_{2}}, \sigma_{z_{1}}=\sigma_{z_{2}}$ we get the well known result

$$
\begin{equation*}
\mathscr{L}_{0}=\frac{N^{2} \mathrm{f}}{4 \pi \sigma_{\mathrm{x}} \sigma_{\mathrm{y}}} \tag{17}
\end{equation*}
$$

The factor $1 / 4 \pi \sigma_{x} \sigma_{y}$ comes only from the $x$ and $y$ integration.
In order to calculate the effects of beam dynamics for arbitrary initial density distributions and investigate any shape dependence, one needs to define the collision strength in a shape independent way. If the charge distribution is characterized by the scale parameters $\lambda_{x}, \lambda_{y}$, and $\lambda_{z}$, the variables in the problem can be scaled since we are dealing essentially with a collisionless plasma (point-like scattering). If the variables are now scaled such that

$$
\begin{align*}
& \xi_{x}=x / \lambda_{x} \\
& \xi_{y}=y / \lambda_{y}  \tag{18}\\
& \xi_{z}=z / \lambda_{z}
\end{align*}
$$

and a shape distribution $\rho_{\xi}$ is defined using

$$
\begin{equation*}
\int \rho_{\xi} d \xi_{x} d \xi_{y} d \xi_{z}=1 \tag{19}
\end{equation*}
$$

the luminosity becomes

$$
\begin{equation*}
\mathscr{L}=\frac{\mathrm{f}_{1} \mathrm{~N}_{2}}{\lambda_{\mathrm{x}} \mathrm{\lambda}_{\mathrm{y}}} \mathrm{I}_{0} \tag{20}
\end{equation*}
$$

where $I_{0}$ is the overlap integral in $x$ and $y$ and the convolution in $z$ of $\rho_{\xi}$ with itself. For a Gaussian distribution

$$
\begin{equation*}
\rho_{\xi}=\frac{1}{(2 \pi)^{3 / 2}} e^{-\left(\xi_{x}^{2} / 2+\xi_{y}^{2} / 2+\xi_{z}^{2} / 2\right)} \tag{21}
\end{equation*}
$$

and $\lambda_{x}=\sigma_{x}$, and $I_{0}=1 / 4 \pi$.
We now must consider the way in which the dynamics scales. For a unit charge, the scattering angle per unit length is given by

$$
\begin{equation*}
\frac{d x^{\prime}}{d z}=\frac{-r e}{\gamma} \int \rho(x, y, z) \frac{b^{\cdot} \cdot \hat{x}}{b^{2}} d x d y \tag{22}
\end{equation*}
$$

where $b$ is the impact parameter of the test charge relative to the element dxdy. This equation can be rewritten in terms of the scale independent variables and the shape distribution as

$$
\begin{equation*}
\frac{d^{2} x}{d z^{2}}=\frac{-r e}{\gamma} \frac{N}{\lambda_{x} \lambda_{y} \lambda_{z}} \frac{\lambda_{x} \lambda_{y}}{\lambda_{b}} \int \rho_{\xi} \frac{\xi_{b} \cdot \hat{x}}{\xi_{b}^{2}} d \xi_{x} d \xi_{y} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{2} \xi_{x}}{d \xi_{z}^{2}}=\frac{-r e}{\gamma} \frac{N \lambda_{z}}{\lambda_{x} \lambda_{b}} \int \rho_{\xi} \frac{\xi_{b} \cdot \hat{x}}{\xi_{b}^{2}} d \xi_{x} d \xi_{y} \tag{24}
\end{equation*}
$$

where

$$
{\underset{\sim}{b}}_{\xi_{b}}=\left(\left(x-b_{x}\right) / \lambda_{x},\left(y-b_{y}\right) / \lambda_{y}\right)
$$

which is in the form of a dimensionless constant times a shape dependent function. For a Gaussian distribution this has the simple form

$$
\begin{equation*}
\frac{d^{2} \xi}{d \xi} z^{2}=-D \xi e^{-\xi^{2} / 2} \tag{25}
\end{equation*}
$$

for $\xi_{\mathrm{x}} \ll 1$ and $\xi_{\mathrm{y}} \ll 1$, or

$$
\frac{d^{2} \xi_{x}}{d \xi_{z}^{2}}=-D \xi_{x}
$$

near the bunch center. $D$ is now defined to be

$$
\begin{equation*}
D_{x} \equiv \frac{r_{e}}{r} \frac{N \lambda_{z}}{\lambda_{x} \lambda_{b}} \tag{26}
\end{equation*}
$$

The unperturbed luminosity is related to $D$ by

$$
\begin{equation*}
\mathscr{L}_{0}=\frac{\mathrm{D}_{\mathrm{y}} \mathrm{P}}{8 \pi \mathrm{mc}^{2} \mathrm{r}_{\mathrm{e}} \sigma_{z}}\left(\frac{1+\mathrm{R}}{\mathrm{R}}\right) \tag{27}
\end{equation*}
$$

where $P$ is the power required to accelerate the beam

$$
P=f N \gamma m c^{2}
$$

and $R$ is the aspect ratio

$$
R=\frac{\sigma_{x}}{\sigma_{y}}
$$

Expressing the luminosity as a function of $D$ in this way is only approximate because the effect of the beam dynamics on the overlap integral (i.e., the difference between $\mathscr{S}_{0}$ and $\mathscr{L}$ ) has been neglected in calculating the luminosity, but it does point out that if the amount of beam power available is fixed, one must increase the severity of the collision in order to achieve higher luminosities. Note that increasing D by increasing
$\sigma_{z}$ without affecting the transverse dimensions has no effect on $\mathscr{L}$ except through beam dynamics.

For the Gaussian shape, the numerical value of the disruption parameter is

$$
\begin{equation*}
D=\frac{14.4 \mathrm{~N} \sigma_{z}}{E \sigma_{x} \sigma_{y}} \tag{28}
\end{equation*}
$$

where

$$
\begin{aligned}
N & =\text { number of particles in units of } 10^{10} \\
\sigma_{z} & =\text { bunch length in mm } \\
E & =\text { beam energy in } \mathrm{GeV} \\
\sigma_{x} \sigma_{y} & =\text { transverse dimensions in microns. }
\end{aligned}
$$

For oppositely charged beams, the first order effect of the beam dynamics is to decrease the transverse dimensions of the beam. Since $\delta r / r$ is proportional to $D$ and the luminosity is proportional to $1 /\langle r\rangle^{2}$ we expect the luminosity to be modified by a factor

$$
\begin{equation*}
\frac{\mathscr{L}}{\mathscr{L}_{0}} \sim \frac{\mathrm{r}_{0}^{2}}{\langle\mathrm{r}\rangle^{2}} \tag{29}
\end{equation*}
$$

After a distance $\ell, \delta r / r=-D \ell / \sigma_{z}$ for $D \ell / \sigma_{z}<1$. The dimensions of the opposite beam are also changing so that $D(t) \simeq D_{0}\left(r_{0} / r\right)^{2}$. We have

$$
\begin{equation*}
r^{2} \simeq r_{0}^{2}\left(1-\frac{D \ell}{\sigma_{z}}\right), \quad \frac{D \ell}{\sigma_{z}}<1 \tag{30}
\end{equation*}
$$

and if L is the total length,

$$
\begin{align*}
\langle r\rangle & =\frac{1}{L} \int_{0}^{L} r_{0}\left(1-\frac{D_{z}}{\sigma_{z}}\right)^{1 / 2} d z  \tag{31}\\
& \simeq r_{0}\left(1-\frac{3}{8} \frac{D L}{\sigma_{z}}\right) .
\end{align*}
$$

Hence for $\mathrm{D} \sim 1 / 2, \mathrm{~L} / \sigma_{z} \sim 2$, and $\mathrm{DL} / \sigma_{z} \sim 1$, the Iuminosity is enhanced by $\frac{\mathscr{L}}{\mathscr{L}_{0}} \sim 2.5$.

From eq. (10), the scattering angle distribution for $\sigma_{x}=\sigma_{y}$ and impact parameter b is

$$
\begin{equation*}
N(\theta) \simeq \frac{N r_{e}^{b}}{\gamma \sigma_{x}^{2}} \frac{N(b)}{N}=\frac{b}{\lambda_{z}} D \frac{N(b)}{N} \tag{32}
\end{equation*}
$$

which has a maximum near $b \approx \lambda_{x}$ since for larger impact parameters $N(b) / N$ is decreasing and the scattering angle is less than $D / \lambda_{z}$ due to the nonuniformity of the current density. The scattered beam will have a maximum opening angle near $\lambda_{x} / \lambda_{z}$ D. This opening angle is not a scaling parameter, and its value will depend on the way in which $D$ is increased. If $D$ is increased by increasing $\lambda_{z}$, then $\theta_{\text {max }}$ will remain roughly constant. If $D$ is increased by increasing the current or decreasing the transverse scale, then $\theta_{\max }$ will increase proportional to $N$ or $I / \lambda$, respectively. Furthermore, if the value of $D$ is larger than one, the particle trajectories are oscillatory and the distribution of scattering angles must be found by simulation.
III. Relation of $D$ to the Plasma Frequency and Instabilities

It is interesting to compare $D$ to the relativistic transverse plasma frequency of the bunch $\omega_{p}$ which is defined as

$$
\begin{equation*}
\omega_{p}^{2}=\frac{4 \pi \rho r_{e} c^{2}}{\gamma} \tag{33}
\end{equation*}
$$

For a three-dimensional Gaussian distribution with charge $N e, \rho$ varies with position and so does $\omega_{p}$. Using $\rho_{\max }$ and comparing to $D$ defined in terms of the central density (for simplicity $\sigma_{x}=\sigma_{y}$ ).

$$
\begin{align*}
\rho_{\max } & =\frac{N}{(2 \pi)^{3 / 2} \sigma_{x} \sigma_{y} \sigma_{z}} \\
\omega_{\mathrm{p}_{\max }}^{2} & =\frac{4 \pi \rho_{\max }{ }_{\mathrm{r}}^{\mathrm{e}} \mathrm{c} \mathrm{c}^{2}}{\gamma} \tag{34}
\end{align*}
$$

and one finds

$$
\begin{equation*}
\mathrm{D}=\frac{\mathrm{Nr} \mathrm{r}_{\mathrm{e}} \sigma_{z}}{\gamma \sigma_{\mathrm{x}}^{2}}=\frac{\omega_{\mathrm{p}}^{2} \sigma_{z}^{2}}{\mathrm{c}^{2}} \sqrt{\frac{\pi}{2}} \tag{35}
\end{equation*}
$$

The number of plasma oscillations which occur while traveling a distance $L$ is $n=L / \lambda_{p}$ and using $L \sim \sqrt{2 \pi} \sigma_{z}$ and eq. (35) yields

$$
\begin{equation*}
\mathrm{D} \sim 8 \mathrm{n}^{2} \tag{36}
\end{equation*}
$$

Thus, $\sqrt{D}$ is a measure of the number of plasma oscillations which occur during the collision. This conclusion could also have been reached from the form of the scaled equation of motion, eq. (25).

The results of a full simulation (see Section V) indicate that the effective phase shift for particles near the axis of a Gaussian beam is actually related to $D$ by

$$
\begin{equation*}
\mathrm{D}=10.4 \mathrm{n}^{2} . \tag{37}
\end{equation*}
$$

If the beam behavior was stable for two full plasma oscillations, then $D$ could be as large as 32 for Gaussian beams. Beam growth due to plasma instabilities typically requires several plasma oscillations so that values of $D$ less than 10 are certainly stable. The value of numerical coefficient is somewhat shape dependent.

The collision strength parameter used for storage ring machines is the linear tune shift ${ }^{3 \text { ) }}$

$$
\begin{equation*}
\Delta \nu_{y}=\frac{r_{e}}{2 \pi} \frac{N \beta_{y}^{*}}{\gamma \sigma_{y}\left(\sigma_{x}+\sigma_{y}\right)} \tag{38}
\end{equation*}
$$

where $\beta^{*}$ is the betatron function at the collision point. Using eq. (4) one finds

$$
\begin{equation*}
\Delta v_{y}=\frac{D_{y}}{4 \pi} \frac{\beta^{*}}{\sigma_{z}} \tag{39}
\end{equation*}
$$

Maximum luminosity is achieved when $\beta^{*} \sim \sigma_{z}$ and the observed limitation for the tune shift of $\Delta \nu \sim 0.06$ corresponds roughly to a disruption
parameter of one. This low value is probably a consequence of the fact that there are many collisions in a storage ring per damping time. For this case, Uhm and Liu ${ }^{4}$ ) have derived a dispersion relation for the linearized Vlasov-Maxwe11 equations which predicts a maximum growth rate of $0.6 \omega_{p}$. As pointed out by B. Zotter, ${ }^{5)}$ this value agrees well with the observed limitation of $\Delta v$ using an effective bunch length $L=2 \sqrt{\pi} \sigma_{z}$ but does not explain the fact that the limit is independent of $\beta^{*}$.

The growth of the kink (or hose) instability for the linear collider case has been analyzed by Fawley and Lee ${ }^{6)}$ who find that the growth factor is limited by the finite length of the interaction to

$$
\begin{equation*}
g<\frac{1}{1+\alpha / 2} \frac{\omega_{\beta} \ell}{2 c} \tag{40}
\end{equation*}
$$

where $\alpha \approx 0.18$ is a term used to model phase mix damping, $\ell$ is the effective length and $\omega_{\beta}$ is the effective betatron frequency of the collision. Since $\omega_{\beta} \ell / 2 c=2 \pi n$, we can use $n \approx \sqrt{D} / 3.22$ to get (for the Gaussian)

$$
\begin{equation*}
\mathrm{g}<1.8 \sqrt{\mathrm{D}} \tag{41}
\end{equation*}
$$

For a given fractional transverse offset $\delta$, the condition g $\delta<1$ places
a limit on $D$ which is

$$
\begin{equation*}
D<\left(\frac{1}{1.8 \delta}\right)^{2} \tag{42}
\end{equation*}
$$

For a $10 \%$ offset this requires that $D$ be less than 31 , and for a $25 \%$ offset, D must be less than 5 .

The effect of the beam emittance on the collision depends on the ratio of the beam envelope size to the Debye length. The Debye length $\lambda_{D}$ is the average distance which a particle travels in the transverse dimension during a time $1 / \omega_{p}$.

$$
\begin{equation*}
\lambda_{D}=\frac{\left\langle v_{\perp}^{2}\right\rangle^{1 / 2}}{\omega_{p}} \tag{43}
\end{equation*}
$$

Hence, if the transverse size of the beam is comparable to $\lambda_{D}$ and the collision time is of order $1 / \omega_{p}$, particles will traverse the beam due to emittance effects during the collision, and this will damp any change in the beam envelope due to the coherent focusing effect of the beams. The emittance is the area of the phase space ellipse $\pi\langle x\rangle\left\langle x^{\prime}\right\rangle$ and hence

$$
\begin{equation*}
\varepsilon^{2}=\pi^{2} \lambda_{x}^{2} \frac{\left\langle p_{1}^{2}\right\rangle}{p^{2}}=\frac{\pi^{2} \lambda_{\mathrm{x}}^{2}\left\langle v_{T}^{2}\right\rangle}{2 c^{2}} \tag{44}
\end{equation*}
$$

The velocity distribution also defines an effective temperature for the beam which is

$$
\begin{equation*}
\mathrm{k} \mathrm{~T}_{e f f}=\frac{\mathrm{P}_{\perp}^{2}}{2 \gamma \mathrm{~m}}=\frac{\varepsilon^{2} \gamma_{\mathrm{mc}}^{2}}{2 \pi^{2} \lambda_{\mathrm{x}}^{2}} \tag{45}
\end{equation*}
$$

The temperature and the rms velocity actually vary with position within the beam since they depend on the phase space distribution function. Usually the temperature falls to zero on the edges of the beam envelope (where $\left\langle v_{1}\right\rangle \approx 0$ ) and reaches a maximum on the beam axis. For a uniform radial dependence of the temperature

$$
\begin{align*}
\langle\mathrm{kT}\rangle & \simeq \frac{\varepsilon^{2} \gamma \mathrm{mc}^{2}}{4 \pi^{2} \lambda_{\mathrm{x}}^{2}}=1 / 2 \gamma \mathrm{~m}\left\langle\mathrm{v}_{\perp}^{2}\right\rangle  \tag{46}\\
\left\langle\mathrm{v}_{\perp}^{2}\right\rangle^{1 / 2} & =\frac{\varepsilon}{\pi} \frac{c}{\sqrt{2} \lambda_{\mathrm{x}}}
\end{align*}
$$

The relationship between the beam size and the Debye length for a fixed disruption parameter is found using $D=1 / 4 \pi \omega_{p}^{2} \lambda_{z}^{2} / c^{2}$ and eq. (43)

$$
\begin{equation*}
\frac{\lambda_{\mathrm{D}}}{\lambda_{\mathrm{x}}}=\frac{\varepsilon}{\pi} \frac{\lambda_{z}}{2 \sqrt{2 \pi} \lambda_{\mathrm{x}}^{2} \sqrt{\mathrm{D}}} \tag{47}
\end{equation*}
$$

When $\lambda_{D}$ is much smaller than $\lambda_{x}$ the emittance of the beam can be ignored.

## IV. Computer Simulation

The computer simulation of the beam-beam effect in a single pass collider is considerably simplified by the fact that the beams are highly relativistic and that the collision occurs only once. For the relativistic beam, the effect of the longitudinal excitation is unimportant, and the transverse motion is given by integrating the effect of the kicks defined by eq. (24). In contrast, the computer investigation of beam-beam effects in a storage ring requires that one follow the evolution of the bunches for a time comparable to the damping time. This time is typically much longer than the time between collisions, and in this case, small perturbations in the initial configuration of the bunches can grow with time and eventually become important. This is difficult to study with a computer because numerical approximations and truncation errors lead to a cumulative loss of information about the beam behavior. The long-time sciale also means that longitudinal modes in the beam can be important. The single pass beam-beam effect at high energy can be reliably calculated because of the validity of the impulse approximation and the small number of plasma oscillations for reasonable collision strengths.

The computer simulation used here starts by distributing the charge on a three-dimensional lattice which defines typically 8000 cells for each beam. The central position and trajectory of each cell is advanced using time symmetric difference equations derived from eq. (24). The advantages of time symmetric equations have been discussed by Buneman. 7) In this application, they allow one to verify that the code is reversible and increase the accuracy of the simulation. Any irreversibility is due to round-off errors and coarse binning of the density or time step.

The cells are advanced longitudinally at a uniform velocity equal to the speed of light. For each time step, the transverse kick given to each cell of one beam is calculated from the charge in the cells of the other beam which are at the same longitudinal position. The charge distribution of each beam is modified due to the cumulative effect of all the transverse kicks which have been applied previously.

To further increase the accuracy of the simulation, the charge in each cell is treated as a cloud of charge rather than as a point charge. Simulations in plasma physics often use the particle-in-cell method ${ }^{8}$ which simulates the motion of the plasma by having many particles within the cell which share the charge. The number of such particles must be large enough to reduce the particle or shot noise introduced by statistical fluctuations. Real plasmas contain large numbers of particles, and such fluctuations are unphysical. The major advantage of such an approach is that the simulation of temperature effects is simplified since the particles can be given an initial velocity distribution within the cell. The cell is used in these calculations to bin continuous quantities like pressure, density and electromagnetic fields. The density distribution, for example, is calculated by simply counting the number of particles which are found in a given cell at each time step.

The shot noise contributions of the particle-in-cell model can be eliminated by treating each particle as a cloud of charge. As pointed out by Birdsall and Fuss, ${ }^{9)}$ this cloud-in-cells method also reduces many fictitious effects which come about because of the finite cell size. Errors in time due to the early or late arrival of a particle in a cell and errors in the forces due to the uncertainty of the particle's position
within the cell are smoothed. The finite size cloud also smooths the interactions between particles and eliminates the necessity of cutting off the singularity in the interaction which occurs when point particles approach zero separations.

The cloud size does not have to be equal to the cell size. If it is larger than a cell size or if the cloud is not centered on a cell, the charge is spread out over several cells in proportion to the fraction of the total cloud's area which falls in that cell. If the cloud is smaller than a cell, the model is very similar to the particle-in-cell model with a particular choice for the cutoff distance for the interaction of the charges.

In this simulation, the cloud size is changed as the interaction progresses. The size of a cloud at any given time is determined by the distance to adjacent clouds on a lattice. Using the nearest neighbors to determine the cloud size is equivalent to a first order Taylor series expansion of the motion about the center of the cloud. A fixed cell size is used to calculate the density distribution and the luminosity overlap integral. The cloud's charge is apportioned to the cells using an area weighting scheme.

By dividing each cell into four subcells, the gradient of the density distribution within a cell can be adjusted to match the local gradient measured by the positions of the nearest neighbor clouds. This increases the number of effective cells in the calculations for the purpose of calculating density distributions and overlap integrals of the type given by eq. (15) without increasing the number of clouds which must be followed in the simulation of the dynamics. At the expense of increased computing
time, several clouds can be superimposed at the same positions but with differing velocities to simulate temperature effects, but we concentrate here on the cold beam limit. The cell size is usually equal to the original cloud size since the behavior of the beam is not followed on a scale smaller than a subcell. A cell size larger than the original cloud size would decrease the accuracy of the luminosity calculation.

## V. Results of the Simulations

Consider the collision of two beams with Gaussian profiles and scale factors $\sigma_{x}, \sigma_{y}$, and $\sigma_{z}$. One can begin studying the effect of the collision by looking at the motion of a test charge in one beam whose position ( $x, y, z$ ) relative to the center of the beam is $\left(\sigma_{x}, 0,0\right)$. The trajectories in the $x, z$ projection for increasing values of the collision strength are shown in fig. 5. As can be seen in fig. 5 for the case $D=1$, the effect of beam 2 on this test charge is well represented by a focal length which is equal to the bunch length $\sigma_{z}$. For large values of $D$, it is best to think in terms of the number of betatron oscillations which a particle executes as it passes through the other beam.

The case $D=1$ corresponds roughly to a quarter betatron oscillation and $D=10$ is slightly more than one full oscillation. Because of the form of eq. (24), the equation of motion for small offsets from the beam center is given by

$$
\begin{equation*}
\Delta \xi_{\mathrm{x}}^{\prime} \simeq-\mathrm{D} \xi_{\mathrm{x}} \tag{48}
\end{equation*}
$$

so that the betatron wave length will be proportional to the square root of $D$. The observed values for the phase shift of the test particle at $x=\sigma_{x}$ are shown in fig. 6 and the phase shift is found to be $\Delta \phi \simeq 0.62 \pi \sqrt{D}$.

This relationship for the focal strength of the beam works well up to quite large values of the collision strength and agrees reasonably with the rough calculation of Section III, eq. (36). The corrections due to the changes which occur in the other beam are small. The exit angle versus position of the test charge for $D$ between 0 and 32 is shown in fig. 7. The position is that which occurs when the longitudinal separation between the two beams is $2.5 \sigma_{z}$. This corresponds to a position for beam 1 of $z / \sigma_{z}=$ 1.25 in fig. 5. As $D$ increases from 0 to 1 , the exit angle increases. The maximum exit angle occurs when $D$ is between 1 and 2 . The values of test charge exit angle and position for increasing values of $D$ form an approximate ellipse similar to a phase ellipse. The rotation of the ellipse is related to the effective thickness of the lens. The positions of the points for $D=16$ and $D=32$ are close to those for $D=3$ and $D=8$ respectively and indicate that the nonlinearities of the interaction are not very important. Due to the fact that the charge distributions of the beams change during the collision, the dynamics of the leading and trailing parts of the beam are not quite the same as those of the central part. Figure 8 shows a superposition of the trajectories in the $x z$ plane of all the lattice points with $y=0$ for the case where $D=2.4$. The lattice is $10 \times 20$ in this projection and the distance between lattice points is $0.5 \sigma_{z}$. The trajectories should be compared to fig. 5 for the case $D=2$. Particles within 1 of the beam center are scattered through the maximum angle. The particles scattered through small angles come predominantly from the trailing part of the beam which scatters off a partially disrupted charge distribution and therefore sees a smaller charge density.

Figures 9a-c show the density in the $y=0$ plane of one of the beams for the case $D=1,3$, and 5 . The times shown are in arbitrary units corresponding to a beam center-to-center separation of $10 \sigma_{z}$ at $T=0$ and $T=40$. The longitudinal positions of the beam centers coincide when $T=20$ and the luminosity overlap integral (eq. (15)) receives most of its contributions from $15<T<25$.

By comparing fig. $9 \mathrm{a}, 9 \mathrm{~b}$, and 9 c , one can see that as D is increased from 1 to 5 , the focal point of the beam moves toward smaller times. For $\mathrm{D}=1,3$ and 5 , the focus occurs near $\mathrm{T}=26, \mathrm{~T}=18$, and $\mathrm{T}=16 \mathrm{re}-$ spectively. In all cases the focus is diffuse because of the non-uniform charge distribution. As expected, the transverse tails have longer focal lengths.

The luminosity will reach a maximum when the focal spots of the two beams overlap most completely, i.e., when the central focus occurs near $T=20$. This happens near $D=2.4$. The harmonic motion of particles near the center for $D>2$ (see fig. 5) can yield several diffuse foci during beam collisions (see fig. 9c, $T=25$ ).

As discussed in Section II, the luminosity overlap integral will be a function of $D$ because of the time dependence of the density distribution caused by the beam disruption. For oppositely charged beams which are not too severely disrupted, the dynamics lead to an enhancement of the luminosity. Using the time dependent density distributions found by the simulation, this enchancement can be studied as a function of the collisjon strength. The enhancement is defined as the ratio between the actual luminosity (eq. (15)) and the unperturbed luminosity (eq. (16)) and is
shown in fig. 10. In order to accurately calculate the overlap integral, the number of lattice points used in the simulation must be large enough to follow the density variations during the collision. The integral is calculated directly from the density distribution of the two beams at each step. The dependence of the enhancement factor on the cell size was investigated and the number of cells was increased until no further effect of the cell size could be seen.

## VI. Offset Beams and Uniform Transverse Profiles

For the case where the density distributions do not change (the limit as $D$ goes to zero), one can calculate the effect of an initial offset of $n \sigma$ in the transverse plane on the luminosity. The overlap integral (eq. (16)) gives a luminosity

$$
\begin{equation*}
\mathscr{L}=\frac{\mathrm{e}^{-\mathrm{n}^{2} / 4}}{4 \pi}=\mathscr{L}_{0} \mathrm{e}^{-\mathrm{n}^{2} / 4} \tag{49}
\end{equation*}
$$

for Gaussian beams. The luminosity as a function of $D$ for $n=2$ is shown in fig. 11. From eq. (49) one can see that for a two sigma offset the $D=0$ luminosity is reduced by a factor of 0.37 . However, the enhancement still occurs and the ratio of maximum luminosity to $D=0$ luminosity is almost the same as in the zero offset case. The enhancement drops off more rapidly with $D$ however.

Similar results have been obtained for the case where the beam has a uniform density profile in the transverse direction and a Gaussian profile in the longitudinal direction. The collision strength is from eq. (26)

$$
\begin{equation*}
D=\frac{r e^{N \sigma_{z}}}{\gamma \lambda^{2}} \tag{50}
\end{equation*}
$$

and the unperturbed luminosity is $\mathscr{L}_{0}=1$. The trajectories for test particles are shown in $f i g .12$ and the enhancement is shown in fig. 13. For the uniform profile, the enhancement falls off rapidly as the collision strength is increased leading to a net loss of luminosity for $D$ greater than 16. The local peaks in the enhancement correspond to values of the collision strength yielding trajectories which tend to focus the two beams when the maximum charges overlap. (This is the point $Z=0$ in fig. 12.)

The more rapid fall-off of luminosity with collision strength for the uniform case can be understood in terms of the plasma properties of the charge distributions. In the leading and trailing parts of a Gaussian beam and in the transverse tails, the charge density is less than the density in the central part of the beam. Since the plasma frequency squared is proportional to the density, this means that the corresponding plasma wavelength $\lambda_{p}$ is longer in the tails and that the tails are more stable than the beam core. When beam dynamics are neglected, the tails of the beam contribute little to the luminosity of the collision. The luminosity is proportional to the integral of the density squared and in the Gaussian case, for example, it receives very little contribution from those parts of the beam which are more than one sigma from the center or times when the beams are separated longitudinally by more than one sigma.

When beam dynamics are included, one expects that the cumulative focusing effect of the head of the beam on the central core will be important in determining the approximate transverse dimensions of the beam core and its profile when it overlaps with the core of the other beam. Thus, the charge distribution in the head of the beam is an important factor in determining the enhancement factor or ratio of the actual luminosity to the luminosity expected for undisturbed beam profiles. The

Gaussian transverse profile has a larger enhancement for $D>10$ than the uniform profile because the non-uniform density distribution leads to a spread in the plasma frequencies and this together with the longer plasma wavelength in the tails helps stabilize the enhancement factor.

## VII. Conclusions

The energy lost per turn by a particle stored in a magnetic ring grows as the fourth power of the particle's energy and this power loss has become a significant constraint in the design of machines to produce high energy electron-positron collisions. This problem has led to the consideration of the properties of alternative systems which collide linearly accelerated beams of electrons with similar beams of positrons. The required luminosity is achieved in a linear system by having very tight focusing at the beam collision point. Spot sizes of several square microns can be achieved.

The beam-beam effect which limits the current which can be stored in a circular machine is still expected to be the limiting factor in linear systems. However, the limitation comes not from the cumulative effect of many small perturbations but from the disruptive nature of a single collision. Particle densities several orders of magnitude higher can be achieved in the single collision case. In addition, the strong disruption of the beams leads to an enhancement of the luminosity due to the net focusing effect which the two oppositely charged beams have on each other (see fig. 1).

The strength of the interaction between the beams $\sqrt{D}$, is related to the number of plasma oscillations which occur during the collision. The plasma frequency however grows only as the square root of the incoming current, and this means that very high beam densities can be tolerated.

Typical instability growth rates would allow several plasma oscillations. For Gaussian beam profiles, two full plasma oscillations occur for $\mathrm{D} \approx 32$.

The interaction of two such beams for small numbers of plasma oscillations can be reliably calculated using plasma simulation techniques. The magnitude of the luminosity enhancement and the relation between beam density and effective plasma wavelength have been investigated using a computer simulation. The luminosity enhancement grows proportional to $\mathrm{D}^{2}$ and reaches a maximum value when the focal spots of the two beams overlap most completely. This occurs after one-quarter plasma oscillation. For Gaussian bunches, the enhancement reaches a maximum for $D \simeq 2.4$ and remains constant to large values of $D(D \approx 20)$. The value of the enhancement is approximately 6 for a Gaussian beam which is mismatched at insertion, and 2.5 for a matched beam (i.e., emittance dominated minimum waist). The nonuniformity of the Gaussian charge density helps stabilize the beam dynamics. For more uniform shapes, the enhancement drops off more rapidly with D. Suggestions for linear colliding beam machines have been limited to small values of the disruption parameter. 10,11 ) In future designs it should be possible to greatly increase the design luminosity by increasing the collision strength and taking advantage of the luminosity enhancement. A disruption limit $\mathrm{D}=32$ with a luminosity enhancement $\mathscr{L} / \mathscr{L}_{0}=6$ yields an increase in luminosity of

$$
\mathrm{D}^{2} \frac{\mathscr{L}}{\mathscr{L}_{0}}=6 \times 10^{3}
$$

if the current is increased or

$$
\mathrm{D}^{2} \frac{\mathscr{L}}{\mathscr{L}_{0}}=2 \times 10^{2}
$$

if the beam spot is decreased compared to a design with $\mathrm{D}=1$ and $\mathscr{L} / \mathscr{L}_{0}=1$.
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## Figure Captions

1. Computer simulated collision of intense relativistic beams illustrating the pinch effect.
2. Iñ the rest frame of particle 1 , particle 2 travels along the $z$ axis and has a minimum displacement from particle 1 of $b$ in the $x$ direction.
3. Time dependence of the electric and magnetic fields due to the passage of particle 2 as seen at the position of particle 1.
4. Test particle incident with displacement $b$ from the axis of a charge distribution.
5. Trajectory of a test charge incident on a Gaussian bunch with displacement $\sigma_{x}$ from the axis for the case $D=.5,1,2,5,10,32$. The test charge is within a Gaussian charge distribution.
6. Phase shift of the test particle versus disruption parameter.
7. Exit angle versus position of the test charge incident at ( $\sigma_{x}, 0,0$ ) for values of $D$ between 0 and 32 .
8. Trajectories of the lattice points in the $y z$ plane for the case $\mathrm{D}=2.4$.
9. (a),(b),(c) Simulation of the density distributions during the collision of two Gaussian beams for $\mathrm{D}=1,3$, and 5 .
10. Luminosity enhancement versus disruption factor.
11. Luminosity versus disruption factor for two Gaussian beams colliding with an initial offset of $2 \sigma_{x}$.
12. Trajectory of a test charge incident on a uniform transverse profile, Gaussian longitudinal profile beam. The test charge is initially at the boundary of the transverse distributions and is within a uniform transverse profile beam.
13. Luminosity enhancement versus disruption factor for uniform transverse profile beam collisions.
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## ABSTRACT

The method of transfer maps is used to develop generalized Courant-Snyder invariants in the presence of the beam-beam interaction for both nonresonant and resonant tunes. Numerical evidence is presented to illustrate that the generalized invariants are indeed constant through terms of first order in the beam-beam interaction strength. The invariants are next used as a "magnifying glass" to search for irregularities and evidence of stochastic behavior. It is found that within the model employed, the beam-beam interaction at its contemplated strengths shows no evidence of producing particle loss in ISABELLE.

## 1. Introduction

The beam-beam interaction for ISABELLE, in the weak beam-strong beam model of Herra, Month, and Peierls ${ }^{(1)}$, can be studied by the method of Transfer Maps $(2,3)$. In this approach, the transfer map $M$ for passage of a particle in the weak beam through its storage ring followed by passage through the strong beam is given by the product ${ }^{\text {(4) }}$

$$
\begin{equation*}
M=\exp \left(F_{2}\right) \exp \left(F_{b}\right) . \tag{1.1}
\end{equation*}
$$

Here $F_{2}$ is the Lie operator associated with the quadratic polynomial

$$
\begin{equation*}
f_{2}=-\pi w\left(z_{1}^{2}+z_{2}^{2}\right), \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
z_{1}=q, \quad z_{2}=p . \tag{1.3}
\end{equation*}
$$

The Lie transformation $\exp \left(\mathrm{F}_{2}\right)$ describes passage through the weak-beam storage ring with tune $w$. The quantity $F_{b}$ is the Lie operator associated with the function

$$
\begin{equation*}
f_{b}(z)=\int_{0}^{z} u(q) d q \tag{1.4}
\end{equation*}
$$

where $u$ is proportional to the electrostatic, force exerted by the strong beam,

$$
\begin{equation*}
u(q)=4 \pi D / \sqrt{3} \int_{0}^{q \sqrt{3}} d t e^{-t^{2}} \tag{1.5}
\end{equation*}
$$

The Lie transformation $\exp \left(F_{b}\right)$ describes passage of a particle in the weak beam through the strong beam. The effect of the strong beam is normalized in such a way that the beam-beam interaction depresses the tune of the weak beam, for infinitesimal betatron oscillations, by an amount $D$ when $D$ is small.

Introduce polar coordinates in phase space by using action-angle variables a, $\phi$ defined by the relations

$$
\begin{align*}
& q=z_{1}=(2 a)^{1 / 2} \sin \phi  \tag{1.6a}\\
& p=z_{2}=(2 a)^{1 / 2} \cos \phi . \tag{1.6b}
\end{align*}
$$

In these variables $f_{b}$ has the Fourier expansion

$$
\begin{equation*}
f_{b}=\sum_{-\infty}^{\infty} c_{n}(a) \exp (i 2 n \phi) \tag{1.7}
\end{equation*}
$$

The coefficients $c_{n}$ will be computed explicitly in the next section.

Suppose the tune w of the weak-beam storage ring is not near a resonant value. Then, using the Campbell-Baker-Hausdorff formula $(2,3,4)$, it can be shown that the quantity $h$ given by the expression

$$
\begin{equation*}
\dot{h}=-2 \pi w a+c_{o}(a)+2 \sum_{1}^{\infty} c_{n}(a)[2 n \pi w / \sin (2 n \pi w)] \cos [2 n(\phi+\pi w)] \tag{1.8}
\end{equation*}
$$

generalizes the Courant-Snyder invariant through first order in the beam-beam interaction strength $D$.

In the case of resonant or near-resonant tunes, it is necessary to work with powers of $M$. Consider an m'th order resonance. Then tunes near an m'th order resonance value can be written in the form

$$
\begin{equation*}
w=k / m+\delta \tag{1.9}
\end{equation*}
$$

where $\delta$ measures departure from exact resonance. Now consider the iterated transfer map $\mathrm{M}^{\mathrm{m}}$. Again, using the Campbell-Baker-Hausdorff formula, it can be shown that the quantity $h_{r}$ given by the expression

$$
\begin{equation*}
h_{r}=-2 \pi \delta a+c_{o}(a)+2 \sum_{1}^{\infty} c_{n}(a)[2 n \pi \delta / \sin (2 n \pi w)] \cos [2 n(\phi+\pi w)] \tag{1.10}
\end{equation*}
$$

generalizes the Courant-Snyder invariant through first order in $D$ for the map $M^{m}$.

The purpose of this paper is to use the non-resonant and resonant invariants, $h$ and $h_{r}$, as a kind of "magnifying glass" to study numerical results in fine detail. Section 2 derives expansions for the coefficients $c_{n}$ (a) suitable for numerical use. Section 3 shows that $h$ and $h_{r}$ do indeed generalize the CourantSnyder invariant through order D in the beam-beam interaction strength. Section 4 illustrates how magnifying glass methods have been applied to problems in other areas of physics to detect the presence of small-scale homoclinic oscillations and associated stochastic behavior. A final section applies these methods to the beam-beam interaction, and demonstrates that within the model employed, the beam-beam interaction at its contemplated strengths shows no evidence of producing particle loss in ISABELLE.

## 2. Evaluation of Expansion Coefficients

The purpose of this section is to compute the expansion coefficients $c_{n}(a)$. We begin by observing that the function $\exp \left(-t^{2}\right)$ appearing in the integrand of equation (1.5) can be expanded in a Taylor series having an infinite radius of convergence. Therefore, this expansion can be integrated term by term to provide an expansion for $u(q)$. Similarly, the expansion for $u(q)$ can be inserted into equation (1.4) and integrated term by term to provide an expansion for $f_{b}$. Carrying out these substitutions and integrations, we find the result

$$
\begin{equation*}
f_{b}(z)=4 \pi D{ }_{\ell} \stackrel{L}{=}=0_{\infty}^{E_{0}}(-3)^{\ell} z_{1}^{2 \ell+2} /[(\ell!)(2 \ell+2)(2 \ell+1)] . \tag{2.1}
\end{equation*}
$$

Next, substitute into the expansion (2.1) the expression (1.6a) for the quantity $z_{1}$. Making this substitution gives the result

$$
\begin{equation*}
\mathrm{f}_{\mathrm{b}}=4 \pi \mathrm{D} \ell_{\ell=0}^{\sum_{0}^{\infty}}(-3)^{\ell}(2 \mathrm{a})^{\ell+1}(\sin \phi)^{2 \ell+2} /[(\ell!)(2 \ell+2)(2 \ell+1)] . \tag{2.2}
\end{equation*}
$$

Our task, now, is to rearrange the series (2.2) into a Fourier series of the form (1.7).

By employing the binomial formula, we find the result

$$
\begin{align*}
& (\sin \phi)^{2 \ell+2}=\left(e^{i \phi}-e^{-i \phi}\right)^{2 \ell+2} /(2 i)^{2 \ell+2}= \\
& {[1 /(2 i)]^{2 \ell+2}{\underset{r}{=}=0}_{2 \ell+2}^{\sum_{=0}}(-1)^{r}\binom{2 \ell+2}{r} e^{2 i(\ell+1-r) \phi}} \tag{2.3}
\end{align*}
$$

Introduce a new summation variable $n$ defined by the relation

$$
\begin{equation*}
\mathrm{n}=\ell+1-\mathrm{r} \tag{2.4}
\end{equation*}
$$

With this substitution, the expansion (2.3) takes the more convenient form

$$
\begin{equation*}
(\sin \phi)^{2 \ell+2}=[1 /(2 i)]^{2 \ell+2} \sum_{n=-(\ell+1)}^{\ell+1}(-1)^{\ell-n+1}\binom{2 \ell+2}{\ell-n+1} e^{2 i n \phi} \tag{2.5}
\end{equation*}
$$

To proceed further, we insert the expression (2.5) into the expansion (2.2) to find the result

$$
\begin{gather*}
f_{b}=2 \pi D \quad \sum_{\ell=0}^{\infty}(-3 / 2)^{\ell}(a)^{\ell+1} /[\ell!(2 \ell+2)(2 \ell+1)] \\
\sum_{n=-(\ell+1)}^{\ell+1} \quad(-1)^{n}  \tag{2.6}\\
x\left(\begin{array}{c}
2 \ell+2 \\
\\
\ell-n+1
\end{array}\right) e^{2 i n \phi} .
\end{gather*}
$$

The expansion coefficients $c_{n}$ (a) can now be read off from equation (2.6) simply by exchanging orders of summation. We find the results

$$
\begin{equation*}
c_{0}(a)=2 \pi D a \sum_{\ell=0}^{\infty}(-3 a / 2)^{\ell}(2 \ell!) /\left\{(\ell!)[(\ell+1)!]^{2}\right\} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{gather*}
c_{n}(a)=-(4 \pi / 3) D(3 a / 2)^{n} \sum_{m=0}^{\infty}(-3 a / 2)^{m}(2 n+2 m-2)!/[m!(n+m-1)!(m+2 n)!] \\
\text { when } n>0 \tag{2.8}
\end{gather*}
$$

Here use has been made of the relation

$$
\begin{equation*}
\binom{s}{r}=s!/[(s-r)!r!] \tag{2.9}
\end{equation*}
$$

and some rearrangement of the summation index has been made in writing (2.8).
In order to do numerical work, it is necessary to truncate the series (1.8), (1.10), (2.7), and (2.8) at some point. Explicit evaluation shows that the coefficients in these series (the terms not involving $D$ or powers of a) are less than $10^{-9}$ provided that $\ell>25$ in (2.7), and $n>15$ or $m+n>25$ in equation (2.8). Also, the normalization employed for $q, p$, and $\underline{a}$ in setting up the beam-beam problem is such that the value $a=1 / 2$ corresponds to the outside of the beam. Therefore, even in the extreme case $a=1$, which is well outside the beam, at least eight significant figure accuracy is obtained by restricting sums in $\ell$, $m$ and $n$ to the range $\ell \leq 25, n \leq 15, m+n \leq 25$. This level of accuracy is certainly sufficient, for the quantities $h$ and $h_{r}$ as given by equations (1.8) and (1.10) omit all terms of order $D^{2}$, and $D^{2} \sim 10^{-4}$ for cases of practical interest.

## 3. Numerical Behavior of $h$ and $h_{r}$

The purpose of this section is to illustrate numerically the claim that the quantities $h_{\text {and }} h_{r}$ act as generalized Courant-Snyder invariants. Our procedure is to iterate numerically the transfer map (1.1) a large number of times for a variety of initial conditions, and to then verify that $h$ and $h_{r}$ remain approximately constant as the iterations proceed.

At this point, it is necessary to remark on the numerical method used to evaluate the integral (1.5) since the beam-beam portion of the transfer map involves the transformation

$$
\begin{gather*}
q^{\prime \prime}=q^{\prime} \\
p^{\prime \prime}=p^{\prime}+u\left(q^{\prime}\right) \tag{3.1}
\end{gather*}
$$

at each iteration of the map. (3) The integral (1.5) can be evaluated in terms of the error function with the result

$$
\begin{equation*}
u(q)=(4 \pi D / \sqrt{3})(\pi / \sqrt{2}) \operatorname{erf}(q \sqrt{3}) \tag{3.2}
\end{equation*}
$$

The problem is to find a good approximation to the error function which can be readily evaluated over and over again by a computer. We have found it convienent to use the approximation (5)

$$
\begin{gather*}
\operatorname{erf}(x)=0, \text { for } x=0  \tag{3.3a}\\
\operatorname{erf}(x)=1-\exp \left(-x^{2}\right) \sum_{1}^{5} b_{n} t^{n}, \text { for } x>0  \tag{3.3b}\\
1  \tag{3.3c}\\
\operatorname{erf}(x)=-\operatorname{erf}(-x), \text { for } x<0
\end{gather*}
$$

where

$$
\begin{equation*}
t=1 /\left(1+b_{6} x\right) \tag{3.3d}
\end{equation*}
$$

and the constants $b_{1}$ through $b_{6}$ have the values

$$
\begin{align*}
& \mathrm{b}_{1}=.254829592, \mathrm{~b}_{2}=(-.284496736) \\
& \mathrm{b}_{3}=(1.421413741), \mathrm{b}_{4}=-1.453152027 \\
& \mathrm{~b}_{5}=1.061405429, \mathrm{~b}_{6}=.3275911 \tag{3.3e}
\end{align*}
$$

The above approximation is accurate to within an error less than or equal to $1.5 \times 10^{-7}$. This error is certainly far smaller than the expected accuracy of the model, because there is no reason to believe that the charge distribution in the strong beam is exactly Gaussian as (1.5) and (3.2) would imply.

With this explanation, we turn first to a study of the behavior of $h$ in the nonresonant case. Figure 1 shows typical phase-space plots obtained by iterating the transfer map numerically for the case of a nonresonant tune. Correspondingly, figure 2 shows plots of the two quantities ( $-2 \pi w a$ ) and $h$ as a function of $(\phi / 2 \pi)$ for each of the three curves in figure 1 . It is evident that the quantity ( $-2 \pi$ wa) , which is proportional to the ordinary Courant-Snyder invariant, can, in some cases, show substantial variations. By contrast, the quantity $h$ is more nearly constant in all cases.

To exhibit the behavior of $h$ in more detail, figure 3 shows in expanded scale the variations of $h$ corresponding to the case of curve $C$ in figure 1 . Observe that $h$ has an average value of $\sim-5.665$ and variations of about $\pm .053$ above and below the average.

Presumably these variations come from the order $D^{2}$ terms which have been omitted in the expression for $h$. Now suppose that the value of D were halved from the value $D=.01$ which was used to generate figures 1 through 3 . Then the variations in $h$, if they are proportional to $D^{2}$, should be reduced by a factor of four. Figure 4 illustrates that this is indeed the case. It shows the variations in $h$ for a phase space plot having a beam-beam interaction strength of $D=.005$, but otherwise having the same initial conditions and tune as curve $C$ of figure 1. Now h has an average value of $\sim-5.5405$ with variations of about $\pm .0125$ from the average. Note that there is indeed a reduction in the variation by about a factor of four.

We turn next to a briefer study of a resonant case. Figure 5 shows a sample of phase space-plots for the resonant case of a nearly half-integer tune. Note that the plots now are far from the near-circular shapes pertaining to the nonresonant case of figure 1 . Correspondingly, figure 6 shows values of $h_{r}$ plotted as functions of $q$ for each of the curves in figure 5. Observe that the quantity $h_{r}$ remains remarkably constant. Thus, the curves of figure 5 are very nearly level lines of $h_{r}$, and the major features of figure 5 can be predicted by studying


Figure 1. Phase-space plot generated by successive iterations of the transfer map M for various initial conditions. The coordinates extend from -2 to 2 , and are normalized in such a way that the beam will be within the unit circle under actual operating conditions. The tune is .77, and the beam-beam interaction strength is $10^{-2}$.
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$$
\begin{aligned}
& \text { Figure } 5 \text {. Sample phase-space plots } \\
& \text { for the resonant case of a near } \\
& \text { half-integer tune. The tune value } \\
& \text { is } w=.5122 \text {, and the beam-beam } \\
& \text { interaction strength is again } \\
& D=10^{-2} \text {. }
\end{aligned}
$$

the level lines of $h_{r}$ and the points at which the gradient of $h_{r}$ is zero. These latter points correspond to fixed points of $M$, and give the initial conditions for periodic orbits.

## 4. Magnifying Glass Methods

A standard procedure for studying the long-time behavior of a dynamical system is to make phase-space plots of the motion, and to then examine these plots for evidence of stochastic or unstable behavior. This procedure has the virtue of giving a good qualitative picture of the motion. However, it has the disadvantage that much of the resolution of the graph is devoted to displaying regular features of the motion. Consequently, small-scale irregularities in the motion may not be readily apparent if their scale is much smaller than the scale required to display the regular features of the motion.

This difficulty can be overcome by making additional plots of some quantity which takes into account the regular features of the motion. This quantity should have the property that it is expected to be nearly constant if the motion is regular. Departure from constancy could then reflect irregularities in the motion, and the full scale of the plot could then be devoted to displaying departures from constancy.

Such quantities in the case of the beam-beam interaction could be the generalized Courant-Snyder invariants $h$ and $h_{r}$. The purpose of this section is to illustrate briefly how these methods, which will be called "magnifying glass" methods, have been applied to two other problems: the study of a simple mapping and the study of the Van Allen radiation. The section after this will apply the same methods to the beam-beam interaction.

We begin with a study of the simplest nontrivial canonical mapping, called a quadratic Cremona map, given by the relations (6)

$$
\begin{align*}
& x^{\prime}=\lambda\left[x+(x-y)^{2}\right] \\
& y^{\prime}=(1 / \lambda)\left[y+(x-y)^{2}\right] \tag{4.1}
\end{align*}
$$

Here $\lambda$ is some fixed parameter, and the properties of the map are to be studied for various values of $\lambda$.

It is readily verified that this mapping has two fixed points. One of these fixed points is the origin. This fixed point is evidently hyperbolically unstable for real positive $\lambda$, and hence we write its coordinates in the form

$$
\begin{align*}
& x^{\mathrm{h}}=0 \\
& \mathrm{y}^{\mathrm{h}}=0 . \tag{4.2}
\end{align*}
$$

The other fixed point is also readily found. Its location is given by the equation

$$
\begin{align*}
& x^{e}=-\lambda(\lambda-1) /(\lambda+1)^{2} . \\
& y^{e}=(\lambda-1) /(\lambda+1)^{2} \tag{4.3}
\end{align*}
$$

This fixed point is elliptically stable, for certain ranges of the parameter $\lambda$, as the notation is meant to suggest. Indeed, if the mapping (4.1) is expanded about the fixed point (4.3), it can be shown to be equivalent to the mapping associated with a storage ring having a short sextupole insertion. ${ }^{(2)}$ The tune of this ring is given by the relation

$$
\begin{equation*}
2 \cos (2 \pi w)=-\left(\lambda^{2}-4 \lambda+1\right) / \lambda . \tag{4.4}
\end{equation*}
$$

It is easily verified that the fixed point (4.3) is elliptically stable provided $\lambda$ lies in the range

$$
\begin{equation*}
1<\lambda<(3+\sqrt{8}) . \tag{4.5}
\end{equation*}
$$

Associated with every hyperbolic fixed point is a stable and unstable manifold. If these manifolds, when followed away from the fixed point, intersect each other with a nonzero angle at some other point, this point is called a homoclinic point. If one such homoclinic intersection occurs, then it can be shown that the two manifolds must go into wild oscillation about each other. These oscillations result in the irregular behavior of trajectories over at least a portion of phase space ${ }^{(7)}$. Figures 7,8 and 9 illustrate a homoclinic intersection and the ensuing oscillations when $\lambda=3$ for the case of the quadratic Cremona map.

The size of the angle of intersection of the stable and unstable manifolds at the homoclinic point, and correspondingly the amplitude of the ensuing oscillation, depends very sensitively on the size of the parameter $\lambda$. Figure 10 shows that the homoclinic angle becomes very small as $\lambda$ approaches the value 1 . In the range of very small angle, its size was inferred by studying the behavior of an invariant of the map. This invariant was found by employing the Campbell-Baker-Hausdorff formula in a manner similar to that used to find the generalized Courant-Snyder invariants. (8)


Figure 7. Behavior of the stable and unstable manifords, $W_{s}$ and $W_{u}$, for the hyperbolic fixed point of the quadratic Cremona map in the case $\lambda=3$. Note the homoclinic intersection at the point $K$.


Figure 8, Continued homoclinic oscillations of the stable and unstable manifolds about each other. Note that the amplitude of oscillation grows in the vicinity of the hyperbolic fixed point.


Figure 9. A continuation of figure 10 near the origin showing the formation of a grid of intersecting lines. The spacing of the grid becomes finer and finer as it approaches the hyperbolic fixed point. Each grid intersection is a homoclinic point. The result of all these intersections is an ever denser cloud of homoclinic points which has the hyperbolic fixed point as a limit point.


Because the homoclinic angle varies so rapidly with $\lambda$, the nature of phase-space plots appears to change abruptly as $\lambda$ is varied. Thus, many authors speak of a threshold for stochastic behavior. In reality, at least for the map - (4.1), there is no threshold. Homoclinic oscillations are always present. However, unless $\lambda$ is large, the amplitude of these oscillations is too small to be seen in ordinary phase-space plots.

A second problem for which magnifying glass methods have proved useful is that of analyzing the motion of particles in the Van Allen radiation (6). In simplest approximation, this problem is idealized to that of studying the socalled Stormer problem, the problem of determing the motion of a charged particle in a dipole magnetic field. By the use of a Poincare surface of section, the Stormer problem can also be reduced to the study of a certain map $M$ of $a$ two-dimensional phase space onto itself. And, as in the case of storage rings, the real problem is to determine the behavior of $M^{n}$ for large $n$.

Figure 11 displays schematically a hyperbolic fixed point for the Stormer map and a conceivably possible behavior for the stable and unstable manifolds in which there are two postulated homoclinic intersections. Figure 12 shows actual results obtained by numerical integration. Evidently, within the resolution provided by ordinary plotting, there appears to be no sign of homoclinic oscillation, and the postulated homoclinic angles are very small, and could well be nonexistent.

In the case of the Stormer problem, by using Lie transformation and normal form procedures, it is possible to find a formal power series for an integral of motion (9). This series, when truncated, can be used to account for most of the regular features of the motion as exhibited by figure 12. Thus, this truncated series can be used to look for irregularities in the motion that are not apparent on the scale required to represent the regular motion. Figure 13 shows how this works out in practice. It displays the behavior of the truncated series near the hyperbolic point. It is now apparent that there are indeed homoclinic oscillations, and there must be a nonzero homoclinic angle. These oscillations and the homoclinic angle are just too small to be seen on an ordinary phase-space plot.

Figure 13. The points of the outer curve of figure 12 which are also near the hyperbolic fixed point are replotted here to display the truncated invariant series $I^{T}$ versus $\dot{\rho}$. The presence of homoclinic oscillations near the hyperbolic fixed point ( $\rho=0$ ) is now apparent.


## 5. Application to the Beam-Beam Interaction

The purpose of this section is to apply magnifying glass methods to the beam-beam interaction in order to search for evidence of small-scale irregularities in the motion.

We begin with the nonresonant case. Figure 14 shows a plot of $h$ for conditions identical to those for figure 3 except that the mapping has been carried out for 100,000 iterations with every two hundredth point plotted. All calculations were carried out in double precision with an accuracy of approximately 16 significant figures. Evidently, even with the magnification provided by plotting $h$ rather than the customary $q, p$ variables of figure 1 , there is no evidence of irregular behavior. We conclude that within the model employed, the beam-beam interaction at its contemplated strengths shows no evidence, even under magnification, of producing particle loss in ISABELLE. This conclusion is consistent with earlier conclusions based on less stringent tests ${ }^{(4)}$.

We turn next to a brief examination of the resonant case. Figure 15 illustrates that stochastic behavior can indeed occur, due to homoclinic oscillations, for large values of the beam-beam interaction. In the case shown, the origin is hyperbolically unstable, corresponding to a half-integer resonance, and the stable and unstable manifolds associated with this fixed point intersect in homoclinic points as illustrated schematically in figure l6. This behavior can be followed to smaller values of the beam-beam interaction providing the tune $w$ is also suitably adjusted. It is readily apparent, with and without magnification, for the parameter pairs $(w=.80, D=.30),(w=.70, D=.20)$, and $(w=.60, D=$ .10). However, when $D$ is decreased to the value $D=.05$, and below, (for example the case $w=.55, \mathrm{D}=.05$ ), homoclinic behavior is no longer visible even in plots of $h_{r}$. Thus, for example, the case of figure 5 shows no evidence of homoclinic behavior despite the hyperbolic instability of the origin. It is presumably still there, but has a scale too small to be presently seen. Perhaps if the expressions for $h$ and $h_{r}$ were calculated in more detail to provide the corrections of order $\mathrm{D}^{2}$, and perhaps even beyond, which is is principle possible using the Campbell-Baker-Hausdorff formula ${ }^{(3)}$, sufficient magnification might become available to again detect homoclinic oscillations. Such an effort is beyond the scope of this paper. Suffice it to say that the apparent lack of visible homoclinic oscillations, even in the hyperbolically unstable case, is further evidence for the benign nature of the beam-beam interaction at its presently contemplated strength.


Figure 15. A phase-space plot showing stochastic behavior for a large value of the beam-beam interaction strength.


## Conc]usion

It has been shown in section 3 that the generalized Courant-Snyder invariants ${ }^{\prime} h_{\text {and }} h_{r}$ reproduce well, for sufficiently small values of the beam-beam interaction strength $D$, the regular features of phase-space plots. In section 5 these invariants were used to search for evidence of small-scale irregularities in the motion. No evidence was found for beam-beam interaction strengths of physical significance. Consequently, within the model employcd, the beam-beam interaction at its contemplated strengths shows no evidence, even under magnification, of producing particle loss in ISABELLE.
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# Measures of Nonintegrability in Two-Dimensional Mappings <br> John M. Greene <br> Princeton University, Plasma Physics Laboratory <br> Princeton, N.J. 08544 

Over the past few years I have been studying Hamiltonian systems, and particularly the simplest nontrivial example which is the area preserving mapping of a plane onto itself. Such deterministic Hamiltonian systems provide a useful model for a wide variety of phenomena. That is such common knowledge that it sounds trivial. Thus, it is good to remember that these models completely ignore both dissipation and random perturbations, and that Hamiltonian systems are so delicately balanced that the smallest nonHamiltonian effects completely dominate the behavior after a long time. One advantage of the widespread use of Hamiltonian models is the variety of experience and points of view of the workers in this field. It has been pleasurable and profitable to learn about the beam-beam interaction in the last few months. In return, $I$ am happy to share what $I$ know about twodimensional mappings.

It is outside my expertise to review the physics of the beam-beam interaction, but it is in order to provide a few paragraphs setting the context for some two-dimensional mappings. The phase space in which the beambeam interaction takes place is multi-dimensional. Nevertheless, there may be an effective decoupling of the various degrees of freedom of a particle traversing an accelerator and interacting with another beam. The twodimensional mappings considered here are an abstraction of the behavior of a single degree of freedom with a periodic external forcing term.

Many of the two-dimensional mappings that are useful for understanding the beam-beam interaction can be written ${ }^{1}$

$$
\begin{align*}
& x_{n+1}=x_{n} \cos 2 \pi v-p_{n} \sin 2 \pi v \\
& p_{n+1}=x_{n} \sin 2 \pi v+p_{n} \cos 2 \pi v-8 \pi k F\left(x_{n+1}\right) \tag{1}
\end{align*}
$$

Here $x_{n}$ and $p_{n}$ are the orbit displacement and momentum in the degree of freedom that is being studied, evaluated at a point in the orbit just after the particle has experienced a beam interaction, and $\left(x_{n+1}, p_{n+1}\right)$ are the phase space coordinates after the next interaction. The force function, $F(x)$, is taken to be odd, so that it vanishes at zero. Then the origin, ( 0,0 , maps into itself. This represents the central periodic orbit that closes after one trip around the accelerator. Neighboring orbits exhibit betatron oscillations, which are represented by a rotation in this phase space mapping. Thus $v$ is the tune of the degree of freedom that is being studied. When the interaction parameter, $k$, vanishes, the betatron oscillations of different orbits all have the same frequency, independent of the amplitude of the oscillation, in this approximation. Thus, they contribute a rigid rotation to the mapping.

The beam-beam interaction is represented here as an impulsive force, $F(x)$, that instantaneously displaces the particle momentum without affecting its position. This paper concentrates on two of the important effects of this force. In the first place, it changes the betatron frequency of small amplitude orbits. Then the mapping is not approximately a rigid rotation, but exhibits shear, with inner orbits revolving around the central periodic orbit more slowly that the outer orbits. Secondly, this force provides a perturbation that resonates, to some degree, with every rational tune. Thus,
the beam-beam force impresses a range of rational tunes on the system, and resonates with all of them.

In the linear, rigid rotation approximation, orbits lie on concentric circles in the $(x, p)$ plane. Under the influence of the beam-beam force, $F(x)$, several new types of orbits appear. Corresponding to each rational tune, a resonance, or island structure is born. This consists of a central periodic orbit surrounded by an orbit system that rotates around it. This system thus reproduces, on a smaller scale, the orbit system around the primary central periodic orbit at ( 0,0 ) . One characteristic of these secondary islands is that their central orbits close only after many trips around the accelerator so a number cross sections of each resonance system are displayed in pictures of the mapping of Eq. (1).

Surrounding each such system, there is generally a region where a single orbit appears to fill a portion of the ( $x, p$ ) plane randomly. This will be called a stochastic sea.

In and around these orbits, some distorted circular orbits continue to exist, according to a theorem of Kolmogorov, Arnol'd and Moser. Such closed curves in the ( $x, p$ ) plane that are filled by a single orbit are called KAM surfaces.

With orbits no longer lying on circles, and particularly as some orbits can wander over regions of phase space, the problem of stability arises. Ry this will be meant here, the problem of whether orbits can wander indefinitely far from the origin, ( 0,0 ). At least two stability questions can be distinguished. Does the model exhibit stability or instability? Is the real system stable?

The existence or absence of KAM surfaces is strongly relevant to the first question. These surfaces divide the ( $x, p$ ) plane. By continuity and
uniqueness orbits in one region can never cross over into another. Thus, if KAM surface can be proven to exist the orbits inside can be said to be stable. A large part of my efforts for the past few years have been devoted to investigating criteria for the existence of KAM surfaces in mappings such as those studied here.

A study of this mapping may also be of assistance toward the question of whether a real system is stable. A real system contains the features of Eq. (1), and additional terms spanning the entire frequency range from sixtycycle hum to the time of interaction of a high energy particle with a neutral gas atom. Nevertheless, Eq. (1) would be important toward the understanding of the full system when the true orbit follows a model orbit for a significant distance. For example, the effect of small random perturbations can be much enhanced if much of an increase in amplitude is due to rotation around the secondary central periodic orbit in a resonance zone. Equỉvalently, consider the evolution of an ensemble of particles that satisfy Eq. (1) plus additional small perturbation terms. Equation (1) will force the distribution function to be relatively flat in resonance and stochastic zones, and thus steep in the inbetween regions. This steepness can much enhance the effect of small perturbations. Thus even when Eq. (1) predicts stability, the widths of resonances and stochastic regions may be important in determining the containment properties of real systems.

Several different measures have been used to estimate the degree to which resonances and stochastic seas are important in a given mapping. Since integrable systems lack these characteristics, they will be called measures of nonintegrability.

A first such measure is the size of the resonance structures. However, experience has shown that systems for which the tune is a slowly varying
function of the amplitude of the betatron oscillations, resonances are far apart, interact only to a small degree, and have small associated stochastic seas. Thus, a second measure of nonintegrability is the resonance overlap parameter, the ratio of island width to island separation. The overlap criterion implies that large stochastic regions exist when the overlap parameter is of order unity, and resonances are over crowded. ${ }^{2}$

These measures of nonintegrability can be evaluated in perturbation theory, but have major deficiencies when utilized with numerical work at finite values of the perturbations. Since the islands float in stochastic seas, their width is poorly defined, particularly for the interesting cases where the stochastic seas are a significant component of the mapping. A third measure of nonintegrability that avoids this problem is related to the periodic orbits at the center of the resonances, and particularly to the tune of the oscillations in the vicinity of these orbits. Specifically, the mapping can be linearized and represented by a 2 x 2 matrix in the vicinity of each of these orbits, exactly as around the primary periodic orbit. The local tune is related to the trace of the corresponding matrix. I find it convenient to introduce a quantity called the residue that is a linear transformation of the trace, ${ }^{3}$

$$
\begin{equation*}
R=\frac{1}{4}(2-\operatorname{Tr} a c e)=\sin ^{2} \pi \nu_{R} \tag{2}
\end{equation*}
$$

where $\nu_{R}$ is the local tune around the secondary periodic orbit.

It has been shown that the residue is directly related to the overlap parameter in perturbation theory. 4,5 It has the advantage that it is well defined and can be evaluated numerically with arbitrary accuracy for systems with finite or large perturbations. When the residue is larger than one, the corresponding periodic orbit is unstable. Thus, the picture associated with the residue criterion is that stochastic seas appear where residues are larger than unity and nearly all periodic orbits are unstable. ${ }^{3}$ There are indications of coming developments that will reinforce this concept. ${ }^{6}$

To illustrate the utility of the residues in understanding given mappings, $I$ undertook to estimate the amplitude dependence of the degree of nonintegrability introduced by different beam-beam force functions, $F(x)$. As a random example, $I$ chose to study the $2 / 5$ resonance.

This resonance has some peculiarities, and is seen in different ways by different people, so some explanation is in order to illuminate my attitude. Because of symmetry, odd resonances do not appear in lowest order of perturbation theory. Closely coupled to this is the fact that there are two symmetrically placed stable periodic orbits with the appropriate tune. Thus, the two $2 / 5$ orbits yield a picture with a chain of ten resonances. Nevertheless, I call this resonance $2 / 5$, since $I$ use the denominator of the resonance label to indicate the length of its central periodic orbit. None of this leads to any difficulty in calculating either the orbit or its residue.

The perturbation parameter was fixed at $k=0.05$, and the position of the resonance in the phase plane was changed by varying $v$. Thus, the resonance
is forced to sample different ranges of the force $F(x)$.
As discussed previously, ${ }^{3}$ a dominant feature of the magnitude of the residues is their exponential dependence on orbit length. To compare orbits of different length, it is useful to introduce a mean residue for the resonance $P / Q$ by

$$
\mathrm{f} \equiv(4 \mathrm{R})^{1 / \mathrm{O}}
$$

Thus in Fig. 1, f, the mean residue, is the measure of nonintegrability, and $x_{m}$, the maximum value of $x$ around the orbit, is a measure of the orbit amplitude.

Three different functions have been evaluated for Fig. l,

$$
F_{G}=\left[1-\exp \left(-x^{2} / 2\right)\right] / x
$$

$$
\simeq \frac{1}{2} x\left(1-\frac{1}{4} x^{2}+\frac{1}{24} x^{4}+\ldots\right)
$$

$$
\mathrm{F}_{\mathrm{H}}=\frac{1}{\sqrt{3}} \tanh \sqrt{3} \mathrm{x} / 2
$$

$$
\simeq \frac{1}{2} x\left(1-\frac{1}{4} x^{2}+\frac{3}{40} x^{4}+\ldots\right)
$$

$$
\mathrm{F}_{\mathrm{A}}=\frac{1}{\sqrt{3}} \tanh ^{-1} \sqrt{3} \mathrm{x} / 2
$$

$$
\begin{equation*}
\simeq \frac{1}{2} x\left(1-\frac{1}{4} s^{2}+\frac{9}{80} x^{4}+\ldots\right) \tag{4}
\end{equation*}
$$

- In each case they are normalized to have a slope of $1 / 2$ at zero. Then $k$ is the tune shift for small amplitude orbits, when $k$ is small, with some nonlinear corrections for larger values of $k$.

The scale of the $x$ variation was adjusted so that the first nonlinear term in the Taylor series agreed for each of the force functions. When different scalings were used, so that

$$
\begin{equation*}
F(x) \simeq \frac{1}{2} x\left(1-\frac{a^{2}}{4} x^{2}+\ldots\right) \tag{5}
\end{equation*}
$$

then, for small values of $x_{m}$, the mean residue depended only on the combination $\mathrm{ax}_{\mathrm{m}}$. Thus the mean residue depended only on the nonlinearity. Further, the mean residue had a relatively weak dependence on the beam force parameter, $k, f \approx \sqrt{k}$. A perturbation calculation, taking the limit of small $k$ and varying the tune $v$ simultaneously to fix the position of the resonance, would be useful to confirm this result. Finally, other resonances gave rather similar curves. The mean residue was somewhat larger for even resonances, consistent with the fact that they exist in lower orders of perturbation theory, but the difference was not large.

A number of conclusions can be drawn from this calculation, at various levels of abstraction.

The values of the residues and mean residues illustrated in Fig. 1 are quite small. According to previous results, ${ }^{3}$ KAM surfaces disappear in regions where the mean residues are greater than unity. Thus, while this calculation was designed to test methods rather than to design experiments, it
seems clear that significant KAM surfaces should exist, within this model, for - - values of the tune shift, $k$, up to 0.1 or greater. Thus, the loss of the KAM surfaces of this model is unlikely to be a physically important effect.

A second conclusion that can be drawn from this figure is that the beambeam interaction forces significant nonintegrability at very large amplitudes. Its effect on the tune shift is small at these amplitudes, but its effect on the resonances is large. This is rather independent of the shape of the force function.

At another level, the primary purpose of this calculation was to demonstrate the utility of the mean residues as a measure of nonintegrability. This measure is consistent since Fig. 1 can be essentially reproduced using a variety of different resonances. That it yields a good criterion for the existence of KAM surfaces has been shown previously. ${ }^{3}$ It is a good way to organize computational data, since it concentrates on short orbits that can be evaluated accurately.

One of the delicate problems that this method might be useful for arises when perturbations added to $\mathrm{Eq}$. . (1) have periods from several to a few hundred times that of the basic interaction period embedded in Eq. (1). Multiple interaction regions or periodic variations of beam intensity are two possibilities of this type. A more complicated two-dimensional mapping, taken over the full period of the perturbation, might still be an appropriate model. The existence, of KAM surfaces would determine the stability of this super-period mode1.

There may be some relations between the size of stochastic seas and the residues of nearby orbits, but this has not been explored yet in any detail.

Finally, this work is another effort to achieve a balance between computational and analytic, perturbation methods. These two approaches are
sometimes seen to be competitive. In fact, they tend to be complementary. Perturbation calculations tend to work best when the various parameters of a problem have significantly different values, so that something can be taken to be small. Numerical calculations are most difficult in such regimes. On the other hand, the care required for accuracy and convergence is about the same in either case, though over the years there has been considerably more experience with perturbation theory. It seems appropriate for our generation to concentrate on sorting out the concepts and methods that yield the best computational results. Since the tradition of excellence is younger in this field, opportunities are greater.
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## ABSTRACT

We review here some recent results on the long time behavior of the orbits of two- and four-dimensional mappings which display, in a qualitative way, most of the complicated features of the BeamBeam Interaction. We conclude that this behavior depends crucially on the location of the initial conditions of the orbits with respect to the "largest" (i.e. lowest order in perturbation theory) resonances of the system. In the "stochastic" regions, where these resonances overlap, the properties of the motion are well described by classical diffusion processes. In 4-dimensional mappings, where Arnol'd diffusion occurs, various theoretical and empirical methods proposed by Chirikov yield estimates of the rates of particle diffusion which are in good agreement with experimental evidence.

This paper is a brief review of a number of recent results illustrating sôme basic concepts of Nonlinear Hamiltonian Dynamics: Resonances, "stochasticity" and Arnol'd Diffusion. These concepts are of direct relevance to the long term stability of colliding beams in the intersecting storage rings of high energy accelerators. ${ }^{1}$

The models and the results reviewed here are, admittedly, far from a realistic description of actual, true to life machines. They do offer, however, a lucid picture and considerably enhance our understanding of the nonlinear phenomena associated with the so-called BeamBeam Interaction. ${ }^{1}$

Our aim in reviewing these results here is to emphasize and discuss their main features in a unified way so as to help researchers in this field better analyze and assimilate a rapidly growing collection of experimental evidence.

In section 2 we briefly introduce the fundamental ideas of Nonlinear Hamiltonian Dynamics referring the reader to the literature for more details. A general Hamiltonian is written down in Action-Angle variables and the motion near a (nonlinear) resonance is discussed. The appearance of large scale (resp. small scale) "stochastic" regions is pictorially explained as a result of the overlapping of low order (resp. high order) resonances, an idea originally due to B.V. Chirikov. ${ }^{2}$

In section 3, Chirikov's Resonance Overlap Criterion is illustrated on a widely studied two dimensional model, the so-called Standard Mapping. ${ }^{2,13-15}$ Two dimensional mappings can accurately represent periodically "kicked" one degree of freedom systems which describe Beam-Beam effects in the direction vertical to the plane of revolution ignoring all coupling with the horizontal motion. In the "stochastic" regions a theoretical description of the motion in terms of a classical diffusion process agrees well with the experimental results.

Section 4 is devoted to four dimensional mappings which do take into account the coupling between vertical and horizontal motion. Such mappings represent periodically "kicked" two degree of freedom systems, in which phase space orbits can wander (for sufficiently long times) over most of the energy "surface" for arbitrarily small coupling parameter $\epsilon$ ! This universal (i.e. for all $\epsilon \neq 0$ ) instability, often referred to as Arnol'd Diffusion ${ }^{2}$.3, is discussed here with the aid of two models, one due to Tennyson et al. 4 and one due to Chirikov et $a^{5}$.

Finally, we conclude with some remarks on work currently in progress ${ }^{6,22}$ on a four dimensional mapping involving a realistic BeamBeam force. Our eventual goal is to implement as well as develop further the results reviewed here on more realistic models of the Beam-Beam Interaction.

## 2. Hamiltonian Dynamics and Nonlinear Resonances

In the last two decades, the field of Nonlinear Hamiltonian Dynamics has experienced considerable growth. There has been a number of rigorous results primarily in the area of integrable (i.e. "separable" or "solvable") systems ${ }^{7,8}$, with the notable exception of the celebrated theorem of Kolmogorov, Arnol'd and Moser ${ }^{2,7-9}$ (KAM). The KAM theorem, however, even though it has stimulated many theoreticians and provided new insight, is essentially an existence result, whose applicability has so far been very limited.

Faced with serious analytical difficulties many physicists and mathematicians - starting with E. Fermi and S. Ulam in the early fifties ${ }^{10!}$ - turned to numerical computation in order to study the properties of non-integrable ${ }^{7-9}$ systems. In particular, they asked the question: How can a deterministic system described by Newton's equations of motion exhibit "statistical" behavior? (By "statistical" behavior we mean, here a set of properties which can be well described by the laws of
statistics, random processes etc.).

It is well known that all the orbits of an integrable system lie on invariant "surfaces" or "tori" ${ }^{7-9}$ and hence are not allowed to wander freely over all the available phase space. Integrable systems, however, are in some sense highly exceptional ${ }^{11}$ and thus, in practice, we deal more often with non-integrable systems. KAM theory, on the other hand, together with a great number of numerical experiments ${ }^{12}$ indicate that the behavior of a non-integrable system closely resembles the behavior of an integrable system "nearby"! To be precise let us write the Hamiltonian of a non-integrable system of $N$ degrees of freedom in the form

$$
\begin{equation*}
H(I, \theta)=H_{0}(I)+\epsilon \sum V_{n} e^{i(n, \theta)} \tag{2.1}
\end{equation*}
$$

where $I \equiv\left(I_{1}, I_{2}, \ldots, I_{N}\right)$ and $\theta \equiv\left(\theta_{1}, \theta_{2}, \ldots, \theta_{N}\right)$ are the usual ActionAngle coordinates and the summation proceeds, in general, over all N dim. integers $n \equiv\left(n_{1}, \ldots, n_{N}\right)$ [we omit here, for simplicity, a possible explicit time dependence of $H$, which often takes the form of an extra $e^{i(n, \tau)}$ in (2.1), where $\left.\tau \equiv \Omega t+\tau_{0}\right]$.

For $\epsilon=0$, the $I_{k}$ reduce to the Action variables of the integrable system $H_{Q}\left({ }^{(0)}\right)$, which satisfy

$$
\begin{equation*}
\dot{I}_{k}^{(0)}=\frac{\partial H_{0}}{\partial \theta_{k}^{(0)}}=0 \tag{2.2}
\end{equation*}
$$

whence

$$
\begin{equation*}
I_{k}^{(0)}=\text { const.; } k=1,2, \ldots, N \tag{2.3}
\end{equation*}
$$

These $N$ constants determine the location and shape of the $N$-dim. invariant tori associated with $H_{0}$. The motion on these tori is quasiperiodic with frequencies

$$
\begin{equation*}
\omega_{k}\left(I^{(0)}\right)=\dot{\theta}_{k}^{(0)}=\frac{\partial H_{0}}{\partial I_{k}^{(0)}}, k=1,2, \ldots, N . \tag{2.4}
\end{equation*}
$$

For $\epsilon \neq 0$, KAM theory tells us that "most" of these tori will survive though somewhat distorted

$$
\begin{equation*}
I=I^{(0)}+\epsilon I^{(1)}+\epsilon^{2} I^{(2)}+\ldots \tag{2.5}
\end{equation*}
$$

Using first order perturbation theory we find that this distortion is -more pronounced in the neighborhood of a resonance ${ }^{7,12}$ :

$$
\begin{equation*}
(n, \omega) \equiv n_{1} \omega_{1}+n_{2} \omega_{2}+\ldots+n_{N} \omega_{N}=0 . \tag{2.6}
\end{equation*}
$$

It is very important that $H_{0}(I)$ be nonlinear i.e. that the frequencies depend on the amplitude, $\left(\partial \omega_{k} / \partial I_{\ell} \neq 0\right.$ for some $\left.k, \ell\right)$ so that the motion near a resonance will be bounded as in the case of the familiar phase space plots of a simple pendulum, cf. fig. lb below. We then call
(2.6) a nonlinear resonance.

For definiteness, consider a free particle moving in two dimensions $x_{1}, x_{2}$ under the influence of a single spatial periodic perturbation ${ }^{4}$ :

$$
\begin{equation*}
\mathrm{H}=\frac{1}{2 m}\left(\mathrm{p}_{1}^{2}+\mathrm{p}_{2}^{2}\right)+\epsilon \mathrm{V}_{\mathrm{n}} \mathrm{e}^{i(\mathrm{n}, \mathrm{x})}+\mathrm{c} \cdot \mathrm{c} . \tag{2.7}
\end{equation*}
$$

where $x \equiv\left(x_{1}, x_{2}\right)$ and c.c. refers to the complex conjugate of the perturbation term. For $\epsilon=0$, the Action-Angle variables (omitting superscripts) are

$$
\begin{equation*}
\mathrm{I}_{\mathrm{k}} \equiv \mathrm{p}_{\mathrm{k}} / \sqrt{\mathrm{m}} ; \theta_{\mathrm{k}} \equiv \mathrm{x}_{\mathrm{k}}, \quad \mathrm{k}=1,2 \tag{2.7a}
\end{equation*}
$$

The (constant) energy "surface" is a circle in Action space

$$
\begin{equation*}
H_{0}=\frac{1}{2}\left(I_{1}^{2}+I_{2}^{2}\right)=\text { const. } \tag{2.8}
\end{equation*}
$$

In this example the frequencies are equal to the Action variables:

$$
\omega_{k}=\frac{\partial H_{0}}{\partial I_{k}}=I_{k}, \quad k=1,2,
$$

c.f. (2.4), and thus the resonance

$$
\begin{equation*}
\left(n_{1} \omega\right) \equiv n_{1} \omega_{1}+n_{2} \omega_{2}=0 \tag{2.9}
\end{equation*}
$$

is represented by a straight line through the origin in the $I_{1}, I_{2}\left(\omega_{1}, \omega_{2}\right)$ plane, c.f. also fig. 2.

For $\varepsilon \neq 0$ the circle (2.8) becomes an annulus of thickness $2 \varepsilon V_{n}$, c.f. (2.7) and fig. l below. In that annulus the motion is vertical to the resonance line as $I_{k}$ changes only in the direction of the

- vector n :


Fig. 1 Motion near resonance (2.9) (a) in Action space (b) In Action-Angle space, see also reference 4.

In the presence of a second resonance

$$
\begin{equation*}
(\ell, \omega) \equiv \ell_{1} \omega_{1}+\ell_{2} \omega_{2}=0 \tag{2.11}
\end{equation*}
$$

the Hamiltonian (2.7) takes the form

$$
\begin{equation*}
H=\frac{1}{2}\left(I_{1}^{2}+I_{2}^{2}\right)+\epsilon V_{n} e^{i(n, \theta)}+\epsilon V_{\ell} e^{i(\ell, \theta)}+c . c . \tag{2.12}
\end{equation*}
$$

c.f. (2.7a). The two resonance lines (2.9), (2.11) are plotted in fig. 2 below. The angle between the vectors $n$ and $l$ and the magnitude of the perturbation parameter $\varepsilon$ determine the proximity of the two resinances in Action space and the amount of overlapping which may occur.


Fig. 2 Overlapping of resonances (2.9 and (2.11) in Action Space.

This simple picture clearly shows, thereforc, that $\varepsilon$ must increase beyond some threshold value $\varepsilon_{T}$ for the separatrices of the two resonances to cross. It is precisely in that region of overlap that the motion is, so to speak, influenced by both resonances simultaneously and large scale "stochastic" regions appear. In the next section we derive, following Chirikov, a lowest order (over-) estimate for the threshold $\epsilon_{T}$, based on the overlapping of the two main resonances.

An important point to keep in mind here is that the two resonances in (2.12) are nonlinearly coupled and give rise to higher order resonances:

$$
\left(m_{1} n_{1}+m_{2} \ell_{1}\right) \omega_{1}+\left(m_{1} n_{2}+m_{2} \ell_{2}\right) \omega_{2}=0
$$

These resonances appear in the Hamiltonian when we transform ( $I, \theta$ ) to new canonical variables ( $I^{\prime}, \theta^{\prime}$ ), ( $I^{\prime \prime}, \theta^{\prime \prime}$ ) etc., using perturbation theory ${ }^{\text {² }}$. They are multiplied by factors of $\epsilon^{2}, \epsilon^{3}$, etc. and thus give rise to smaller scale "stochastic" regions. Higher order resonances, however, do overlap for $\epsilon<\epsilon_{T}$ and their combined effect often leads to large scale "stochasticity" at about a half or a third of the value $\epsilon_{T}$ at which the lowest order resonances begin to overlap (see next section).

## 3. Motion in "Stochastic" Regions

A. The Resonance Overlap Criterion

In order to derive the Resonance Overlap condition we need first an expression for the half width of a single resonance in the $I$, $\theta$ plane, c.f. fig. 1b. Following Chirikov ${ }^{2}$, we introduce a new variable

$$
p \equiv I-I_{r} ; \quad|p| \ll 1
$$

where $I_{r}$ is the value of $I$ at resonance and expand the terms of the Hamiltonian

$$
\begin{equation*}
H=H_{0}(I)+\varepsilon V(I) \cos \theta \tag{3.2}
\end{equation*}
$$

in powers of $p$. Keeping up to quadratic terms we find that (3.2) reduces to 2

$$
\begin{equation*}
\tilde{H}=\frac{1}{2} \omega^{\prime}\left(I_{r}\right) p^{2}+\varepsilon V\left(I_{r}\right) \cos \theta \tag{3.3}
\end{equation*}
$$

which, in this approximation, is the Hamiltonian of a simple pendulum, c.f. fig. 3, with


$$
\begin{equation*}
\left.\omega^{\prime}\left(I_{r}\right) \equiv \frac{\partial^{2} \mathrm{H}_{0}}{\partial I^{2}}\right|_{I=I_{r}} \tag{3.4}
\end{equation*}
$$

On the separatrix of fig. 3

$$
\tilde{H}=\varepsilon V ; p_{S} \equiv I_{S}-I_{r}
$$

Fig. 3 Phase plane curves for the Hamiltonian (3.3).
whence (3.3) yields

$$
\frac{1}{2} \omega^{\prime} p_{S}^{2}=\epsilon V(1-\cos \theta)=2 \epsilon V \sin ^{2}\left(\frac{\theta}{2}\right)
$$

Solving for $\mathrm{p}_{\mathrm{s}}$ and using (3.1) we find

$$
I_{S}=I_{r} \pm(\Delta I)_{r} \sin \frac{\theta}{2}
$$

where

$$
\begin{equation*}
(\Delta I)_{r} \equiv 2\left[\frac{\epsilon V\left(I_{r}\right)}{\omega^{\prime}\left(I_{r}\right)}\right]^{1 / 2} \tag{3.5}
\end{equation*}
$$

is the half width (in Action space) of the resonance of fig. 3. If there is a second resonance $I_{r}^{*}$ the Chirikov Overlap Criterion predicts large scale "stochasticity" when

$$
\begin{equation*}
2(\Delta I)_{r} \geqq\left|I_{r}^{*}-I_{r}\right| \tag{3.6}
\end{equation*}
$$

[In general, $\omega(I) \neq I$ and using the approximation $\omega^{\prime}\left(\dot{I}_{r}\right)=(\Delta \omega)_{r} /(\Delta I)_{r}$ (3.6) may be written in frequency space in terms of $(\Delta \omega)_{r}$, see ref. 2, section 4].

To apply the above criterion to the case of the Standard Mapping ${ }^{2,13-15}$ written in reduced form:

$$
\begin{align*}
& p_{t+1}=p_{t}+\frac{k}{4 \pi} \sin 2 \pi x_{t}  \tag{3.7}\\
& x_{t+1}=x_{t}+2 p_{t+1}
\end{align*}
$$

$$
t=0,1,2, \ldots,
$$

Chirikov first writes down a periodically "kicked" Hamiltonian corresponding to (3.7):

$$
\begin{equation*}
H=p^{2}+\frac{K}{8 \pi^{2}} \sum_{n=-\infty}^{\infty} \cos 2 \pi(x-n t) \tag{3.8}
\end{equation*}
$$

Note that the sum in (3.8) is the expansion of the $\delta$-function representing the periodic "kicks", that $H$ here is explicitly time dependent and that we have used $K$ instead of $\epsilon$ to denote the perturbation parameter.

Since the mapping (3.7) remains invariant when $x_{t}, p_{t}$ are translated by an integer the motion may be studied on the unit torus $[0,1] x$ $[0,1]$ in the $x, p$ plane. There are two main resonances there centered - at $\left(\frac{1}{2}, 0\right)$ and $\left(\frac{1}{2}, \frac{1}{2}\right)$ and pictured schematically in fig. 4a below [the resonance at $\left(\frac{1}{2}, 1\right)$ is the same with the one at $\left.\left(\frac{1}{2}, 0\right)\right]$. We consider the motion "stable" if there exist some invariant (KAM) curves, extending from $x=0$ to $x=1$, which prevent the orbits about, say, the $\left(\frac{1}{2}, 0\right)$ resonance from entering the domain of the other resonances and eventually reaching $p=1$.


Fig. 4 Numerically observed transition to large scale "stochastic" or unstable behavior for the mapping (3.7), (see ref. 2 section 5): (a) $K \ll 1$; (b) $K=0.96$; (c) $K=1.13$.

It is numerically observed that the motion is indeed "stable" for $0<K \leq 1$. Note in fig. $4 b$ that orbits started near the $\left(\frac{1}{2}, 0\right)$ resonance even though they "stochastically" fill a thin layer about the separatrix are not allowed to "diffuse" into the central region. Apparently large scale "stochasticity" has not settled in at K=0.96. Fig. 4b, however, suggests that there must exist some threshold value $K_{T} \tilde{\sim} 1$ at which the main resonances overlap and maximal excursions of orbits from $p=0$ to $p=1$ become possible.

The Chirikov Overlap Criterion (3.6) [with (3.5)] yields

$$
\begin{align*}
& 2(\Delta I)_{r}=4\left[\frac{K}{16 \pi^{2}}\right]^{1 / 2} \geqslant \frac{1}{2} \\
& \therefore K_{T}^{(0)}=\frac{\pi^{2}}{4} \approx 2.5 \tag{3.9}
\end{align*}
$$

which considerably overestimates the experimental result $\mathrm{K}_{\mathrm{T}} \tilde{\mathcal{I}}^{1}$. One of the reasons for this discrepancy is the fact that in deriving (3.6) [with (3.5)] we have entirely neglected the effect of higher order resonances which overlap and make the motion "unstable" at $K$ values lower that (3.9). [Chirikov has extended his criterion to include next higher order resonances ${ }^{2}$; in the case of the standard Mapping this leads to the improved estimate $K_{T}^{(1)} \approx_{1.35]}$.

There have been several other attempts at evaluating $K_{T}$ experimentally and theoretically ${ }^{2,13-15}$. The best result so far seems to have been obtained by J.M. Greene ${ }^{14}$ who finds $\mathrm{K}_{\mathrm{T}}=0.971635$... His method is essentially a numerical prescription for finding the $K\left(\equiv K_{T}\right)$ value at which, the "last" KAM invariant curve - extending from $x=0$ to $x=1$ in fig. 4, is destroyed!

In recent years a number of criteria determining the onset of large scale "stochastic" behavior has appeared in the literature, see e.g. ref. 16-20. To describe them and discuss their individual merits here would take us too far afield. We refer the interested reader to ref. 2, section 5, where the results of some of these criteria on the Standard Mapping are compared, and to M. Tabor's recent review paper. ${ }^{20}$

## B. Diffusion in Large Scale "Stochastic" Regions

We have seen how the overlapping of resonances can lead to large scale "stochastic" behavior in two degree of freedom (or periodically "kicked" one degree of freedom) Hamiltonian systems. What is of great interest now (especially for the stability studies of particle beams in accelerators!) is to compute the rate at which the orbits of such systems diffuse in the "stochastic" regions.

Consider (again!) the Standard Mapping (3.7) for K>>1, where the motion on the unit torus is predominantly "stochastic". In this
case, following Chirikov ${ }^{2}$, we assume that $x_{t}$ is a random variable taking equally weighted values over all of [0,1]. Thus, changing coordinates to $I_{t} \equiv 4 \pi p_{t}$ and $\theta_{t} \equiv 2 \pi x_{t}$ in (3.7) we find that the total change

$$
\Delta I=k \sum_{t=1}^{t_{\max }} \sin \theta t
$$

averaged over $t_{\max } \approx_{10}{ }^{6}$ for a single trajectory (time average $\overline{\Delta I}$ ) or over all possible initial $\theta$ values (ensemble average < $\Delta I>$ ) gives

$$
\begin{equation*}
\overline{\Delta I}=\langle\Delta I\rangle=0, \overline{(\Delta I)^{2}}=\left\langle(\Delta I)^{2}\right\rangle=\frac{1}{2} t_{\max K^{2} .} \tag{3.10}
\end{equation*}
$$

Thus, the motion resembles a classical diffusion process whose rate is

$$
\begin{equation*}
D_{T} \equiv\left\langle(\Delta I)^{2}\right\rangle / t_{\text {max }} \equiv K^{2} / 2 \tag{3.11}
\end{equation*}
$$

Chirikov ${ }^{2}$ has calculated experimentally the diffusion rate $D_{E}$ by averaging $(\Delta I)^{2}$ over 100 orbits for various values of $k$. After a least squares fit of the data he obtains the approximate relation

$$
D_{E} \cong K^{1.982} / 1.866 ; \quad K \gtrsim 10
$$

which is in good agreement with the theoretical estimate (3.11)! And there is still further evidence that certain properties of "stochastic" orbits can be well described by the laws of random process: Chirikov studied the distribution of $|\Delta I|$ changes over time intervals $t_{\text {max }}$ experimentally:
a) by computing $10^{5}$ orbits with evenly distributed initial conditions for $t_{\text {max }}=100$, and
b) by computing one orbit over $10^{7}$ iterations and averaging $|\Delta I|$ over $t_{\text {max }}=10^{2}, 10^{3}, 10^{4}$ intervals.

Plotting the natural log of the (normalized) distribution $f_{n}$ of the above orbits as a function of the quantity

$$
\begin{equation*}
E \equiv(\Delta I)^{2} / t_{\max } K^{2}, \tag{3.12}
\end{equation*}
$$

Chirikov obtains results which are very well approximated by the
(normalized) Gaussian:

$$
f_{n}=e^{-E}
$$

c.f. (3.12) and fig. 5.7 in ref. 2.

Our discussion has so far been limited to Hamiltonian systems of at most 2 degrees of freedom in which truly unstable motion (i.e. extensive particle loss in a machine) requires the presence of large scale "stochastic" regions. We now turn to more appropriate models for colliding beams. They involve more than two degrees of freedom and may be represented by four dimensional mappings, in which practically anything is possible!

## 4. Arnol'd Diffusion in 4-Dimensional Mappings

The phenomenon of Arnol'd Diffusion has been recently studied numerically as well as theoretically by Tennyson et al ${ }^{4}$ (TLL model) and by Chirikov et al ${ }^{5}$ (CFV model). These two models are four dimensional mappings which have been judiciously chosen so that different types of motion can be isolated and systematically analyzed. In this section we summarize the results of TLL and CFV, draw attention to their common points and suggest how they may be used to study a similar system which accurately describes a Beam-Beam Interaction (see also next section).
A. The Tennyson Lieberman Lichtenberg Model (TLL)

The TLL model may be viewed as describing a free particle in 3 dimensions bouncing between a flat wall at $z=h$ and a "rippled" wall given by

$$
\begin{equation*}
z=-a_{x} \cos k_{x} x-a_{y} \cos k_{y} y-\varepsilon \cos \left(k_{x} x+k_{y} y\right) . \tag{4.1}
\end{equation*}
$$

There are four variables here: the angles of incidence $\alpha_{t}, \beta_{t}$ (in the
$x, z$ and $y, z$ planes respectively) and the coordinates $x_{t}, y_{t}$ which are "updated" after every collision with the "rippled" wall according to the 4-dimensional mapping

$$
\begin{aligned}
& \alpha_{t+1}=\alpha_{t}+2\left[a_{x} k_{x} \sin k_{x} x+\epsilon k_{x} \sin \left(k_{x} x+k_{y} y\right)\right] \\
& x_{t+1}=x_{t}+2 h \tan \alpha_{t+1} \\
& \beta_{t+1}=\beta_{t}+2\left[a_{y} k_{y} \sin k_{y} y+\epsilon k_{y} \sin \left(k_{x} x+k_{y} y\right)\right] \\
& y_{t+1}=y_{t}+2 h \tan \beta_{t+1}
\end{aligned}
$$

$t=0,1,2 \ldots$, see fig. 6 below.


Fig. 6 (a) The ( $x, z$ ) projection of the motion described by (4.2).
(b) The mapping (4.2) for $\epsilon=0$ in the $x, \alpha$ plane, see ref. 4.

The situation is quite similar to a three degree of freedom Hamiltonian system in the presence of three spatial resonances:

$$
\begin{equation*}
H=H_{0}(I)+\varepsilon V_{n} e^{i(n, \theta)}+\varepsilon V_{\ell} e^{i(\ell, \theta)}+\varepsilon V_{k} e^{i(k, \theta)}+c . c \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}(I)=\frac{1}{2}\left(I_{1}^{2}+I_{2}^{2}+I_{3}^{2}\right) \tag{4.6a}
\end{equation*}
$$

c.f. (2.7), (2.12) and the discussion in section 2. The presence of the third resonance in (4.6)- and for that matter in (4.1) as well!- is very crucial: Note that the equation

$$
\begin{equation*}
\dot{I}=\frac{\partial H}{\partial \theta}=i \varepsilon\left[n V_{n} e^{i(n, \theta)}+\ell V_{\ell} e^{i(\ell, \theta)}+k V_{k} e^{i(k, \theta)}\right]+c . c . \tag{4.8}
\end{equation*}
$$

implies that the Action can change in all possible directions in the -energy "surface" (4.6) and motion along resonance lines is now allowed for arbitrarily small values of $\varepsilon$ ! Thus orbits may wander over most of the available phase space for all values of $\varepsilon$ and this is what one refers to as Arnol'd Diffusion.

In order to study the diffusive behavior of the orbits of (4.2) Tennyson et $\mathrm{al}^{4}$ concentrated on the motion near the center of the $\mathrm{x}, \alpha$ plane, see fig. 6b, and considered two types of processes:

1) "Thick layer" diffusion, in which the intial $y_{0}, \beta_{0}$ values lie in the large scale "stochastic" regions of the $y, \beta$ plane [similar to the ones at the upper and lower part of fig. 6b],
2) "Thin layer" diffusion, in which $y_{0}, \beta_{0}$ are chosen in the "stochastic" layer about the central resonance in the $y, \beta$ plane [similar to the one shown in fig. 6b].

To estimate theoretically the diffusion rates for the above two processes Tennyson et al. first approximate the Hamiltonian of their mapping near the center of the $x, \alpha$ plane ${ }^{4}$, by

$$
H_{x}=h \alpha^{2}-2 a_{x} \cos \theta-2 \varepsilon \cos [\theta+\phi(t)]
$$

where

$$
\begin{equation*}
\theta \equiv k_{x} x, \quad \phi(t)=k_{y} y \tag{4.9}
\end{equation*}
$$

Neglecting small oscillatory terms which produce no net effect after long times, we find that the variation of $H_{x}$ in $t$ is given by

$$
\begin{equation*}
\frac{d H}{d t}=2 \varepsilon \frac{d \theta}{d t} \sin [0+\phi(t)] \tag{4.10}
\end{equation*}
$$

For small oscillations near the center of the $x, \alpha$ plane one takes

$$
\begin{equation*}
\theta \cong \theta_{0} \cos \omega_{0} t \tag{4.11}
\end{equation*}
$$

where

$$
\omega_{0} \equiv 2 \mathrm{k}_{\mathrm{x}}\left(\mathrm{a}_{\mathrm{x}} \mathrm{~h}\right)^{1 / 2}
$$

Substituting (4.11) in (4.10) and integrating over one iteration of the mapping gives

$$
\begin{equation*}
\Delta H_{X} \cong 2 \in \theta_{0} \omega_{0} \sin \omega_{0} t \sin [0+\phi(t)] \tag{4.12}
\end{equation*}
$$

At this stage the assumption is made that $\phi(t)$ behaves like a random variable all of whose values are equally weighted. This assumption rests on the fact that $\phi \equiv k_{y} y$ lies in the large scale "stochastic" regions of the $y, \beta$ plane and was seen to yield good results in the case of the Standard Mapping (section 3B).

Squaring (4.12) and averaging over $t$ and $\phi$ gives

$$
\left\langle\Delta \mathrm{H}_{\mathrm{x}}^{2}\right\rangle=\epsilon^{2} \theta_{0}^{2} \omega_{0}^{2}
$$

from which the rate for "thick layer" diffusion is directly obtained

$$
\begin{equation*}
D_{1}=\frac{1}{2}\left\langle\Delta H_{x}^{2}\right\rangle=\frac{1}{2} \epsilon^{2} \theta_{0}^{2} \omega_{0}^{2} \tag{4.13}
\end{equation*}
$$

This expression was found to agree well with the results of computer experiments ${ }^{4}$, see fig. 7 below.


Thus the theoretical considerations which led us to equation (4.13) apparently are justified and our understanding of the statistics of large scale "stochastic" regions seems adequate.

Fig. 7 Dispersion in the $\mathrm{x}, \alpha$ plane vs. $\epsilon$ for thick layer diffusion. Comparison between
theory and experiment, c.f. ref. 4.

In deriving an expression for the rate $D_{2}$ of "thin layer" diffusion the calculations become considerably more involved . Again, we start with (4.10) but now we must keep in mind that $\phi(t)$ is not randomized; rather, it is the phase on the separatrix of a simple pendulum, since the $y, \beta$ motion does take place near such a separatrix [similar to the one stown in fig. 6b]. In this case also, Tennyson et al obtain a diffusion rate $\mathrm{p}_{2}$ which is in accordance with all their numerical evidence ${ }^{4}$.

This study of diffusion in the TLL model suggests that first one ought to identify the main resonances in the two planes (here $x, \alpha$ and $y, \beta)$, as well as a third coupling resonance through which they influence each other. Thus, starting for example, with $x_{0},{ }_{0}{ }_{0}$ values near the center of a main $x, \alpha$ resonance we could compute how fast points in the $x, \alpha$ plane disperse outward depending on where the point $y_{0}, \beta_{0}$ lies.

It was found ${ }^{4}$ that the dispersion of points in the $x, \alpha$ plane due to $\left(y_{0}, \beta_{0}\right)$ being in a "thick layer" is much faster than the one due to ( $y_{0}, \beta_{0}$ ) being in a "thin layer". Following, thus, a systematic approach similar to the one of Tennyson et al one must look for initial conditions away from "thick layer" (i.e. large scale) "stochastic" region as a first step in minimizing the dispersive effects of the nonlinear coupling on the particle beam of an Accelerator. Some form of "thin layer" diffusion, however (essentially due to the overlap of higher order resonances), will be unavoidable. The best we can do there is try to calculate diffusion rates as Tennyson ${ }^{4}$ and Chirikov ${ }^{5}$ do in their work on the two models discussed in this section.
B. The Chirikov Ford Vivaldi Model (CFV)

The 4-dimensional mapping considered by these authors ${ }^{4}$ is

$$
\begin{array}{ll}
p_{t+1}^{x}=p_{t}^{x}-x_{t}^{3}+\mu y_{t}+\epsilon f(t) & \\
p_{t+1}^{y}=p_{t}^{y}-y_{t}^{3}+\mu x_{t} \\
x_{t+1}=x_{t}+p_{t+1}^{x} & \\
y_{t+1}=y_{t}+p_{t+1}^{y} & (\mu \epsilon>0 \text { and small) }
\end{array}
$$

which, for $\left|P_{t+1}^{x}-P_{t}^{x}\right| \ll 1,\left|x_{t+1}-x_{t}\right| \ll 1$, etc., may be represented by "the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(P_{x}^{2}+P_{y}^{2}\right)+\frac{1}{4}\left(x^{4}+y^{4}\right)-\mu x y-\epsilon x f(t) . \tag{4.15}
\end{equation*}
$$

A mapping of the type (4.14) may describe colliding beams in the socalled weak-strong approximation in which the influence of the weaker beam on the strong one is ignored. In this context the variables $x_{t}$ " $y_{t}$ in (4.14) represent respectively the horizontal and vertical deviations of a single particle (of the weak beam) from its ideal (unperturbed) path, and $f(t)$ is an external driving force acting in the x direction.

Choosing an $f(t)$ of the form

$$
f(t)=\frac{\cos \Omega t}{1-A \cos \Omega t} \sim \sum_{n} f_{n} \cos (n \Omega t)
$$

leads to an infinity of resonance lines in the $\omega_{x}$, $\omega_{y}$ plane (see fig. 8 below) where $\omega_{x}$ and $\omega_{y}$ are the frequencies of the two anharmonic


Fig. 8 Lines of lowest order resonances for CFV Model. P
marks the choice of initial
conditions.
oscillators at $\epsilon=\mu=0$.
In the uncoupled case they are proportional to the oscillation amplitudes $A_{x}, A_{Y}$, i.e.

$$
\omega_{x} \approx \beta A_{x}, \quad \omega_{y} \approx \beta A_{y}
$$

where

$$
\beta=0.8472
$$

c.f. section 2.3 of ref. 2 .

The main coupling resonance (or guiding resonance as Chirikov calls it) "connecting" the vertical driving resonances in fig. 8 and
leading to Arnol'd diffusion is

$$
\begin{equation*}
\omega_{x}-\omega_{y}=0 \tag{4.16}
\end{equation*}
$$

The diffusion studied here occurs in the "stochastic" layer about the separatrix of (4.16) which is analogous to "thin layer" diffusion in the TLL model (see section 4.A). To attain the slowest diffusion rate possible, initial conditions were chosen at the midpoint between two driving resonances (see fig. 8).

Chirikov's method for calculating diffusion rates for the CFV model consists of computing a group of orbits over $t_{\max } \approx 10^{7}$ iterations and performing a series of averaging procedures: First $t_{\text {max }}$ was divided in, say, $N=10$ intervals $\Delta t\left(=t_{\max ^{\prime}} / 10\right)$. The value of $H$, in (4.15), was averaged over each $\Delta t$ and a diffusion rate was computed for each pair of $\Delta t ' s$ a distance $\Delta t|m-n|$ apart

$$
\frac{\left(\bar{H}_{m}-\bar{H}_{n}\right)^{2}}{\Delta t|m-n|}
$$

which was averaged over all possible pairs in $N$ intervals to yield the rate ${ }^{b}$

$$
\begin{equation*}
D=\frac{2}{N(N-1)} \sum_{m>n} \frac{\left(\bar{H}_{m}-\bar{H}_{n}\right)^{2}}{\Delta t(m-n)} \tag{4.17}
\end{equation*}
$$

In (4.17) the averaging over $\Delta t$ decreases the effect of bounded oscillations while the averaging over all pairs of $\Delta$ t's decreases the time scale over which diffusion is noticeable.

Performing the above calculation twice, i.e. dividing $t_{\max }$ into $N_{1}=100$ and $N_{2}=10$ intervals of length $(\Delta t)_{1}=t_{\text {max }} / 100$ and $(\Delta t)_{2}=$ $t_{\text {max }} / 10$, Chirikov et al ${ }^{5}$ obtain two diffusion rates (4.17) $D_{1}$ and $D_{2}$. In regions of bounded oscillations one expects that

$$
\begin{equation*}
\frac{D_{2}}{D_{1}} \approx \frac{(\Delta t)_{1}^{3}}{(\Delta t)_{2}^{3}}=10^{-3} \tag{4.18}
\end{equation*}
$$

c.f. (4.17), while in Arnol'd diffusion regions

$$
\begin{equation*}
D_{1} \approx D_{2} \tag{4.19}
\end{equation*}
$$

Indeed, starting with initial conditions near the center of the resonance (4.16), it was found that (4.18) was well approximated, while for initial conditions in the thin "stochastic" layer of (4.16) $-D_{2} / D_{1} \approx 0.8$, i.e. (4.19) seemed to hold.

Arnol'd diffusion in the CFV model was observed for coupling strenghts in the range $10^{-4}$ to $6 \times 10^{-6}$ and should be distinguished from the motion in large scale "stochastic" regions which appear when low order resonances overlap at $\mu \gtrsim 2.0 \times 10^{-4}$. This number differs by only one order of magnitude from the corresponding one for the TLL model", where "thin layer" diffusion was observed for coupling strengths ranging from $10^{-5}$ to $10^{-3}$.

## 5. Future Plans, Work in Progress

We propose to investigate numerically and theoretically 4-dimensional mappings, describing as faithfully as possible the Beam-Beam Interaction. As a first step, we plan to study in detail the case of a "bunched", cylindrically symmetric beam for which the beam-beam force components in the $x, y$ directions are given by $6,21,22$

$$
\begin{array}{ll}
F_{x}(x, y) & =2 x\left(1-e^{-\frac{1}{2} r^{2}}\right) / r^{2} \\
F_{Y}(x, y) & =2 y\left(1-e^{-\frac{1}{2} r^{2}}\right) / r^{2} .
\end{array} \quad r^{2} \equiv x^{2}+y^{2} .
$$

This system can be represented by a mapping in ( $x_{t}, y_{t}, p_{t}^{x}, p_{t}^{y}$ ) space as in the case of the CFV model, C.f. (4.14). It is more convenient, however, to "combine the corresponding 4 first order difference equations into two second order ones ${ }^{6,21,22 "}$

$$
\begin{aligned}
& x_{t+1}=-x_{t-1}+2 C x_{t}+(B S / Q) F_{x}\left(x_{t}, y_{t}\right) \\
& y_{t+1}=-y_{t-1}+2 C y_{t}+(B S / Q) F_{y}\left(x_{t}, y_{t}\right)
\end{aligned}
$$

where $Q$ is the "tune" of the machine, B is the Beam-Beam strength, $S \equiv \sin 2 \pi Q, C \equiv \cos 2 \pi Q$. We then follow the orbits in $\left(x_{t}, x_{t+1}, Y_{t}, Y_{t+1}\right)$ space.

One conclusion we may draw from our discussion of the TLL and CFV models in section 4 , is that main (lowest order) resonances can play a central role in the study of diffusion properties of 4-dimensional mappings. In particular, we saw that it is possible to analyze various types of (Arnol'd) diffusion processes and calculate diffusion rates by making appropriate choices of initial conditions near the center of the lowest order resonances, in the "stochastic" layer of their separatrices, etc.

Such resonances (best pictured in two dimensional projections of the 4 -dimensional space) are also present in the mapping (5.2), see fig. 9 below. For values of $Q=3.76667$ and $B=3.34666$ at which ISABELLE is expected to operate ${ }^{1,21,6}$ the motion in the $x_{t}, x_{t+1}$ and $y_{t}, y_{t+1}$ planes is clearly dominated by a 4 th order resonance. $6,21,22$


Fig. 9 Projection of the orbits of (5.2), (5.1) on the $y_{t}, y_{t+1}$ plane, see references 6,21.

In a preliminary numerical study of (5.2), it was observed that motion along the separatrix of the 4 -rosonance in the $y_{t}, y_{t+1}$ plane
induces a rapid (after $t \approx 5,000$ iterations!) dispersion of points started near the center of the $x_{t}, x_{t+1}$ plane. This may be due to the large amplitudes that the orbits attain in going around the four is-- lands of fig. 9.

Work is currently in progress ${ }^{22}$, in which the ideas discussed in this paper shall be used to calculate numerically and theoretically diffusion rates for mappings of the type (5.2). Eventually, however, one is interested in studying mappings which model eliptically shaped beams. As we heard from several speakers at this Conference, the results of many experiments indicate that the Beam-Beam Interaction often has a significantly stronger effect in the vertical ( $y-$ ) rather than the horizontal ( $\mathrm{x}-$ ) direction of the particle motion.

This asymmetry between the $x-$ and $y$ - motion cannot be observed by our cylindrically symmetric model (5.2), (5.1). We can, however, incorporate in our model the so-called "synchrotron oscillations", along the beam, by multiplying the Beam-Beam force by a periodic modulation factor ${ }^{6,21}$. We plan to discuss the effects of these oscillations on the resonance structure of the mapping (5.2) in a later report.
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## ABSTRACT

A preliminary numerical study of the beam-beam interaction in two dimensions was undertaken to determine the feasibility of an extensive numerical and analytic effort to locate regions of "stable" motion if they exist. In particular, to find the parameter ranges ( $\Delta v, Q, e t c$. ) and the size of the regions in phase space over which the "weak" beam will be stable. Because of the difficult problem of displaying phase space trajections in a space of more than two dimensions, it is helpful to select a two-dimensional beam shape and charge distribution which reduces these difficulties. The present study deals only with a two-dimensional "bunched" beam with symmetrical charge distribution. It is shown that a three-dimensional phase space is adequate for the display of its motion (which significantly reduces display problems and the number of parameter values to be tested). Preliminary numerical results indicate that a region of "stable" motion may exist and that a systematic effort to locate the "boundaries" and the "degree" of stability would be useful. It is shown that there are trajectories of the motion of the two-dimensional beam which remain bounded for 100,000 iterations of the mapping, $t_{\max }=100,000$.

## 1. INTRODUCTION

The current numerical study is the continuation, into two dimensions, of the beam-beam interaction study presented in the article by Dr. R.H.G. Helleman, "Exact Results for Some Linear and Nonlinear Beam-Beam Effects". ${ }^{2}$ It was shown that the beam-beam force is virtually linear over a considerable region about the origin and some analytical results for the linear case were drived. In addition, it was proven that there exists a region of nonlinear stability for all time (which is $50 \%$ wider than the width of the beam) for the beam-beam force of a "rectangular" beam [a (3-) piece-wise-linear force]. This region was obtained only for one value of the $b-b$ strength $\Delta v$ at each value of the tune $Q$. He intends to extend these results to other beam shapes as well, i.e., the "error function" (1.4) and the "bunched" b-b force in one and two dimensions.

Before attempting analytic calculations in two dimensions, preliminary numerical calculations are being made; the purpose of this study. For the one-dimensional beam model discussed in Reference 2, the phase space is two dimensional and the K.A.M. Invariant Curves divide the phase space into regions. However, for the two-dimensional beam, the phase space is four dimensional, in general, (equivalent with $x_{t}, x_{t+1}, y_{t}, y_{t+1}$ space). The only known nonlinear stability argument ${ }^{2}$ no longer applies. The "K.A.M. Invariant Tori" (the analog of the "K.A.M. Invariant Curves") no longer contain all the orbits for all time! An orbit starting "inside" such a torus can, and likely will, escape from it. In a 2 N -dimensional phase space the invariant tori are N dimensional surfaces. Therefore, for a 4-dimensional phase space the invariant tori are 2-dimensional surfaces. It is shown that for a beam with a
cylindrically symmetric gaussian charge distribution, the four dimensional phase space can be reduced to three. (this reduction does not exist for the - elliptic shaped beam). We take advantage of this simplification by transforming from $x_{t}, y_{t}$ to $r_{t}, \Delta \theta_{t}$.

## 2. MODELS OF THE BEAM-BEAM EFFECT

In the usual accelerators and storage rings, without colliding beams, the deviation $y(\theta)$ of the particles motion from the ideal orbit is successfully described by a simple harmonic oscillator,

$$
\begin{equation*}
\frac{d^{2} y}{d e^{2}}+Q^{2} y=0 \tag{1.1}
\end{equation*}
$$

where $\theta$ is the azimuth angle ( $\alpha t$ ), about the center of the ring. The 'tune' Q is one of the important parameters in its design. When a second beam, crosses the first, its effect may be modelled by an additional periodic, non-linear, "kick" on a test particle whose motion is described by a modified version of (1.1)

$$
\begin{equation*}
\frac{d^{2} y}{d \theta^{2}}+Q^{2} y=P(\theta) F_{y}(y) \tag{1.2}
\end{equation*}
$$

where $F(y)$ is proportional to $y$ for $y \rightarrow 0$, i.e., we have absorbed the "beambeam" strength in the periodic function $P(\theta)$. Since the beams collided over a very short $\theta$ interval only, we model $P(\theta)$ by a periodic $\delta$-function,

$$
\begin{equation*}
\frac{d^{2} y}{d \theta^{2}}+Q^{2} y=B \Sigma_{t}(\theta-t 2 \pi) F_{y}(y) \tag{1.3}
\end{equation*}
$$

where $t$ is an integer counting the passages through a collision region. Equation (1.3) describes the deviation $y$, perpendicular to the plane of revolution. If we also consider the deviation in this plane, i.e., in the $x$-direction (along a radius of the ring), there is a second equation with some force $F_{x}(x, y)$, while the $F_{y}$ depends on $x$ as well in this case.

In Ref. 2, the beam-beam force in the one-dimensional 'un-bunched' case was modeled by the error function

$$
\begin{equation*}
F(\vec{y})=\int_{0}^{y} e^{-t^{2}} d t \tag{1.4}
\end{equation*}
$$

of Ref. 2. In the case of a 'bunched' (cylindrical) beam in two dimensions, we use the as $x$ - and $y$ - forces, $F_{y}, F_{x}$

$$
\begin{align*}
& F_{y}(x, y)=2 y\left(1-e^{\frac{-r^{2}}{2}}\right) / r^{2}  \tag{1.5a}\\
& F_{x}(x, y)=2 x\left(1-e^{\frac{-r^{2}}{2}}\right) / r^{2} \tag{1.5b}
\end{align*}
$$

we have set the rms half width of the beam at 1 , with

$$
\begin{equation*}
r^{2} \equiv x^{2}+y^{2} \tag{1.5c}
\end{equation*}
$$

of Ref. 3. This selection has two advantages over the more realistic elliptic shaped beam. First there is a simple closed form for the deflection where as the deflection for the Gaussian distribution with arbitrary aspect ratio involves the evaluation of an integral. Secondly, it will be shown that due to the cylindrical symmetry, the phase space can be reduced by one to three. Instead of the $B$ of (1.3) one often uses the so-called "tune-shift" $\Delta \nu$,

$$
\begin{equation*}
\Delta v \equiv B / 4 \pi Q \tag{1.6}
\end{equation*}
$$

as an indicator of the Beam-Beam (force) strength. Since (1.3) is linear between the pulses, it can be solved analytically over (nearly) $2 \pi$. "During" the pulse the momentum is changed suddenly by the force $F$. Hence (1.3) is equivalent to a pair of first-order difference equations ${ }^{3}$ expressing the $Y_{t+1}$ and (momentum) $P_{t+1}$ [just after the $(t+1)$ st pulse] in terms of the $Y_{t}$ and $P_{t}$. Combining these two first-order equations into one second-order equation we find in Ref. 2,

$$
\begin{equation*}
Y_{t+1}+Y_{t-1}=2 \cos (2 \pi Q) Y_{t}+4 \pi \Delta v \sin (2 \pi Q) F_{y}\left(Y_{t}\right) \tag{1.7}
\end{equation*}
$$

with $t=0,1,2, \ldots$.
In the two-dimensional case (1.5), the equations anologous to (1.7) are

$$
\begin{align*}
& Y_{t+1}+Y_{t-1}=2 C Y_{t}+(B S / Q) F_{y}\left(X_{t}, Y_{t}\right)  \tag{1.8a}\\
& X_{t+1}+X_{t-1}=2 C X_{t}+(B S / Q) F_{x}\left(X_{t}, Y_{t}\right) \tag{1.8b}
\end{align*}
$$

where $C \equiv \cos (2 \pi Q), S \equiv \sin (2 \pi Q)$, and $F_{y}$ and $F_{x}$ are the non-linear force in the $y$ and $x$ directions respectively.

To take advantage of the cylindrical symmetry for the case where $F_{y}$ and $F_{x}$ are described by (1.5), we transform (1.8a-b)

$$
\begin{align*}
& r_{t+1} \cos \theta_{t+1}=-r_{t-1} \cos \theta_{t-1}+f\left(r_{t}\right) \cos \theta_{t}  \tag{1.9a}\\
& r_{t+1} \sin \theta_{t+1}=-r_{t-1} \sin \theta_{t-1}+f\left(r_{t}\right) \sin \theta_{t} \tag{1.9b}
\end{align*}
$$

where $f\left(r_{t}\right) \equiv 2 r_{t}\left[C+(B S / Q)\left(1-e^{\overline{2}}\right) / r_{t}^{2}\right], r_{t} \equiv\left(X_{t}+Y_{t}\right)^{1 / 2}$, and $\theta_{t}=\tan ^{-1}\left(X_{t} / Y_{t}\right)$.

After squaring (1.9) we have

$$
\begin{equation*}
r_{t+1}^{2}=r_{t-1}^{2}-2 r_{t-1} f\left(r_{t}\right) \cos \Delta e_{t}+f^{2}\left(r_{t}\right) \tag{1.10a}
\end{equation*}
$$

and multiplying (1.9a) and (1.9b) by $\cos \theta_{t}$ and $\sin \theta_{t}$ respectively and adding we have

$$
\begin{align*}
& \left.\Delta \theta_{t+1}=\cos ^{-1}\left\{\frac{\left[-r_{t-1} \cos (\Delta \theta)_{t}+f\left(r_{t}\right)\right]}{\left[r_{t-1}^{2}-2 r_{t} f\left(r_{t}\right) \cos (\Delta \theta)_{t}\right.}+f\left(r_{t}\right)^{2}\right]^{1 / 2}\right\}  \tag{1.10b}\\
& \text { with } \Delta \theta_{t} \equiv \theta_{t}-\theta_{t-1} \text {. } \tag{1.10c}
\end{align*}
$$

The initial conditions $r_{0}, r_{1}, \Delta \theta$ and a phase $\delta$ can be expressed in terms of the initial values of $X_{0}, X_{1}, Y_{0}$ and $Y_{1}$ as follows:

$$
\begin{align*}
& r_{i}=\left(x_{i}^{2}+y_{i}^{2}\right)^{l / 2}, \quad i=0,1  \tag{1.11a}\\
& (\Delta \theta)_{1}=\cos ^{-1} \quad\left(x_{0} x_{1}+y_{0} y_{1}\right) / r_{0} r_{1} \tag{1.11b}
\end{align*}
$$

and

$$
\begin{equation*}
\delta=\theta_{0} \tag{1.11c}
\end{equation*}
$$

We can express $X_{0}, X_{1}, Y_{0}$ and $Y_{1}$ as a function of $r_{0}, r_{1}, \Delta \theta$, and $\delta$ as follows

$$
\begin{align*}
& Y_{0}=r_{0} \cos \delta  \tag{1.12a}\\
& Y_{1}=r_{1} \cos \left(\Delta \theta_{1}+\delta\right)  \tag{1.12b}\\
& x_{0}=r_{0} \sin \delta  \tag{1.12c}\\
& x_{1}=r_{1} \sin \left(\Delta \theta_{1}+\delta\right) \tag{1.12d}
\end{align*}
$$

Since (1.10) does not explicitly depend on $\delta$, with $\delta$ being an arbitrary phase, it is most convenient to specify $r_{0}, r_{1}, \Delta \theta$, and solve in terms of $r$, and $\Delta \theta$. In this way we have reduced the problem from four to a three dimensional phase space. Obviously for the beam with aspect ratio other than 1 , the elliptic beam, this simplification does not exist and one is forced to deal with the much more difficult four-dimensional phase space.

In addition to the above $x, y$ motion there can be, so-called 'synchrotron' oscillatrons along the $(z-)$ direction of the beam. In the case of bunched beams (only) this would lead to an apparent periodic modulation of the $b-b$ strength, modelled by inserting a term,

$$
\begin{equation*}
\left[1-\beta p\left(w_{s} t\right)\right], \tag{1.13}
\end{equation*}
$$

- behind the $\Delta v$ in (1.7), where $p$ is a "periodic" function with (synchrotron) frequency $w_{s}$ (in units where the ring-revolutions have unit frequency) and $\beta$ its strength, both depending on the shape of, and particle distribution inside, the bunches. This, in effect, changes the problem to one in three dimensions [since the $p\left(w_{s} t\right)$ itself may be though of as the solution of some third equation, in $p\left(w_{s} t\right)$ only]. We shall refer to it as a $2+1$ dimensional system [ and a $1+1$ dimensional system if we have $X_{t} \equiv 0$ in (1.3) and (1.13)].

3. NUMERICAL STUDY OF BEAM-BEAM EFFECTS IN TWO DIMENSIONS

Before discussing the motion of particles in the two-dimensional case, we first look at the one-dimensional case in the region of interest. We have selected the proposed Isabelle tune $Q=3.76667$, as the most frequently used value; however some additional $Q$ values between $Q=3.70$ to $Q=3.75$ have been studied. As we see from the one-dimensional case, the phase space has a prominent period four resonance, c.f., Reference 2, for more detail. The hyperbolic fixed point of Figure la and 1b, when magnified, Figure lc, clearly shows the chaotic region. In the two-dimensional case, Figure 2a, when the trajectories are projected on the $y_{t}, y_{t+1}$ and $x_{t}$, and $x_{t+1}$ planes, (for small initial $x_{t}$ values) Figure $2 b, c$, the points begin to fill the space shown. In Figure 3 , this same region is plotted in the phase-space $r_{t}, r_{t+1}$ and $\Delta \theta_{t}$, as described in Section 2. Here we see the projected motion in $x_{t}, x_{t+1}$ is a result of a slow rotation in $x_{t}, y_{t}$ and growth of $x_{t}$ with time. In Figure 4, we show that the motion is independent of $\delta$, the initial phase between $x_{0}$ and $y_{0}$, the same $r_{t}, r_{t+1}$ motion occurs but depending on the initial $x_{0}, x_{1}, y_{0}, y_{1}$. The projections are different. We are interested in understanding the variations in the motion of the particles as a function of $r_{0}, r_{1}$ and $\Delta \theta_{1}$. A sequence of runs were made, holding $r_{0}$ fixed and varying $r_{1}$ and $\Delta \theta$ the resulting $r_{\max }$ and $r_{\min }$ after 1000 iterations are displayed for a typical case for $Q=3.76667, B=1.67333$
in Figures 5 a and $b$. Additional graphs for other $Q$ values can be found in Appendix $A$. Note that as the value of $\Delta \theta$, approaches $\pi / 2$, the $r_{\max }$ occurs at a larger value of $r_{1}$, the value of $r_{1}$ decreasing for $\Delta E>T / 2$. Note also that the minimum value of $r_{t}$ increases to a maximum at $\Delta \hat{1}=\pi / 2$. A sequence of $r_{t}, r_{t+7}$ plots, Figure 6, clearly displays this behavior. For the case shown of $\Delta \theta$, near 0 and $\pi$, the motion is "above" the resonance,
and for $\Delta \theta$, near $\pi / 2$ the motion is "below" the resonance. Using this procedure it is possible to systematically probe the three-dimensional phase space and map the resonance regions.

Most of the preceding graphs were made for short time intervals $t \leq 5000$. The $r_{\max }$ values for longer times ( 100,000 iterations), for a sequence of $\Delta \theta_{1}$ values $(0.0, \pi / 100, \pi / 10, \pi / 2, \pi)$ are shown, c.f., Figures 7 and 8. For a region below the hyperbolic fixed point, c.f., Figure 1, the $r_{\max }$ remains constant. Note however the jump after 30,000 iterations for the case $\Delta \theta_{1}=\pi / 100$. The reason for this is not yet understood, and further study is planned.

Least we leave the reader with the impression that irregular motion in two-dimensions occurs only in the stochastic region, see Figure 9. For this set of initial conditions, the motion projected in all planes is quite complicated, and it seems quite unlikely that a simple transform or projection will make it otherwise.


Figure 1a. Phase-plane plot as $B=3.34666$ in (1.3), (1.5.a), (1.6) at $Q=22.6 / 6$ no 3.7666. See text.


Figure 1b. A magnification of the region about one of the th order 'hyperbolic' points of Fig. le. Note the chaotic region created by just one orbit (whole chaotic region here from $y_{0}=0.0001, y_{1}=3.5$ ).


Figure 1c. A further magnification of the chaotic region visible in Fig. 1b. The chaotic collection of dots is again created by one orbit. There are 15 other, more regular, orbits plotted as well. See text.


Figure 2a. A projection of one orbit in the 4 dimensional phase space on the $y_{t}, y_{t}+$ plane. liote how the chaotic region of Fig. 10 f's "meàsured" out aiong the 'separatrix of. Fig. ib.
Parameters: $B=5.02$

$$
\begin{aligned}
& y_{0}=.0001 \\
& y_{1}=3.5 \\
& x_{0}=0.01 \\
& x_{1}=0.01
\end{aligned} \quad \text { (same as in Fig. 1) }
$$



Figure 2b. A magnification of a portion of Fig. 3a followed over a much longer time than in Fig. 3 a .


Figure 2c. A projection of the orbit of Fig. 3a, on the $x_{t}, x_{t}+$ plane. Note that while $x_{0}=x_{1}=0.01$ the $x$ amplitude ${ }^{t}$ ('chaótically') driven out beyond ${ }_{2}$, and back.


Fig. 3. Motion near hyperbolic fixed point with $Q=3.76667, B=3.34666, Y_{0}=0.0001$, $Y_{1}=3.5, x_{0}=0.01$ and $x_{1}=0.01$.
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Fig. 4. Sequence A-D shows motion starting with $X_{0}=0.00001, X_{1}=3.5, Y_{0}=0.0$ and $Y_{1}=2.4749$, and $I-L$ with $X_{0}=0.0, X_{1}=0.0, Y_{0}=0.00001$, and $Y_{1}=3.5$, with $Q=3.76667$, and $B=3.34666$.



A\&B
$C \& D$
Symbol

| 1 | 0.0 | 0.5 |  |
| :---: | :---: | :---: | :---: |
| 2 | $\pi / 10$ | 1.0 | 0 |
| 3 | $\pi / 5$ | 1.5 | $x$ |
| 4 | $3 \pi / 10$ | 2.0 | $\Delta$ |
| 5 | $2 \pi / 5$ | 2.5 | $\square$ |
| 6 | $\pi / 2$ | 3.0 | 0 |
| 7 | $3 \pi / 5$ |  | 1 |
| 8 | $7 \pi / 10$ |  | + |
| 9 | $4 \pi / 5$ |  | + |
| 10 | $9 \pi / 10$ |  | + |
| 11 | $\pi$ |  | $\downarrow$ |
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R1

D.
$\Delta \theta$

Figure 5a. Plot of maximum and mininum of $r_{t}$ (after 1000 iterations), versus
$r_{1}$ in and $B$, respectively and
$\Delta \theta$ in $C$ and $D$, for $G=3.7667$,
$B=1.67333$ and $r_{0}=0.50$.


Figure 5b. Same as Figure 5 a except $Q=3.76667, B=1.67333$ and $r_{0}=1.500$


Fig.6. The max. and min. of $r_{t}$ (after 1000 interactions) is plotted versus $\Delta \theta_{1}$ (the initial angle between the $y$ and $x$ direction), for $Q=3.76667, r_{0}=1.0$, and $B=1.67333$.

















$$
\mathrm{tim} / 5000
$$

Fig. 7. Max. $r_{t}$ plotted at 5000 iterations intervals $t_{\max }=100,000$, for $Q=3.76667, B=3.34666, Y_{0}=1.0 \times 10^{-8}, r_{1}=2.80, \Delta \theta_{1}=0(0)$, $\pi / 100(X), \pi / 10(\Delta), \pi / 2(\square)$, and $\pi(4)$.


Fig. 8. Same as above but with $B=1.67333$ and $r_{1}=1.8675$. Note jump after 30,000 interactions for $\Delta \epsilon_{1}=\pi / 100(X)$.



$\xrightarrow{+}$

## 4. FUTURE STUDIES

Continuing effort is planned in the study of the beam-beam effects (and limits) for $p-p$ and $p-\bar{p}$ colliding beams in storage rings in two dimensions. We plan to find the the parameter ranges ( $\Delta \nu, Q$, etc.) and the size of the regions in phase space over which the ("weak") beam will be stable. If no regions of "stability" exist, which is Moser's belief..., expressed in Reference 1, we hope to obtain estimates of the time intervals needed for the amplitude of the motion to reach some specific value. As is apparent from the preceding discussion, a combination of numerical and analytic methods will be necessary as a result of the complexities arising from the higher dimensional phase space of two-dimensional beams.

A study of the stability regions for a one-dimensional beam-beam force in the presence of nonlinear synchrotron oscillations is also planned. The two-dimensional $x-y$ beam problem and the one-dimensional beam with synchrotron oscillations may require similar numerical and analytical methods and the two efforts will complement each other.

After sufficient understanding is acquired for these two cases, we will attempt a study of the full two-dimensional beam with synchrotron oscillations.

## 5. CONCLUSION

This numerical study was undertaken as a first step into the area of interacting two dimensional beams. It was shown that although the motion of particles in a two-dimensional beam can be and usually are quite complicated, a systematic numerical study is possible. However, much additional numerical work is required before a clearer understanding of the complicated motion in two-dimensional beams can be attained.

## 6. ACKNOWLEDGMENT

Tbe numerical calculations presented in this report were made in conjunction with the investigations of the beam-beam limit (numerically and analytically) of Dr. Robert H.G. Helleman. The author expresses his appreciation to Dr. Helleman for his assistance in this effort. The author acknowledges that some sections of this report were based closely on the articles of Dr. Helleman, References 2 and 9. This work was supported by D.O.E. under Contract EG-77-C-03-1538.

## 6. REFERENCES

1. Nonlinear Dynamics and Beam-Beam Interaction, Eds. M. Month and J. ${ }^{-C}$. Herrera, Am. Inst. Phys. Conf. Proc., Vol. 57, (A.I.P., New York 1979).
2. R.H.G. Helleman, Ref. 1., pp. 236-256, cf., Appendix A, attached to this report.
3. J. C. Herrera, Ref. 1, pp. 29-41.
4. J. C. Herrera, M. Month, and R. F. Peierls, Ref. 1, pp. 202-209.
5. Topics in Nonlinear Dynamics, Ed. S. Jorna, Am. Inst. Phys. Conf. Proc., Vol. 46 (A.I.P., New York, 1978).
6. M. V. Berry, Ref. 5, pp. 16-120.
7. J. Tennyson, "The Instability Threshold for Bunched Beams in Isabelle," Ref. 1, pp. 158-193.
8. J. L. Tennyson, M. A. Lieberman, A. J. Lichtenberg, "Diffusion in Near Integrable Hamiltonian Systems with Three Degrees of Freedon," Ref. 1, pp. 272-301.
9. R.H.G. Helleman, "Nonlinear Beam Dynamics of Storage Rings and Accelerators," a Proposal submitted to U.S. Department of Energy, May 1980.

## APPENDIX A

## Additional Graphs








Fig. AT. Motion below hyperbolic fixed point with $Q=3.76667, B=3.34666, Y_{0}=0.00001$, $y_{1}=1.29, x_{n}=0.6$ and $x_{1}=-0.600$.
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Figure $A 2$. Same as Figure 4a, except $Q=3.76667, B=3.34666$, and $r_{1}=0.50$.





Figure A3. Same as Figure 4a, except $Q=3.76667, B=1.67333$ and $r_{0}=1 . v i 0$.
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Figure $A 4$. Same as Figure $4 a$, except $Q=3.7000, B=1.07528$ and $R_{0}=0.50$.
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## I. INTRODUCTION.

Nonlinear Hill's equations of the form

$$
\begin{equation*}
z^{\prime \prime}(\theta)+n(\theta) z(\theta)=F(\theta ; z) \tag{I.I}
\end{equation*}
$$

frequently occur in the description of betatron oscillations in cyclic accelerators and in intersecting storage rings ([l] [3]). In equation (I.I), $\theta$ stands for the azimuth around the machine (of radius l), $n$ denotes a periodic function with (minimal) period $T \leq 2 \pi$, while $F$ generally depends nonlinearly on $\mathbf{z}$ and also periodically on $\theta$ with, however, a minimal period $T^{\prime}$ in general different from $T$. In this paper, we present without (detailed) proofs new results regarding the stability properties of a class of equations of the form (I.I), relevant to the problem of the beam-beam interaction in the "weak-strong" approximation. Specifically, we discuss new inequalities for the corresponding action functional, valid in particular whenever the strong beam has an anisotropic (ribbon-like) Gaussian current density. We then solve the variational problem by direct methods, establish its connection with the existence problem of periodic orbits, and finally briefly indicate how to construct the minimizing sequences involved. A general theory, along with complete proofs, will appear in [4].
2. A CLASS OF NONLINEAR HILL'S EQUATIONS AND THE "WEAK-STRONG" BEAM-BEAM INTERACTION: A VARIATIONAL FORMULATION.

Consider a continuous periodic function $\Delta$ with minimal period $2 \pi$ and let $W_{2,2 \pi}^{1}$ be the space of all real square integrable functions $z$ on $[0,2 \pi]$ that have a square integrable (generalized) derivative $z^{\prime}$; equip $W_{2,2 \pi}^{1}$ with the norm

$$
\begin{equation*}
\left\|\left|z\left\|_{1,2}^{2}=\right\| z\left\|_{2}^{2}+\right\| z\right|\right\|_{2}^{2} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
||z||_{2}^{2}=\int_{0}^{2 \pi} z^{2}(\theta) d \theta \quad \text { and } \quad\left|\mid z^{\prime} \|_{2}^{2}=\int_{0}^{2 \pi}\left(z^{\prime}\right)^{2}(\theta) d \theta\right. \tag{2.2}
\end{equation*}
$$

Now consider a function $G$ from $W_{2,2 \pi}^{1}$ into itself which satisfies the following properties:
(1) $0 \leq G(z) \leq \frac{z^{2}}{2} \quad$ for all $\quad z \in W_{2,2 \pi}^{1}$.
(2) $G$ is concave in $z^{2}$; in other words, there exists a function H such that

$$
\begin{equation*}
H(x)=G(z) \tag{2.3}
\end{equation*}
$$

where $x=z^{2}$, which satisfies the inequality

$$
\begin{equation*}
H(\lambda x+(1-\lambda) y) \geq \lambda H(x)+(1-\lambda) H(y) \tag{2.4}
\end{equation*}
$$

for all nonnegative $x$ and $y$ in $W_{2,2 \pi}^{1}$ and for each $\lambda \in(0 ; 1)$.
(3) G is (Fréchet)-differentiable on $W_{2,2 \pi}^{1}$ with bounded derivative

$$
\begin{equation*}
G^{\prime}(z)=F(z) \tag{2.5}
\end{equation*}
$$

In other words one has the relation

$$
\begin{equation*}
G(z+v)-G(z)=F(z) v+R(z ; v) \tag{2.6}
\end{equation*}
$$

for all $\mathrm{v} \epsilon \mathrm{W}_{2,2 \pi}^{1}$, where $\mathrm{R}(\mathrm{z} ; \mathrm{v})$ is the remainder satisfying the relation

$$
\begin{equation*}
\left\|v_{1,2}^{1}\right\|_{1,0} \frac{R(z ; v)}{\|v\|_{1,2}}=0 \tag{2.7}
\end{equation*}
$$

For $z$ twice continuously differentiable on $[0,2 \pi$ ] we then consider the differential equation

$$
\begin{equation*}
z^{\prime \prime}+n z=\beta \Delta F(z) \tag{2.8}
\end{equation*}
$$

where n is a positive real number and $\beta$ a real parameter. We are concerned with the stability properties of equation (2.8) in terms of $n$ and $\beta$; in other words we would like to know for what values of $n$ and $\beta$ all the solutions of (2.8) are bounded (stability), and for which ones at least one of the solutions is unbounded (instability). Likewise, we would like to know how the solutions of (2.8) bifurcate away from those of the linear equation corresponding to $F(z)=z$ in (2.8). In this paper, we shall restrict our attention to the existence problem
of periodic orbits and address ourselves to these more general questions in [4].

There are two elementary examples that have motivated this study in the first place, for which $G$ satisfies the properties (1)-(3) above.

EXAMPLE 1: The linear case. We have $F(z)=z$ in (2.8); we may then choose $G(z)=\frac{z^{2}}{2}$ and thereby $H(x)=\frac{x}{2}$; properties (1)-(3) are here obvious.

EXAMPLE 2: The anisotropic (ribbon-like) Gaussian beam. In this case we have $F(z)=\operatorname{erf}(z)$ (error function), namely

$$
\begin{equation*}
F(z)(\theta)=2 \pi^{-1 / 2} \int_{0}^{z(\theta)} \exp \left[-t^{2}\right] d t \tag{2.9}
\end{equation*}
$$

for $z \geq 0$, and $F(-z)=-\operatorname{erf}(z)$ otherwise (see [1]-[3]). We then may choose

$$
\begin{equation*}
G(z)=z \operatorname{erf}(z)+\pi^{-1 / 2}\left(\exp \left[-z^{2}\right]-1\right) \tag{2.10}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
H(x)=\sqrt{x} \operatorname{erf}(\sqrt{x})+\pi^{-1 / 2}(\exp [-x]-1) \tag{2.11}
\end{equation*}
$$

An elementary calculation shows that $H$ is concave in $x$ if, and only if,

$$
\begin{equation*}
\int_{0}^{\sqrt{x}} \exp \left[-t^{2}\right] d t \geq \sqrt{x} \exp [-x] \tag{2.12}
\end{equation*}
$$

for all nonnegative $x^{\prime} s$ in $W_{2,2 \pi}^{1}$. Relation (2.12) can then be proved using the power series expansions for $\exp [-x]$ and $\operatorname{erf}[\sqrt{x}]$, namely

$$
\begin{equation*}
\operatorname{erf}[\sqrt{x}]=2 \pi^{-1 / 2} \sum_{n=0}^{\infty} \frac{(-1)^{n}(\sqrt{x})^{2 n+1}}{n!(2 n+1)} \tag{2.13}
\end{equation*}
$$

This shows that property (2) above is satisfied; property (1) can be proved by similar arguments. Property (3) is the result of a direct computation; in particular (2.7) follows from elementary estimates for $\|R(z ; v)\|_{1,2^{\circ}}$. We refer the reader to [4] for details. Observe that, in this specific example, G itself is convex in $z$; this is, however, irrelevant. The crucial property is the concavity in $z^{2}$, as we shall see below.

Now consider the action functional

$$
\begin{align*}
S[z] & =\frac{1}{2} \int_{0}^{2 \pi}\left(z^{\prime}\right)^{2}(\theta) d \theta-\frac{n}{2} \int_{0}^{2 \pi} z^{2}(\theta) d \theta+B \int_{0}^{2 \pi} \Delta(\theta) G(z)(\theta) d \theta \\
& \equiv S_{q}[z]+\beta \int_{0}^{2 \pi} \Delta(\theta) G(z)(\theta) d \theta \tag{2.14}
\end{align*}
$$

where $S_{q}$ stands for the quadratic, harmonic oscillator functional

$$
\begin{equation*}
S_{q}[z]=\frac{1}{2} \int_{0}^{2 \pi}\left(z^{\prime}\right)^{2}(\theta) d \theta-\frac{n}{2} \int_{0}^{2 \pi} z^{2}(\theta) d \theta \tag{2.15}
\end{equation*}
$$

In terms of (2.2), one can then rewrite (2.14) as

$$
\begin{equation*}
\overrightarrow{2 S}[z]=\left|\left|z^{\prime}\right|\right|_{2}^{2}-n| | z| |_{2}^{2}+2 \beta \int_{0}^{2 \pi} \Delta(\theta) G(z)(\theta) d \theta \tag{2.16}
\end{equation*}
$$

In the next section, we shall present a set of inequalities for $S$ and indicate how to determine its critical points using direct variational methods. This, in turn, will allow us to discuss the existence problem of periodic orbits of equation (2.8). Observe that $S$ is not convex in $z$ in general, so that the traditional convex minimization techniques (see for instance [5]) may not be applied.
3. INEQUALITIES FOR THE FUNCTIONAL S AND SOLUTION OF THE VARIATIONAL PROBLEM FOR PERIODIC ORBITS.

We shall denote by $W_{2,[2 \pi]}^{1}$ the subspace of $W_{2,2 \pi}^{1}$ containing all the real periodic functions of the form

$$
\begin{equation*}
z(\theta)=\sum_{k=-\infty}^{+\infty} a_{k} \exp [i k \theta] \tag{3.1}
\end{equation*}
$$

which satisfy the conditions

$$
z(0)=z(2 \pi)
$$

and

$$
\begin{equation*}
a_{0} \equiv \int_{0}^{2 \pi} z(\theta) d \theta=0 \tag{3.2}
\end{equation*}
$$

In order to detect the critical points of $S$ on $W_{2,[2 \pi]}^{1}$, we shall need an upper bound as well as a lower bound for $S\left[\frac{z-v}{2}\right]$, where both $z$ and $v$ belong to $W_{2,[2 \pi]}^{1}$; we shall equip $W_{2,[2 \pi]}^{1}$ with the kinetic energy norm

$$
\begin{equation*}
\left||z|_{1,2}^{2}=\int_{0}^{2 \pi}\left(z^{\prime}\right)^{2}(\theta) d \theta\right. \tag{3.3}
\end{equation*}
$$

which, under the conditions (3.2), is equivalent to (2.1) since we have

$$
\begin{equation*}
\|z\|_{2} \leq\left\|z^{\prime}\right\|_{2} \tag{3.4}
\end{equation*}
$$

A typical situation is described in the following

PROPOSITION 3.1. Consider the functional (2.14) where $G$ satisfies the properties (1)-(3) above. Assume moreover that $0<n<1$, $\beta \Delta \leq 0,|\Delta(\theta)| \leq K$ for some positive $K$ independent of $\theta$ and that

$$
\begin{equation*}
0 \leq|\beta| \leq \frac{1-n}{K} \tag{3.5}
\end{equation*}
$$

Then one has

$$
\begin{equation*}
0 \leq \frac{1}{8}(1-n-|\beta| K)| | z-v| |_{1,2}^{2} \leq S\left[\frac{z-v}{2}\right] \leq \frac{1}{2}(S[z]+S[v])-S\left[\frac{z+v}{2}\right] \tag{3.6}
\end{equation*}
$$

for all $z, v \in W_{2,[2 \pi]}^{l}$.

SKETCH OF THE PROOF (see [4] for details). From (2.15) one has

$$
\begin{equation*}
S_{q}\left[\frac{z+v}{2}\right]+S_{q}\left[\frac{z-v}{2}\right]=\frac{1}{2}\left(S_{q}[z]+S_{q}[v]\right) \tag{3.7}
\end{equation*}
$$

Moreover for $G$ concave in $z^{2}$ and such that $G(0) \geq 0$, one has the estimate

$$
\begin{equation*}
G\left(\frac{z+v}{2}\right)+G\left(\frac{z-v}{2}\right) \geq \frac{1}{2}(G(z)+G(v)) \tag{3.8}
\end{equation*}
$$

Combination of (3.8), (3.7) and (2.14) with the fact that $\beta \Delta \leq 0$ then leads to the upper bound in (3.6). On the other hand one has

$$
\begin{equation*}
2 \beta \int_{0}^{2 \pi} \Delta(\theta) G(z)(\theta) d \theta \geq-K|\beta| \| z| |_{2}^{2} \tag{3.9}
\end{equation*}
$$

which follows from property (1) above and our assumptions on $\beta$ and $\Delta$; relation (3.9), along with (2.16), (3.4), (3.5) then implies the lower bounds in (3.6). This completes the proof.

REMARK. The concavity of $G$ in $z^{2}$ is crucial to establish (3.8); concavity in $z$, along with the parity of $G$, would only lead to

$$
\begin{equation*}
G\left(\frac{z+v}{2}\right)+G\left(\frac{z-v}{2}\right) \geq G(z)+G(v) \tag{3.10}
\end{equation*}
$$

which is not sufficient to establish (3.6).

Proposition (3.1) now allows us to construct a critical point of $S$ on $W_{2,[2 \pi]}^{1}$; indeed, since $S[z] \geq 0$ for all $z$ in $W_{2,[2 \pi]^{1}}$,
there exist a greatest lower bound

$$
\begin{equation*}
0 \leq s=\inf _{z \in W_{2}^{1},[2 \pi]} S[z] \tag{3.10}
\end{equation*}
$$

and a minimizing sequence $z{ }^{(N)}$ such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} S\left[z^{(N)}\right]=s \tag{3.11}
\end{equation*}
$$

The fact that $S$ actually takes on its minimal value $s$ in $W_{2, ~[2 \pi]}^{l}$ is described in the following

PROPOSITION 3.2. Under the same conditions as in proposition (3.1), with the exception of (3.5) which is replaced by

$$
\begin{equation*}
0 \leq|\beta|<\frac{1-n}{K} \tag{3.12}
\end{equation*}
$$

there exists a function $z$ in $W_{2,[2 \pi]}^{1}$ such that

$$
\begin{equation*}
S[z]=s \tag{3.13}
\end{equation*}
$$

Moreover one has $\lim _{N \rightarrow \infty} z^{(N)}=z$ in the norm (3.3).

PROOF. Apply (3.6) to the minimizing sequence $z^{(N)}$; we get

$$
\begin{equation*}
0 \leq \frac{1}{8}(1-n-|\beta| K)| | z^{(M)}-z^{(N)}| |_{1,2}^{2} \leq \frac{1}{2}\left(S\left[z^{(M)}\right]+S\left[z^{(N)}\right]\right)-s \tag{3.14}
\end{equation*}
$$

since $S\left[\frac{z^{(M)}+z^{(N)}}{2}\right] \geq s$; from (3.11) and (3.14) we then get

$$
\begin{equation*}
\lim _{M, N \rightarrow \infty}\left\|z^{(M)}-z^{(N)}\right\|_{1,2}=0 \tag{3.15}
\end{equation*}
$$

which proves that $\lim _{\mathrm{N} \rightarrow \infty} \mathrm{z}^{(\mathrm{N})}=\mathrm{z}$ since $W_{2,[2 \pi]}^{1}$ is complete. Relation (3.13) then follows from (3.11) and the continuity of $S$. This completes the proof.

EXAMPLE: Solution to the variational problem for the Gaussian, ribbon-like beam-beam interaction. We shall simply rephrase our results in physical terms, in the context of example 2. Consider the equation

$$
\begin{equation*}
z^{\prime \prime}+n z=\beta \Delta \operatorname{erf}(z) \tag{3.16}
\end{equation*}
$$

which describes the vertical betatron oscillations of one particle in the weak beam, going through the strong Gaussian, ribbon-like, counterrotating beam at one of the interaction regions of an intersecting storage ring; one then has the following

THEOREM 3.3. Under the same conditions as in proposition 3.2, in particular with a magnetic field index $n$ satisfying $0<n<1$ (weak focusing regime), there exists a periodic orbit $z$ in $W_{2,[2 \pi]}^{1}$ with period $2 \pi$ which minimizes the action functional

$$
\begin{aligned}
S[z]= & \frac{1}{2} \int_{0}^{2 \pi}\left(z^{\prime}\right)^{2}(\theta) d \theta-\frac{n}{2} \int_{0}^{2 \pi} z^{2}(\theta) d \theta \\
& +\beta \int_{0}^{2 \pi} \Delta(\theta)\left(z \operatorname{erf}(z)+\pi^{-1 / 2}\left(\exp \left[-z^{2}\right]-1\right)\right)(\theta) d \theta
\end{aligned}
$$

Moreover, the minimizing orbit $z$ vanishes at least once in [0,2 2 ] (relation 3.2).

Similar results can be obtained for the strong focusing regime and for minimizing orbits which may vanish more than once in $[0,2 \pi]$ (see [4]).

One important question now remains: is the minimizing orbit $z$ in proposition (3.2) (respectively in theorem (3.3)) necessarily a (classical) solution of equation (2.8) (respectively of equation (3.16)) and is it possible to devise algorithms or iterative procedures to actually construct minimizing sequences $z^{(N)}$ converging to $z$ ?

We shall address ourselves to this question in the next section.
4. CONNECTION BETWEEN THE VARIATIONAL PROBLEM AND THE EXISTENCE OF NON TRIVIAL PERIODIC ORBITS.

We first have to mention that the solution to the variational problem of the preceding section may be chosen twice continuously differentiable if $G(z)$ is regular enough in $z$; this follows from very general circumstances (see for instance [6]). In this case, we have the following

THEOREM 4.1. Let $z$ be a twice continuously differentiable function in $W_{2,[2 \pi]}^{1}$ which minimizes $S$; then $z$ satisfies equation (2.8), namely

$$
\begin{equation*}
z^{\prime \prime}+n z=\beta \Delta F(z) \tag{4.1}
\end{equation*}
$$

In this case one has the representation

$$
\begin{equation*}
s=B \int_{0}^{2 \pi} \Delta(\theta)\left\{G(z)-\frac{1}{2} z F(z)\right\}(\theta) d \theta \tag{4.2}
\end{equation*}
$$

for the minimal value of $S$.

PROOF. Since $z$ minimizes $S$ on $W_{2,[2 \pi]}^{1}$ one has

$$
\begin{equation*}
S[z+\lambda v] \geq S[z] \tag{4.3}
\end{equation*}
$$

for all $v$ in $W_{2,[2 \pi]}^{1}$ and for each real $\lambda$; thus the function $\lambda \longrightarrow S[z+\lambda v]$ has a minimum at $\lambda=0$, which implies

$$
\begin{equation*}
\frac{d}{d \lambda} S[z+\lambda v](\lambda=0)=\int_{0}^{2 \pi}\left\{-z^{\prime \prime}-n z+\beta \Delta F(z)\right\} v(\theta) d \theta=0 \tag{4.4}
\end{equation*}
$$

for all $v$ in $W_{2,[2 \pi]}^{l}$. An elementary density argument then shows that (4.4) actually holds for each $v$ in $L_{[2 \pi]}^{2}$ which, in turn, implies

$$
\begin{equation*}
z^{\prime \prime}+n z-\beta \Delta F(z)=0 \tag{4.5}
\end{equation*}
$$

which is (4.1). Now from (4.5) (or (4.1)) one gets

$$
\begin{equation*}
z^{\prime \prime} z+n z^{2}=\beta \Delta z F(z) \tag{4.6}
\end{equation*}
$$

and consequently the relation

$$
\begin{equation*}
-\int_{0}^{2 \pi}\left(z^{\prime}\right)^{2}(\theta) d \theta+n \int_{0}^{2 \pi} z^{2}(\theta) d \theta=\beta \int_{0}^{2 \pi} \Delta(\theta) z F(z)(\theta) d \theta \tag{4.7}
\end{equation*}
$$

after an integration by parts of $\mathrm{z"z}$. One can then express (4.7) in terms of $s[z]$ using (2.14), which leads to

$$
\begin{equation*}
\Delta=S[z]=\beta \int_{0}^{2 \pi} \Delta(\theta)\left\{G(z)-\frac{1}{2} z F(z)\right\}(\theta) d \theta \tag{4.8}
\end{equation*}
$$

This completes the proof.

A few remarks are necessary at this point; we first observe that the relation

$$
\begin{equation*}
S[z]=B \int_{0}^{2 \pi} \Delta(\theta)\left\{G(z)-\frac{1}{2} z F(z)\right\}(\theta) d \theta \tag{4.9}
\end{equation*}
$$

is a necessary condition for any twice continuously differentiable function in $W_{2,[2 \pi}^{l}$ to be a periodic solution of equation (4.1) with period $2 \pi$. This fact, combined with the lower bound
in (3.6), then leads to statements regarding the existence of periodic orbits which allow us to distinguish between the trivial solution $z \equiv 0$ and the non trivial ones $z \not \equiv 0$. A typical exampl $=$ is the following

THEOREM 4.2 (The linear case). Consider equation (2.8) with $F(z)=z$, namely

$$
\begin{equation*}
z^{\prime \prime}+(n-\beta \Delta) z=0 \tag{4.10}
\end{equation*}
$$

Then, under the same conditions as in proposition (3.2), equation (4.10) has no non trivial periodic solution with period $2 \pi$.

PROOF. Choose any non zero $z$ in $W_{2,[2 \pi]}^{1}$. Since $1-n-|\beta| K>0$ from (3.12), the lower bound in (3.6) implies

$$
\begin{equation*}
S[z]>0 \tag{4.11}
\end{equation*}
$$

On the other hand one has

$$
B \int_{0}^{2 \pi} \Delta(\theta)\left\{G(z)-\frac{1}{2} z F(z)\right\}=0
$$

since $F(z)=z$ and $G(z)=\frac{z^{2}}{2}$; the necessary condition (4.9) can therefore not be satisfied. This proves the theorem.

REMARK. The preceding result has nothing surprising. Indeed, condition (3.12) can be rewritten as

$$
\begin{equation*}
0 \leq \frac{|\beta|}{n}<\frac{1-n}{K n} \tag{4.12}
\end{equation*}
$$

and consequently represents the two-dimensional region in the $\frac{\beta}{n}$ - n plane bounded by the positive coordinate axes and the hyperbola

$$
\begin{equation*}
C(n)=\frac{1-n}{K n} \tag{4.13}
\end{equation*}
$$

From Floquet's theory and the Liapounov-Haupt oscillation theorem however, it is known that the periodic orbits of equation (4.10) are not likely to exist in such two-dimensional domains, but only on well defined curves in the $\frac{\beta}{n}$ - $n$ plane (see for instance [7] and [8]). In particular for $\beta=0$, one has non trivial periodic orbits with period $2 \pi$ only if $n=1$, namely where the curve (4.13) intersects the horizontal axis; this is hardly a surprise since the fundamental period associated with the equation

$$
\begin{equation*}
z^{\prime \prime}+n z=0 \tag{4.14}
\end{equation*}
$$

is $T=\frac{2 \pi}{\sqrt{n}}$.

We now show that the above structure may persist in the nonlinear case: a typical example is the following

THEOREM 4.3 (The anisotropic (ribbon-like) Gaussian beam).
Consider the equation

$$
\begin{equation*}
z^{\prime \prime}+n z=\beta \Delta \operatorname{erf}(z) \tag{4.15}
\end{equation*}
$$

in the weak focusing regime $0<n<1$, and under the same conditions as in proposition (3.2). Then equation (4.15) has no non trivial periodic orbit with period $2 \pi$.

PROOF. The same argument as in theorem (4.2) is applicable if one observes that one has

$$
\begin{equation*}
G(z)-\frac{1}{2} z F(z)=\frac{1}{2} z \operatorname{erf}(z)+\pi^{-1 / 2}\left(\exp \left[-z^{2}\right]-1\right) \geq 0 \tag{4.16}
\end{equation*}
$$

along with $\beta \Delta \leq 0$. Inequality (4.16) follows from the convexity of $G(z)-\frac{1}{2} z F(z)$ and $G(0)=0$. One then has

$$
\begin{equation*}
B \int_{0}^{2 \pi} \Delta(\theta)\left\{G(z)-\frac{1}{2} z F(z)\right\}(\theta) d \theta \leq 0 \tag{4.17}
\end{equation*}
$$

so that the necessary condition (4.9) cannot be satisfied since $S[z]>0$ for any non zero $z$. This completes the proof.

Similar results hold for the general case as long as $G(z)-\frac{1}{2} z F(z) \geq 0$.

The actual construction of approximation sequences $z^{(N)}$ converging to non trivial periodic orbits is a much less simple matter; we shall only give the main ideas here, and refer the reader to [4] for details. We first observe that the method of the variation of parameters applied to equation (4.1) leads to the solution

$$
\begin{equation*}
z(\theta)=z_{0}(\theta)+\frac{\beta}{\sqrt{n}} \int_{0}^{\theta} \sin (\sqrt{n}(\theta-\tau)) \Delta(\tau) F(z(\tau)) d \tau \tag{4.18}
\end{equation*}
$$

where $z_{0}$ satisfies (4.14). Define then the Volterra operator $V$ by

$$
\begin{equation*}
V(f)(\theta)=\frac{\beta}{\sqrt{n}} \int_{0}^{\theta} \sin (\sqrt{n}(\theta-\tau) \Delta(\tau) f(\tau) d \tau \tag{4.18}
\end{equation*}
$$

on $W_{2,2 \pi}^{1}$ and the function $A$ from $W_{2,2 \pi}^{l}$ into itself by

$$
\begin{equation*}
A(z)=z-z_{0}-V(F(z)) \tag{4.19}
\end{equation*}
$$

Provided a sufficiently smooth $F$ in (4.1) (typically once continuously differentiable), one can then apply the contraction mapping argument to show that there exists a $z \in W_{2}^{1}, 2 \pi$ satisfying (4.18) along with $z(0)=z(2 \pi)$, in other words such that

$$
\begin{equation*}
A(z)=0 \tag{4.20}
\end{equation*}
$$

One can then numerically implement the computation of the root in (4.20) using Newton's method. Indeed the derivative of $A(z)$ is

$$
\begin{equation*}
A^{\prime}(z)=1+V\left(F^{\prime}(z)\right) \tag{4.21}
\end{equation*}
$$

where 1 denotes the identity function on $W_{2,2 \pi}^{l}$; one can then show that $A^{\prime}(z)$ is invertible, so that the sequence of approximations to the periodic orbit is recursively given by

$$
\begin{equation*}
z^{(N+1)}=z^{(N)}-\left(1+V\left(F^{\prime}\left(z^{(N)}\right)\right)^{-1} A\left(z^{(N)}\right)\right. \tag{4.22}
\end{equation*}
$$

Quadratic convergence can be obtained. We hope to present our complete results at the next follow-up sessions.
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#### Abstract

Several observers ${ }^{1,2}$ have recently speculated that the simultancous presence of diffusion processes and the beam-beam interaction may lead to enhanced diffusion or beam loss greater than that present with either diffusion or the beam-beam interaction alone. To test these ideas we have written a computer code to simulate the effects of random diffusion and the beam-beam interaction. In this paper some first results of these simulations are presented. It is found that when the strength parameter of the beam-beam force $\Delta v$ includes a resonance within its tune width (see below) enhanced diffusion occurs.


In section 1 we outline the simulation of the beam-beam interaction and diffusion. In section 2 we describe some first simulation results, obtained with a l-dimensional "weak-strong" non-linear (beam-beam) force. In section 3 we discuss features of these results and plans for future simulations.

1. Simulation procedure

In all of the simulations reported in this note, particle transport is calculated in three steps: a linear transport, a nonlinear beam-beam kick, and a random diffusion kick. Particle motion through these steps is calculated for thousands of cycles to simulate beam storage for finite times.

Particle motion through the machine from interaction region to interaction region is simulated by a linear matris calculation:

$$
\left(\begin{array}{c}
x  \tag{1}\\
x^{\prime} \\
y \\
y^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
M_{x} & 0 \\
& \\
0 & m_{y} \\
x^{\prime} \\
y \\
y^{\prime}
\end{array}\right)
$$

with the submatrices $M_{x}$ and $M_{y}$ given by:

$$
M_{x}=\left(\begin{array}{ll}
\cos \mu_{x}+\alpha_{x} \sin \mu_{x} & \beta_{x} \sin \mu_{x}  \tag{2}\\
\frac{-\left(1+\alpha_{x}^{2}\right)}{\beta_{x}} \sin \mu_{x} & \cos \mu_{x}-\alpha_{x} \sin \mu_{x}
\end{array}\right)
$$

where $\alpha_{x}, \beta_{x}$ and $\mu_{x}$ are the usual Courant-Snyder functions. In this transport matrix $x$ and $y$ motion are completely decoupled, and the effects of any nonlinearities or dispersion in the lattice are not included.

The beam-beam interaction is simulated by adding a non-linear kick to the velocity:

$$
\left(\begin{array}{l}
x  \tag{3}\\
x^{\prime} \\
y \\
y^{\prime}
\end{array}\right)_{2} \quad \begin{aligned}
& x_{1} \\
& x_{1}^{\prime}+F_{x}\left(x_{1}, y_{1}\right) \\
& y_{1} \\
& y_{1}^{\prime}+F_{y}\left(x_{1}, y_{1}\right)
\end{aligned}
$$

For the case of a beam-beam interaction caused by a cylindrically symmetric Gaussian beam we use

$$
\begin{equation*}
F_{x}(x, y)=-\frac{4 \pi \Delta v}{\beta_{o}} \frac{\left(1-e \frac{-\left(x^{2}+y^{2}\right)}{2 \sigma^{2}}\right)}{\left(\frac{x^{2}+y^{2}}{2 \sigma^{2}}\right)} \quad x \tag{4}
\end{equation*}
$$

where $\Delta v$ is the "linear tune shift." Other forms for $F_{x}, F_{Y}$, can be chosen to simulate other geometries. In the form of the beambeam interaction chosen so far we have assumed that the longitudinal length of the interaction is zero, and that the collisions of the bunches are centered and "head-on". We have also chosen the "weak-strong" approximation, that is, the beam-beam force function is the same on every turn, and is not affected by changes in the calculated beam.

Diffusion is simulated by adding a random kick to the velocities on each turn:

$$
\begin{align*}
& x^{\prime} \rightarrow x^{\prime}+\theta_{x} \cdot R_{x}  \tag{5}\\
& y^{\prime} \rightarrow y^{\prime}+\theta_{y} \cdot R_{y}
\end{align*}
$$

where $\theta_{x}, \theta_{y}$ are maximum kick amplitudes and $R_{x}, R_{y}$ are independent random numbers between -1 and +1 , which are cnanced at each crossing.

The simulation procedure outlined above will be changed in the future in order to obtain more realistic simulations as results and discussions develop.
2. First Results of the Beam-Beam Simulations

In the cases studied in this note the particle motions are reduced to one-dimensional ( $1-\mathrm{D}$ ) motions by setting $\mathrm{x} \equiv \mathrm{x}^{\prime} \equiv 0$ in equations 1-5. The interactions are studied by generating a set of particles in an initial gaussian distribution and following their motion through a large number of turns. For most cases discussed
in this note the number of particles $N_{p}$ is 100 and the number of turns $N_{T}$ is 200,000. We calculate the emittance as a function of time, where the emittance is defined as

$$
\begin{equation*}
\varepsilon=6 \sqrt{\left\langle\left(y-y_{0}\right)^{2}\right\rangle \cdot\left\langle\left(y^{\prime}-y_{o}^{\prime}\right)^{2}\right\rangle} \tag{6}
\end{equation*}
$$

and the averages are over the total number of particles $N_{p}$. Phase space plots are also generated, and the distributions of the particles can be studied.

We present the results in 4 categories, depending on whether or not the beam-beam kick and/or the diffusion kick is non-zero.
(A) No beam-beam and no diffusion ("linear" and "quiet"): In this case the beam behavior is trivial with particle positions exactly repeating themselves whenever $n_{T} \mu_{i}=p 2 \pi$ where $n_{T}$ is the number of turns and $p$ is any integer. It has been checked that the program does produce this result. There is no change in emittance and no change in the particle distribution.
(B) Beam-beam kick and no diffusion ("non-linear" and "quiet"): Particle motion is affected by the beam-beam interaction, but there is no significant increase in beam size. The major change in particle motion is in the phase of motion as the tune is shifted from $\mu$ to $\mu+2 \pi \Delta \nu \equiv 2 \pi \nu_{o}$ as $y \rightarrow 0$ where the beam-beam tune shift is largest $(\mu \rightarrow \mu$ as $y \rightarrow \infty)$. In figure 1 we show beam emittance as a function of time (number of turns) for $\nu_{0}=0.4$ and $\Delta \nu=0$, $0.005,0.02,0.5$ and 0.10 . From these cases and others we find that there is no increase in time ("diffusion") for any values of $v_{0}$ and $\Delta \nu$.

The phase space distributions are distorted by the nonlinear force and this provides the increase in the scatter of
measured emittance with large tune shifts shown in figure 1.
(C) No beam-beam and a "diffusion" kick:

In this case the measured emittance incrases linearly
with time. The increase can be calculated, obtaining

$$
\begin{align*}
\varepsilon\left(n_{T}\right) & =\varepsilon_{0}+6 n_{T} \beta \frac{\left\langle\left(\Delta y^{\prime}\right)^{2}\right\rangle}{2} \\
& =\varepsilon_{0}+n_{T T} \beta \theta_{Y}^{2} \tag{7}
\end{align*}
$$

where $n_{T}$ is the number of turns and $\varepsilon_{0}$ the initial emittance and where $\varepsilon$ is calculated using equation 6. Typical cases of such emittance increase are shown in figures 2 and 3 in the cases with $\Delta \nu=0$. The increase in this and similar cases agrees with equation 7 .

We can define a diffusion coefficient through equation
7

$$
\begin{equation*}
D_{0}=\frac{\partial \varepsilon}{\partial t}=\frac{B}{T}\left(0_{y}\right)^{2} \tag{8}
\end{equation*}
$$

where T is the time associated with one turn.
(D) Beam-beam interaction and diffusion kick ("non-linear" and "noisy"):

Our first simulations have showed some interesting effects connecting diffusion and the non-linear interaction. Figure 3 shows a typical set of results in which the tune at vanishing amplitude $\nu_{0}$ is kept constant at a value of 0.2 and the beam-beam parameter $\Delta v$ is varied. For $\Delta v=0,0.005,0.02$, 0.03 and 0.033 the diffusion is constant and agrees with equation (8) within expected statistical accuracy. For $\Delta v=0.04,0.06$ and 0.10
the diffusion has doubled, approximately.
This increase is shown in figures 2 and 3 and also in Table 1A, where we have tabulated the diffusion coefficient $D$ and the enhancement factor $x_{E}\left(D=x_{E} D_{0}\right)$ as a function of $\Delta \nu$ and $D_{O}$. D is calculated using a least squares fit, solving the equation:

$$
\varepsilon(n)=\varepsilon_{0}+D_{\frac{n}{100,000}}
$$

where we have set 100,000 turns equal to one unit of time. Table 1A includes cases with $\Delta v$ ranging from 0.0 to 0.10 , for two different values of $D_{0}$, all with $v_{0}=0.2$.

We note the following features of the simulations:

1. There is no measurable diffusion enhancement $\left(x_{E} \cong 1\right)$ for $\Delta v<$. 033. For $\Delta v \geqslant .04$ the diffusion is roughly doubled $\left(x_{E} \cong 2\right)$. The diffusion enhancement is roughly constant for all $\Delta \nu \mp 0.4$. This seems to imply that measurable diffusion enhancement $\left(x_{E} \sim 1.2\right)$ occurs when the resonant tune $1 / 6=.1666$ is within the beam-beam tune spread, and implies that the enhancement does not change greatly with tune spread providing only that the major resonance is within the tune spread.
2. We have calculated diffusion enhancement for two very different values of $D_{0}(.008$ and .032) . The diffusion enhancement factor $\mathrm{x}_{\mathrm{E}}$ appears to be independent of $\mathrm{D}_{\mathrm{O}}$.
3. In the cases tested to date the change in emittance seems to remain linearly increasing with time whether or not the diffusion is "resonance-enhanced". These cases have so far been limited to a few hundred thousand turns and to an increase in emittance by a factor of $\sim 4$.
4. Although diffusion enhancement is relatively
constant for $\Delta v$ ~ .04 , the particle phase-space distributions change significantly. For $\Delta v=.04$, much of the enhancement is due to a few particles kicked to very large amplitudes, whereas for $\Delta \nu=0.10$ the enhancement seems to be distributed throughout the particle distribution.

In Figure 4 we show the variation of $X_{E}$ with $D_{O}$ and $\Delta v$.

In table IB we show results of other simulations for various values of $D_{0}, \nu_{0}, \Delta v$. Diffusion enhancement occurs when the major resonances $1 / 4(.25)$ and $1 / 8$ (.125) are within the tune spreads. Enhancement by the $v=0.25$ resonance is much larger ( $x_{E} \cong 6$ ), and enhancement by the $v=.125$ resonance is somewhat less ( $\mathrm{x}_{\mathrm{E}}<1.5$ ) In the cases considered to date only $\sim 100$ particle trajectories have been followed; statistical inaccuracy makes it difficult to notice enhancement with $\mathrm{x}_{\mathrm{E}} \leqslant 1.2$. We have not yet identified enhancenent due to resonances of order higher than eight. We have not yet determined whether diffusion enhancement caused by a particular resonance is strongly dependent on $\nu_{0}$. The cases with $v_{0}=0.175$ imply some dependence.
3. Discussion and Summary

In these first simulations we have limited ourselves to a one-dimensional, "weak-strong" simulation with only 100 particles tracked for a few hundred thousand turns. In two (or three) dimensions the situation becomes much more complex, and the simple identification of diffusion enhancement with resonant tunes in l-D may be more difficult in higher dimensions. We plan to explore 2-D effects soon.

We do not yet completely understand the nature of the
diffusion enhancement in one dimension. We have not fully explored or explained the dependence of diffusion enhancement on $\nu_{o}, \Delta v, D_{o}$, the beam-beam force shape, and time. Future numerical and analytic studies will explore the details of this effect and may provide analytic methods of calculating the enhancement.

In the work to date, we have begun exploration of the relationship between a non-linear periodic force ("beam-beam") and the increase in the mean-square emittance with time ("diffusion") due to the beam-beam force and/or random processes. We have found that when the beam-beam tune shift includes a major low-order resonance significant enhancement of diffusion due to random processes can occur.
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Diffusion as a function of tune shift with $\nu_{0}=0.20$. In each simulation we have chosen $\varepsilon_{0}=0.02$, a total number of particles of 100, and 200,000 turns of calculation.

| Do (calculated diffusion) | (tune shift) | D <br> (measured diffusion) | $\stackrel{\mathbf{x}_{E}}{\text { (enhancement factor) }}$ |
| :---: | :---: | :---: | :---: |
| . 008 | 0. | . 00765 | 0.96 |
| . 008 | 0.005 | . 00886 | 1.11 |
| . 008 | 0.02 | . 00902 | 1.1 |
| . 008 | 0.03 | . 00675 | 0.85 |
| . 008 | 0.033 | . 0111 | 1.39 |
| . 008 | 0.04 | . 0174 | 2.18 |
| . 008 | 0.05 | . 0199 | 2.49 |
| . 008 | 0.06 | . 0141 | 1.76 |
| . 008 | 0.10 | . 0178 | 2.23 |
| . 032 | 0.0 | . 0302 | 0.94 |
| . 032 | 0.03 | . 0383 | 1.20 |
| . 032 | 0.04 | . 0820 | 2.56 |
| . 032 | 0.05 | . 0612 | 1.91 |
| . 032 | 0.06 | . 0654 | 2.04 |
| . 032 | 0.10 | . 0770 | 2.41 |

Other cases of diffusion simulation with various values of $D_{o}, \nu_{o}, \Delta \nu$. A typical case has $\varepsilon_{0}=0.02, \beta_{o}=2, N_{p}=100$ and is tracked for 200,000 turns.

| $\nu_{0}$ | $\Delta v$ | $\mathrm{D}_{0}$ | D | $\mathrm{x}_{E}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.30 | 0.0 | . 008 | . 00691 | 0.86 |
| 0.30 | 0.04 | . 008 | . 0101 | 1.26 |
| 0.30 | 0.06 | . 008 | . 0595 | 7.44 |
| 0.30 | 0.08 | . 008 | . 0322 | 4.03 |
| 0.30 | 0.10 | . 008 | . 0254 | 3.18 |
| 0.15 | 0.02 | . 032 | . 0297 | 0.93 |
| 0.15 | 0.04 | . 032 | . 0394 | 1.23 |
| 0.175 | 0.005 | . 032 | . 0296 | 0.93 |
| 0.175 | 0.02 | . 032 | . 0394 | 1.23 |
| 0.175 | 0.04 | . 032 | . 0346 | 1.08 |
| 0.175 | 0.06 | . 032 | . 0670 | 2.09 |

Figure 1: Beam emittance $E$ as a function of time for beam-beam interaction strengths $\Delta v=0,0.02,0.05,0.10$. There is no diffusion in


Figure 2: Beam emittance as a function of time $n$, with diftusion.
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## Abstract

- When colliding electron and positron bunches in SPEAR at high vallues of the beam-beam tune shift parameter $\Delta v$, it had been observed that sometimes one of the equal intensity beams would blow up in the vertical plane more than the other beam. It was subsequently found that a small adjustment to the phase difference between the RF accelerating cavities would make the beam 'flip' the other way. The results of the investigation of this phenomenon are presented in this paper.


## Introduction

The flip-flop has been known at SPEAR for some time but it is only recently that it has had an impact on routine operation. The operating luminosity of SPEAR has been gradually improved by control of the orbits, dispersion functions, betatron coupling and synchro-betatron resonances. This routine operation at high values of the beam-beam tune shift has led to the flip-flop effect becoming more noticeable and more troublesome. One can balance the beam sizes and thereby optimize the luminosity using RF phasing. However this phenomenon exhibits considerable hysteresis and close to the beam-beam limit it can limit the peak luminosity attainable. A further undesirable effect, which prompted this investigation, is that when the Bunch Lengthening Cavity (BLC) is powered the flip-flop condition is usually very much worse.

It is important to get some understanding of the phenomenon in order to: (a) use the proven good effects of the BLC, (b) be able to predict the effects in PEP and larger $\mathrm{e}^{+}-\mathrm{e}^{-}$storage rings, and (c) perhaps gain some more understanding of the beam-beam effect in general. So far we have made some interesting measurements but have no theory to explain them. We hope that further measurements will give us some more clues to the nature of the effect.

We shall group the evidence under three headings: (1) 'hard' effects, which are very noticeable and reproducible, (2) 'soft' effects, which are less sharp or less reproducible, and (3) 'null' effects, in which parameter changes have no discernable effect on the flip-flop.

We mention first some of the easily calculated effects of changing the intercavity phase. The biggest of these effects is the separation of the electron and positron orbits which cause the bunches to collide not quite head-on. Orbit measurements are in fairly good agreement with calculations and for $30^{\circ}$ of intercavity phase shift we find an orbit separation at one of the interaction points of $\Delta x \approx 2 \times 10^{-3} \mathrm{~m} \approx 0.4 \sigma_{\mathrm{x}}$. Another easily calculated effect is the difference in synchronous energy of the beams at the interaction points. At the East interaction point the energy difference is $\Delta \mathrm{E} \approx 0.3 \times 10^{-3} \approx 0.6 \sigma_{\mathrm{E}} / \mathrm{E}$ for the same phase difference.

[^6]The Measurements
The position of the RF cavities in SPEAR are shown in Fig. 1.


Fig. 1. Layout of RF cavities in SPFAR.

The experiments were usually done with cavities 758 and 11S12 powered but the cavity pair 6S7 and 12 S 13 has also been used. When the phase control to cavity 7S8 is varied we observe changes to the heights of the $e^{+}$and $e^{-}$bunches. We observe the height of the bunches by means of a vertical profile scan of the synchrotron light emitted by the particles. 1 The light is scanned across a narrow slit in front of a phototube detector by means of a mirror vibrating about its suspension at 100 Hz . To produce profile scans the $X$ plates of an oscilloscope are driven from a signal proportional to the mirror deflection.

To obtain plots of relative beam height as a function of intercavity phase the signal from the phototube is passed through a peak detector and fed to the $Y$ terminals of a chart recorder, the $X$ terminals being driven by a signal proportional to the intercavity phase.

## Hard Effects

## Dependence on $\Delta \nu$

The effect is strongly dependent on the beam-beam tune shift parameter appearing when $\Delta v>.025$ per interaction region.

## Horizontal Dispersion Function

SPEAR usially operates with the nominal value of the horizontal dispersion function $\eta_{x}^{*}$ set equal to zero at the interaction points. With this condition the flip-flop is relatively easy to control and its polari-
ty (direction of phase change needed to blow up a particular beam) depends on the configuration used and the closed orbit errors. If however the nominal value of $\eta_{x}^{*}$ is set outside the range $-2 \mathrm{~cm}<n_{x}^{*}<2 \mathrm{~cm}$, then a very strong hysteresis effect is evident and the flipflop becomes uncontrollable. Typical hysteresis loops for a range of $\eta_{x}^{*}$ are shown in Fig. 2.


Fig. 2. Hystercsis Loops. Beam height vs intercavity phase and dispersion function.

It is unfortunately not possible to measure $\eta_{x}^{*}$ to a precision better than 1 cm but averaged data indicate that differences from the nominal value are approximately $0.5-1 \mathrm{~cm}$ and that the dispersion function is different at the two interaction points.

Keeping the intercavity phase at a constant value we have scanned the value of $\eta_{\mathrm{x}}^{*}$ from -3 cm to +3 cm obtaining the flip-flop condition. The hysteresis loops obtained by this method are much more smooth than those obtained by varying the intercavity phase at constant $\eta_{\mathrm{x}}^{*}$. We also observed a reversal of the polarity close to the condition of zero misphasing.

## Beam Separation

Recently we have used the stripline monitor plates to make a small horizontal separation of the two beams at the interaction points. We have found that when separating voltages are applied the hysteresis loops shift along the phase axis with very little change otherwise. The orbit separation due to such a shift in intercavity phase corresponds to the orbit separation due to the separation voltage. Measurements will be continued using combinations of separating voltage and cavity phasing to separate the beams at the two interaction points independently.

## Energy Dependence

The experiments described here have been done at energies of 1.88 GeV and at 2.4 GeV , most of the quantitative work being done at the former energy. In the absence of detailed quantitative data for comparison we can only report our findings at these two energies and quote operational experience at other energies.

The flip-flop is only apparent close to the beambeam limit at any energy. At low energies (1.5-1.9 GeV ) the onset is sudden and the flip-flop is very hard to control and appears to be sensitive to very small changes in conditions. In the medium energy range ( $2.0-2.5 \mathrm{GeV}$ ) the onset is more gradual and the phenomenon is much more reproducible. At energies higher than 3 GcV the flip-flop disappears.

## Bunch Lengthening Cavity

A bunch lengthening cavity (BLC) was installed in SPEAR in order to improve performance. ${ }^{2}$ The BLC is a powered cavity operating at 860 MHz at the $672^{\text {th }}$ harmonic of the revolution frequency. This cavity modifies the potential well of the synchrotron phase oscillations (this potential well is provided by the main RF cavities operating at the 280th harmonic). The flattened potential well thus produced can lengthen the bunches so as to avoid single bunch instabilities that cause energy broadening. The lengthened bunches also produce less higher mode RF heating and cure the problem of synchro-betatron resonances.

On one occasion only, powering the BLC made the flip-flop better, but on every other occasion it made the flip-flop uncontrollable.

## Risetime Measurements

We have measured the risetime of the flip-flop beam growth by applying a square wave modulation to the intercavity phase. To obtain a measure of the height of the beams we took an output from the profile monitor scan and displayed this on an oscilloscope, the oscilloscope being triggered from the pulse generator used in the phase switch. The height of the pulses from the profile monitor system is inversely proportional to the beam height. Measurements suggest that the risetime is independent of energy and is about $80-100 \mathrm{msec}$ which is long compared to the transuerse damping time.

## Soft Effects

## Rotated Quadrupole

A detailed study of these effects has not yet been done but measurements and operational experience indicate that increasing the linear coupling by means of the rotated quadrupoles makes the flip-flop less sensitive. This is probably due to an increase in the non beam-beam contribution to the height of both beams resulting in a decrease in beam-beam tune shift. The increased strength of the rotated quadrupoles might also be expected to change the flip-flop by coupling residual horizontal dispersion to the vertical plane.

## Chromaticity and Sextupoles

SPEAR normally operates with horizontal and vertical chromaticities $\xi_{\mathrm{x}}=\xi_{\mathrm{y}}=+3.2$. The natural chromaticities for normal operation with $B_{y}=10 \mathrm{~cm}$ are $\xi_{x}=-10$ and $\xi_{y}=-20$, the correction being accomplished by two families of sextupoles.

Increasing the chromaticity substantially ( $25 \%$ increase in sextupole strength) made the flip-flop worse but not disasterously so. Decreasing the horizontal chromaticity towards zero had an effect on the hysteresis print of the flip-flop. This effect was not however reproducible between experiments and no dramatic effect was observed close to the value $\xi_{\mathrm{x}}=0$. Decreasing the vertical chromaticity alone had no effect. The most probable explanation for this behaviour is the effect that the sextupoles have on orbits and dispersion functions at the interaction points.

## Horizontal Beam Size

Measurements indicate that, when the beam heights are flipped and flopped, the widths also change. We might expect that if the effect were due to coupling, then an increase in beam height should be accompanied by a reduction in beam width. We in fact noticed an increase in width of the beam that was blown up vertically. For moderate values of beam-beam tune shift the change in beam width was about $5 \%$ but at the higher currents the change was about $10 \%$. The effect is most easily seen by applying a square wave phase modulation at a frequency of about 1 Hz .

## Null Effects

## Vertical Orbit and Dispersion Function

No correlation could be found between the flipflop and measured vertical orbits and dispersion functions.

## Coherent Motion

We have not detected any coherent motion associated with the flip-flop. Since the beam cross section is small compared to the distance between the beam and the monitors, it is only possible to detect the barycentric (dipole) mode of oscillation by using these monitors. We have however also viewed samples of the beam profile by using the synchrotron light monitoring system. This technique should be sensitive to higher modes of oscillation.

## Longitudinal Motion

We have looked for changes in bunch shape or bunch length associated with the flip-flop. Both by direct observation of the synchrotron light using a fast photodiode and by observing the spectrum of signals from the beam monitors, we have been unable to detect any such changes when the beams undergo a change in state.

## Conclusions

For a small intercavity misphasing all calculated effects are extremely small except for the beam separation, beam crossing angle and energy separation. By keeping the cavities phased and varying the dispersion function $\eta_{x}^{*}$ we can also make the beams flip and flop. This observation combined with the evidence from the horizontal separation experiment leads us to believe that the energy separation is not necessary to the phenomenon. We believe that a beam separation (or possibly crossing angle) at a finite value of $\eta_{x}^{*}$ is the combination necessary to drive the flip-flop. We think that coherent motion is unlikely because (a) the risetime is long compared to the transverse damping time, (b) we have not observed any coherent motion, and (c) the dependence on chromaticity is not very strong. Single resonance effects are also unlikely since the effect is independent of machine tune and because the bunch lengthening cavity cures the individual synchrobetatron resonances by creating a continuum of synchrotron tunes.

The calculated changes in amplitude function $\beta$ and dispersion function $\eta$ as a function of orbit difference and energy difference are very small and are unlikely to play a part in deciding which beam should blow up.

Because of the sensitivity to horizontal dispersion function it is possible that synchro-betatron resonances are excited by the beam-beam force as in Ref. 3 but that these resonances are of high order and
are associated with the nonlinearity of the beam-beam force.
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