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ABSTRACT

MEASUREMENT OF THE LONGITUDINAL DEUTERON

SPIN-STRUCTURE FUNCTION IN DEEP-INELASTIC SCATTERING

SEPTEMBER 1996

JOHANNES M. BAUER,

VORDIPLOM PHYSICS, UNIVERSITY REGENSBURG, GERMANY

VORDIPLOM MATHEMATICS, UNIVERSITY REGENSBURG, GERMANY

M.S., ARIZONA STATE UNIVERSITY

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Janice Button-Shafer

Experiment E143 at SLAC performed deep-inelastic scattering measurements

with polarized electrons incident on polarized protons and deuterons. The data

for the beam energy of 29GeV cover the kinematical range of xBj > 0:03 and

1 < Q2 < 12GeV2. From these data, the spin-dependent structure functions g1

were determined. This dissertation describes the experiment and its analysis and

discusses the results. The measured integral of gd1 over x from x = 0 to x = 1 is

�d1 = 0:046� 0:003 (stat)�0:004 (syst) at Q2 = 3GeV2 and disagrees by more than

three standard deviations with the prediction of the Ellis-Ja�e sum rule. The data

suggest that the quark contribution to the nucleon helicity is 0:35 � 0:05. From

the proton data of the same experiment, the integral over the proton spin-structure

function gp1 was determined to be �p1 = 0:127� 0:003 (stat)�0:008 (syst). By com-

bining the deuteron data with the proton data, the integral �n1 was extracted as

�0:027� 0:008 (stat)�0:010 (syst). The integral �p1 � �n1 is 0:154� 0:010 (stat)

�0:016 (syst) according to the E143 analysis. This result agrees with the important

Bjorken sum rule of 0:171�0:009 at Q2 = 3GeV2 within less than one standard de-

viation. Furthermore, results of a separate analysis involving GLAP evolution equa-

tions are shown. Data were also collected for beam energies of 16.2 and 9.7GeV.

Results for g1 at these energies are presented.
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CHAPTER 1

INTRODUCTION

One of the main challenges in current particle physics is the understanding of

the underlying quark structure of nucleons. Until 1987, the nucleon spin seemed

to be understood within the simple quark model as being solely due to the spin of

the valence quarks. An experiment by the European Muon Collaboration (EMC)

at CERN in Geneva, however, challenged this belief [1]. Since their �nding was

surprising, one spoke at that time of a \spin crisis". The EMC experiment indicated

that the quark spin contributes much less to the nucleon spin than expected by the

simple models and that more elaborate explanations were necessary. Several new

experiments, with better statistics and di�erent targets, have been performed in

the meantime by the Spin Muon Collaboration at CERN [2] [3] [4] [5] and by the

E142 collaboration at the Stanford Linear Accelerator Center (SLAC) [6], but the

interest in the origin of the nucleon spin still remains very large [7].

Another experiment was performed at the Stanford Linear Accelerator Center

during the winter of 1993/94 by the E143 collaboration with about 80 physicists

from around the world. Results of this experiment are presented in this dissertation.

The experiment studied the inclusive scattering of polarized electrons at energies of

9.7, 16.2 and 29 GeV from polarized protons and deuterons via 15NH3 and
15ND3

targets. The spin-asymmetry Ak was measured for each of the three energies, while

the spin-asymmetry A? was measured only for beam energy 29 GeV. From these

asymmetries, the longitudinal spin-structure functions gp1 and gd1 were determined

1



for all three energies, and | for 29 GeV only { the transverse spin-structure func-

tions gp2 and gd2 . As will be shown later, the deuteron spin-structure function gd1 is

especially well suited for the extraction of the helicity content of the nucleus.

The dissertation deals with the largest portion of the data, the deuteron data in

the deep-inelastic scattering (DIS) region, and determined the longitudinal struc-

ture function gd1. Additional physics topics are covered by other members of the

collaboration.

After an introduction to the theoretical background and motivation for the

experiment, the experimental set-up and the analysis procedure are described.

Thereafter the results of the analysis are presented and discussed.
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CHAPTER 2

THEORETICAL BACKGROUND

AND PHYSICS OVERVIEW

2.1 Kinematics of Deep-Inelastic Scattering

Electrons o�er a useful probe for exploring the inner structure of the nucleons. To

�rst order, the electron interacts with the nucleon by exchange of a virtual photon.

The interaction of electrons with photons is very well understood within Quantum

Electrodynamics (QED), and due to the small electromagnetic coupling constant,

its contribution can be easily calculated from low-order perturbation terms.

At low energy transfer, the interactions between electrons and nucleons will be

elastic. Increasing the energy, one enters the resonance region where the electron

inelastically excites the nucleon to resonances of various kinds. The resonances

themselves return to the ground-state nucleon via emission of particles like pions

or photons. At even higher energies, the nucleons will break up and their previous

identity will be lost in the debris. So many resonances appear and overlap that the

cross-section becomes smooth. This region is called the \deep-inelastic scattering"

(DIS) region. Very successful experiments in the deep-inelastic scattering region

were performed by observing only the scattered electrons without identifying other

particles (\inclusive reaction"):

e�N �! e�X: (1)
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N stands here for the nucleon; X stands for all �nal particles except the detected

electron. The current work is also studying this reaction.

Fig. 1 illustrates the important kinematic quantities of the DIS reaction. Higher

order graphs, of course, are also present, but are not of concern at this level. The

four-vectors are given in the laboratory frame, which is the most commonly used

frame for this kind of reaction. The energy of the incoming (outgoing) electron is

called E (E0), and the scattering angle with respect to the direction of the incoming

electron is noted as �. The electron mass is here assumed to be zero. Instead of the

four-momentum transfer square q2 = (k � k0)2, it is common to use the quantity

Q2 � �q2 � 0 with

Q2 � 2EE0[1� cos �] = 4EE0 sin2
�

2
: (2)

The variable x is called \Bjorken x" and is de�ned as

x =
Q2

2M�
(3)

withM being the mass of the nucleon and � = E�E0. The experimental results are
commonly expressed as functions of these two Lorentz-invariant variables x and Q2.

e-

N

e-

X

k = (E,k) k' = (E',k')

q = (ν,q)
γ

p = (M,0)

Figure 1 The inclusive reaction of electrons (e�) scattered o� nucleons (N). X is
the undetected \debris" of the interaction. The four-vectors are given in the
laboratory frame.

The interaction between the virtual photon and the electron is a very well un-

derstood point-interaction. On the other hand, the interaction of the virtual photon

with the nucleon is not a point-like interaction, and is therefore symbolized in Fig. 1
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with a big circle. If the wavelength of the virtual photon is larger than the size of

the nucleon, the photon is able to resolve the individual constituents of the nucleon

and to provide information about them.

The undetected fragments, labeled X in Fig. 1, have an invariant massW given

by

W 2 = (p + q)2 =M2 + 2M� + q2 =M2 +Q2

�
1

x
� 1

�
: (4)

The four-vectors p and q refer to the incoming electron and the virtual photon mo-

menta. The expression at the far right side of Eq. (4) is evaluated in the laboratory

frame. In order to be in the deep-inelastic scattering region, the invariant mass of

the fragments has to be larger than any known and identi�able resonance of the

nucleon. The border between the deep-inelastic scattering region and the resonance

region is not well de�ned, but is known to be whereW is of the order of a few GeV.

2.2 Tensors for Lepton-Nucleon Deep-Inelastic

Scattering

The general lepton-nucleon scattering in the deep-inelastic scattering region with

the exchange of one photon is described in the following way. We are following here

Ref. [8]. The most important variables are de�ned in Table 1. By choice, s � k = 0,

s0 � k0 = 0, s � s = �1, and s0 � s0 = �1. In addition, q = k � k0 as before, and � is

the electromagnetic coupling constant (�ne-structure constant), which determines

the strength of the interaction.

The di�erential cross-section may be expressed in tensor form as:

d2�

d
dE0
=

�2

2Mq4
E0

E
L��W

�� (5)

with

L��(k; s; k
0; s0) = [�u(k0; s0)
�u(k; s)]

�
[�u(k0; s0)
�u(k; s)] (6)

= L(S)�� (k; k
0) + iL(A)�� (k; s; k

0)

+ L(S)�� (k; s; k
0; s0) + iL(A)�� (k; k

0; s0) (7)
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Table 1 Variables in deep-inelastic lepton-nucleon scattering. Some of the four-
momenta are evaluated in the laboratory system.

lepton nucleon

initial �nal initial �nal

mass m M

four-momentum k = (E;k) k0 = (E0;k0) P = (M;0) P 0

spin four-vector s = 1
m
(jkj; Ek̂) s0 S = (0; Ŝ) S0

where (S) stands for the symmetric part, (A) for the antisymmetric part under the

exchange of � and �. The symmetric and antisymmetric terms are de�ned in the

following way:

L(S)�� (k; k
0) = k�k

0

� + k0�k� � g��(k � k0 �m2) (8)

L(A)�� (k; s; k
0) = m�����s

�(k � k0)� (9)

L0��
(S)

(k; s; k0; s0) = (k � s0)(k0�s� + s�k
0

� � g��k
0 � s)

� (k � k0 �m2)(s�s
0

� + s0�s� � g��s � s0) (10)

+ (k0 � s)(s0�k� + k�s
0

�)� (s � s0)(k�k0� + k0�k�)

L0��
(A)

(k; k0; s0) = m�����s
0�(k � k0)� (11)

After summing over the spin of the outgoing electron s0, one obtains L�� =

2L
(S)
�� +2iL

(A)
�� . When also averaging over s, the normal unpolarized leptonic tensor

L�� = 2L
(S)
�� is obtained.

The hadronic tensor W�� itself can be split into two tensors:

W��(q;P;S) =W (S)
�� (q;P ) + iW (A)

�� (q;P;S) (12)

with

1

2M
W (S)

�� (q;P ) =

�
�g�� +

q�q�

q2

�
W1(P � q:q2)

+

�
P� �

P � q
q2

q�

��
P� �

P � q
q2

q�

�
W2(P � q; q2)

M2
(13)
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1

2M
W (A)

�� (q;P;S) = �����q
�
n
MS�G1(P � q; q2)

+
�
(P � q)S� � (S � q)P �

� G2(P � q; q2)
M2

o
: (14)

Here we �nd four structure functions: W1 and W2 for unpolarized scattering and

G1 and G2 for polarized scattering. The structure functions describe the physics of

the photon-nucleon interaction. They depend on the structure of the nucleon, as

their name implies.

Having averaged over the outgoing electron spin s0, the di�erential cross-section

is
d2�

d
dE0
=

�2

Mq4
E0

E

�
L(S)�� W

��
(S)
�L(A)�� W

��
(A)

�
: (15)

and the di�erential cross-section for unpolarized scattering is simply

d2�

d
dE0
=

�2

Mq4
E0

E
L(S)�� W

��
(S)

: (16)

Since a photon is exchanged in eN ! eX, the structure functions for this re-

action is said to describe the neutral-current process. In the same reaction, a Z

vector boson could be exchanged instead of a photon, which is described by addi-

tional structure functions [8]. But since the Z-exchange is highly suppressed, we

can neglected them for this research. Additional structure functions describe the

charged-current processes e�N ! �X, �N ! e�X, and ��N ! e+X, where the

charged vector bosons W+ or W� are exchanged.

2.3 Unpolarized Scattering

From now on, we will consider the formulas in the laboratory frame. The spin-

averaged cross-sections for deep-inelastic scattering can be written as

d2�

d
dE0
=

4�2E02

Q4

�
2 sin2

�

2
W1(�;Q

2) + cos2
�

2
W2(�;Q

2)

�
: (17)

The mass of the scattered lepton is here assumed to be zero. The structure functions

MW1 and �W2 become independent of Q
2 for large Q2 and �, and will only depend
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on the ratio of Q2 to �, or equivalently on the Bjorken x = Q2=2M�:

F1(x;Q
2) �MW1(�;Q

2)
Q2 ;�!1�! F1(x); (18)

F2(x;Q
2) � �W2(�;Q

2)
Q2;�!1�! F2(x): (19)

This property is called \scaling". In Eqs. (18) and (19), we introduced the structure

functions F1 and F2, which are usually used instead of W1 and W2. Scaling is

only approximately true, and the Q2-dependence of F1 and F2 does not disappear

completely.

The relationship between F1 and F2 is described by

F1 � F2
1 + 
2

2x(1 +R)
: (20)

R = �L
1=2

=�T is the ratio of longitudinal to transverse virtual scattering [9] (see

later section about the virtual photon). The term 
2 is de�ned as


2 � 4M2x2=Q2 = Q2=�2 = 2Mx=�: (21)

For Q2 !1, both R and 
2 approach zero, and therefore Eq. (20) simpli�es to the

Callan-Gross relation

F1 =
F2

2x
: (22)

2.4 Polarized Scattering

Once both the electron beam and the nucleon target are polarized, the two

structure functions G1 and G2 no longer cancel. If the nucleon spin is oriented

parallel to the initial lepton momentum, we obtain:

d2�#"

d
dE0
� d2�""

d
dE0
=

4�2E0

Q2E

h
(E +E0 cos �)MG1(�;Q

2)�Q2G2(�;Q
2)
i
: (23)

The �rst arrow at the cross-sections � indicates the direction of the beam helicity,

the second arrow the direction of the target helicity. This means that for �"" and
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�#" the beam and target helicities are oriented longitudinal (parallel or antiparallel)

to each other. Similarly we obtain

d2�" 

d
dE0
� d2�# 

d
dE0
=

4�2E0

Q2E
E0 sin � cos�

h
MG1(�;Q

2) + 2EG2(�;Q
2)
i

(24)

for the target helicity oriented perpendicular to the beam momentum. The angle

� is the azimuthal angle between the plane de�ned by the incoming and outgoing

electron direction, k and k0, and the plane de�ned by k and the direction of the

target polarization S. For E143 kinematics, this angle was either 0� or 180�, leading

to the maximally possible cross-section di�erence. The factor cos� = �1 was taken
into account during the analysis, but for our further discussions in this chapter,

we will set cos� = 1.

For large Q2 and �, scaling leads again to structure functions which approxi-

mately depend only on x = Q2=2M�:

g1(x;Q
2) =M2�G1(�;Q

2)
Q2;�!1�! g1(x); (25)

g2(x;Q
2) =M2�G2(�;Q

2)
Q2;�!1�! g2(x): (26)

Experimentalists usually do not measure the di�erential cross-sections mentioned

in Eqs. (23) and (24), but instead the asymmetries

Ak =
�#" � �""

�#" + �""
(27)

and

A? =
�# � �" 

�# + �" 
: (28)

In this way, common factors like acceptance cancel. Since the �'s are proportional

to the number of events per unit of incoming charge, one does not need to use the

real cross-sections. Instead, knowledge of the rates of good events ( = scattered

particles per number of incoming electrons) for left- and right-handed beam helicity

is su�cient. Let us call these rates NL and NR. The asymmetries Ak and A? are

then

Ak (or A?) =
1

fPbPt

NL �NR

NL +NR
: (29)
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The factors f , Pb and Pt are the dilution factor and beam and target polarizations.

These and additional correction factors have to be included in order to obtain the

correct asymmetries. Chapter 4 discusses all corrections in great detail.

The spin-structure functions can be obtained from the asymmetries via the fol-

lowing equations:

g1(x;Q
2) =

F1(x;Q
2)

D0

�
Ak + tan

�

2
A?

�
(30)

g2(x;Q
2) =

F1(x;Q
2)

D0
y

2 sin �

�
E +E0 cos �

E0
A? � sin �Ak

�
(31)

where

D0 =
(1� �)(2 � y)

y[1 + �R(x;Q2)]
: (32)

The variables y and � are given by

y =
E �E0

E
=

�

E
(33)

(fractional energy loss of the electron) and

1

�
= 1 + 2

�
1 +

�2

Q2

�
tan2

�

2
: (34)

The factor � is the longitudinal polarization of the virtual photon. For � = 0, for

example, � = 1. For real photons, we have Q2 = 0 and only transverse polarization,

hence � = 0.

Experiments like the one discussed in this dissertation usually have small scat-

tering angles �. For these small angles �, g1 depends mostly on Ak, and g2 de-

pends mostly on A?. Therefore, g1 is also called the \longitudinal spin-structure

function" and g2 the \transverse spin-structure function". Knowledge of the un-

polarized structure functions is necessary in order to use Eqs. (30) and (31). The

functions F2 and R have been measured well during the last years at SLAC [9] and

CERN [10] [11].

Provided the scattering angle � is small (and this is true for E143 and all similar

spin-structure function experiments), also the factor tan(�=2) in Eq. (30) is small,

and g1 may be extracted from Ak without equally good knowledge of A?. None of
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the experiments preceding E143 used any measured A? in their calculation of g1.

Instead they assumed A? = 0. The measurement of A? by SMC [4] which was

published before E143 was also not used in their calculations of g1.

2.5 The Parton Model

A very important model on the way to the current theory of Quantum Chromo-

dynamics (QCD) was the Parton Model by Feynman [12], Bjorken and Paschos [13].

Although known to be far from complete, its simplicity made it to a benchmark

to which experimental results and theoretical predictions are still often compared.

In this model, the constituents of the nucleons are called partons. The variable x

is interpreted as the momentum of the parton at the time of interaction given as

the fraction of the total nucleon momentum. In modern theories, the partons are

identi�ed with quarks and gluons.

In the scaling limit, the structure functions may be seen as distribution functions

of quarks with given x. For example, let qi(x) be the probability to �nd quark of

kind i with momentum fraction x and let ei be the charge of quarks of kind i in

units of e. Then the structure functions F1 and F2 can be interpreted as

F1(x) =
1

2

X
i

e2i qi(x) and F2(x) = x
X
i

e2i qi(x): (35)

As mentioned above, F1 and F2 are related by F2 = 2xF1.

Analysis of the experimental results for the structure function F2 led to the

conclusion that in the scaling region only 50% of the momentum is carried by the

quarks, while the other part is carried by gluons [14], the mediators of the strong

interaction. Gluons are neutral particles and thus cannot interact with photons.

Therefore, electron scattering is only sensitive to the quark content of the nucleons.

Still, gluons contribute by forming pairs of quarks and antiquarks which in turn

may interact with the virtual photons.

The spin-structure functions may also be interpreted in terms of quark distri-

butions. Let qi+(x) be the number of quarks of 
avor i with helicity parallel to
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the nucleon helicity, and let qi
�
(x) be similar, but with helicity antiparallel to the

nucleon helicity. Then

g1(x) =
1

2

X
i

e2i
�
qi+(x) � qi�(x)

�
: (36)

Again, i sums over all quarks 
avors, and ei is the electric charge of the quark in

units of e.

The interpretation of g2 in the parton model is not as straight forward. In the

naive parton model, g2 = 0 if the quarks are on mass-shell and have no Fermi motion

inside the nucleon. Taking this into account leads to non-zero g2. For a detailed

discussion of this topic we refer the reader to Ref. [8].

2.6 The Virtual Photon

In this section, we will take a closer look at the virtual photon which is exchanged

between the electrons and nucleons. Since the point interaction of the electron with

the photon is very well described by QED, the interesting physics happens in the

interaction of the virtual photon with the nucleon.

The interaction with the nucleon depends on the polarization of the photon and

the polarization of the nucleon. The optical theorem connects the cross-section

to the imaginary part of the forward virtual photon-nucleon Compton scattering


�N ! 
�N , which leads us to the following four independent helicity ampli-

tudes [15]:

M1; 1
2
;1;1

2

M1;� 1

2
;1;� 1

2

M1; 1
2
;0; 1

2

M1; 1
2
;0;� 1

2

(37)

The �rst and third subscripts stand for the initial and �nal photon helicities, and

the second and fourth subscripts stand for the initial and �nal nucleon helicities.

Any other possible combinations of initial and �nal photon and nucleon helicities

are related to these four via time reversal:

M�;�;
;� =M
;�;�;� (38)

and parity:

M�;�;
;� =M��;��;�
;�� (39)
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The four independent helicity amplitudes can be written as functions of the

spin-independent and spin-dependent structure functions or in terms of 
�N cross-

sections �T1=2, �
T
3=2, �

L
1=2, and �

TL
1=2. Here the subscript denotes the total spin of the

photon-nucleon system, and the superscript the polarization of the virtual photon:

T and L for initial and �nal photon polarization being transverse and longitudinal,

respectively; TL for the photon helicity switching from transverse to longitudinal

during the interaction.

4�2�

K
M1; 1

2
;1; 1

2

= �T1=2 �
4�2�

MK

�
F1 + g1 �

2Mx

�
g2

�
(40)

4�2�

K
M1;� 1

2
;1;� 1

2

= �T3=2 �
4�2�

MK

�
F1 � g1 +

2Mx

�
g2

�
(41)

4�2�

K
M0; 1

2
;0; 1

2

= �L1=2 �
4�2�

K

�
F2

�

�
1 +

�2

Q2

�
� F1

M

�
(42)

4�2�

K
M1; 1

2
;0;� 1

2

= �TL1=2 �
4�2�

K

p
Q2

M�
(g1 + g2) (43)

K is the 
ux of the virtual photons:

K � � � Q2

2M
(44)

The total cross-section for transverse polarized virtual photons is

�T �
1

2

�
�T1=2 + �T3=2

�
=

4�2�

MK
F1: (45)

The above mentioned function R(x;Q2) is de�ned by

R �
�L1=2

�T
=
F2

F1

1 + 
2

2x
� 1: (46)

If we now de�ne

A1 �
�T1=2 � �T3=2

�T
1=2

+ �T
3=2

and A2 �
�TL1=2

�T
; (47)

we �nd the following relations:

A1 =
1

F1
(g1 � 
2g2) and A2 =

1

F1

(g1 + g2): (48)
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Inverting these relations gives:

g1 =
F2

2x(1 +R)
(A1 + 
A2); (49)

g2 =
F2

2x(1 +R)
(A2=
 �A1): (50)

We also obtain:

A1 =
1

D0

�
Ak
�
1 + 
2y=2

�
�A?


2y

2 tan(�=2)

�
(51)

and

A2 =

(2� y)

2D0

�
Ak +A?

y(1 + 
2y=2)

(1� y) sin �

�
: (52)

These two relations are sometimes also expressed with di�erent variables. Let us

de�ne:

D =
1�E0�=E

1 + �R
; � =

�
p
Q2

E �E0�
; d = D

r
2�

1 + �
; � = �

1 + �

2�
: (53)

Then

A1 =
Ak

D(1 + ��)
� �A?

d(1 + ��)
and A2 =

�Ak

D(1 + ��)
+

A?

d(1 + ��)
(54)

or if we invert the equations, we obtain

Ak = D(A1 + �A2) and A? = d(A2 � �A1) (55)

The factor D is also called the depolarization factor.

The magnitude of A1 can obviously never exceed 1, while the magnitude of A2

is limited by
��A2(x;Q

2)
�� �pR(x;Q2) (positivity constraint) [16]. Since R! 0 for

in�nite Q2, A2 must approach zero for Q2 !1.
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2.7 Q2-Dependence

2.7.1 Origin of Q2-Dependence

Consistency with scaling means that at high Q2 the structure functions do not

depend on Q2. In previous sections, we already mentioned that scaling is only

an approximation and that for �nite Q2 scaling violations modify the structure

function. The violation of scaling complicates the situation, but on the other hand,

gives us a tool to look at the nucleon even more closely and learn about the forces

within. In this section, we will take a closer look at these scaling violations and

their description and introduce the method described in Ref. [17]. The application

of the method to the E143 data is described in Chapter 5 of this dissertation.1

A basic understanding of the Q2-dependence of the structure functions is re-

quired for several reasons. First, experiments measure the structure function at low

x with low Q2, and at high x with high Q2. Similarly, E143 measured g1 with two

independent spectrometers. Events with the same x have a higher Q2 in the 7�

spectrometers than in the 4.5� spectrometer. To improve the statistics, the com-

bination of the results from these two spectrometers is desired, or the combination

of several experiments. In order to do this, the Q2-dependence of the data has to

be concerned. Secondly, the integral �1 =
R 1
0
dx g1 is, as discussed later, of great

importance for the understanding of the nucleon structure. This integral has to be

obtained from g1 at a common Q
2 = Q2

0 by evolving the experimental values to Q
2
0.

In the parton model, which assumes the limit Q2 =1, the partons (quarks or

gluons) in the nucleus do not interact with each other. This lack of interaction

between the partons leads to scaling. In this case, the absorption of a virtual

photon with a certain value of Bjorken x is only possible if the struck quark carries

the fraction x of the nucleon momentum.

In the framework of quantum chromodynamics (QCD), however, the quarks

interact with each other by exchange of gluons, and the gluons themselves interact

1 The majority of results given in this dissertation was, however, derived with the as-

sumption that g1=F1 is independent of Q2.
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with each other, too. These interactions modify the structure functions depending

on the Q2 of the reaction.

The Q2-dependence can be qualitatively described in the following way. Inside

the nucleon, quarks may emit and then at once absorb gluons. According to the

time-energy uncertainty principle, the high-energy gluons stay closer to the quarks

than low-energy gluons. If the Q2 of the virtual photon is not large enough, the

virtual photon cannot resolve the quarks and only sees the quark-gluon systems.

At highQ2, however, it sees the quarks alone. If the quark is hit right after it emitted

a gluon, its momentum (b=x) will be lower. Therefore, a virtual photon with high Q2

can see low-momentum quarks inside high-momentum quark-gluon systems. This

explains the well-known result for the unpolarized structure functions that at low x

the structure function increases with Q2 (higher Q2 =) more low-x quarks can

be seen among the quark-gluon systems) while at high x the structure function

decreases with increasing Q2 (higher Q2 =) the photons see more low-x quarks

and do not interact with the high-x quarks). Around x = 0:25, the dependence on

Q2 is minimal.

Corrections to the structure functions can be sorted into two kinds [18] [19].

Corrections in orders of �s, which is the QCD equivalent to the QED coupling

constant �, are called \leading twist" or \twist-2" terms, while terms in orders of

1=
p
Q2 or higher are called \higher twist" corrections (twist-3 � 1=

p
Q2, twist-4

� 1=Q2, etc.). The higher twist terms also have the QCD corrections in �s like

the leading twist terms [19]. Higher twist corrections, for example, are due to the

scattering of the photon o� two quarks at the same time, or due to �nite mass

e�ects. The higher twist corrections are calculated non-perturbatively and are not

as well understood as the leading twist corrections. They become important at

low Q2. We will not include them in our discussion of the Q2-dependence.

2.7.2 Evolution Equations

In the experimental papers, the common method to deal with the Q2-dependence

of the spin-dependent structure functions is to assume that the ratio g1=F1 (or
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A1 and A2) is independent of Q2. The results from di�erent spectrometers or

experiments may then be averaged. The calculation continues by assuming that

the combined value is at a certain Q2 = Q2
0 (for E143 typically Q2

0 = 3 GeV2).

For example, the combined value of (g1=F1)(x) | which might have been obtained

with events of average Q2 6= Q2
0 | may then be multiplied by F1(x;Q

2
0) to obtain

g1(x;Q
2
0). While this method is very simple and quite model-independent, it is not

correct because g1 does not have the exact same Q
2-dependence as F1.

A more exact evolution to common Q2 can be obtained with the evolution equa-

tions described here. As mentioned, the higher twist corrections will be excluded

in our analysis and only the lowest order leading twist corrections will be used.

2.7.2.1 Unpolarized Case

The Q2-dependence of unpolarized quark distributions is well described in text

books, and we will only introduce here the essential results, following Refs. [14]

and [20].

Let qi(x) be the distribution of quarks of kind i with momentum fraction x

for up-, down- or strange-quarks. Other quark 
avors shall be neglected here. The

absorption of a virtual photon with a certain value of Bjorken x is only possible if the

struck quark carries the fraction x of the nucleon momentum. The scattering cross-

sections tell us therefore about the distribution of quarks, about the probability to

�nd a quark with momentum fraction x.

Introducing interactions between partons means that the quarks may absorb or

emit gluons. In this case, the absorbing quark does not have to have the momen-

tum fraction x right from the beginning, but may have gotten it after emission or

absorption of a gluon. The quark might also have originated in a quark-antiquark

pair created from a gluon which had a higher momentum fraction. We restrict our

analysis and discussion to these two lowest order terms (�rst order in the strong

coupling constant �s). Fig. 2 shows the zeroth-order and two �rst-order Feynman

diagrams. (Two more �rst-order diagrams appear in Fig. 3).
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Figure 2 The zeroth- and �rst-order QCD terms for lepton-quark scattering. On
the top is the zeroth order term. On the bottom are the �rst order terms. To
the left, the quark �rst loses momentum (lowering x) by emitting a gluon. To
the right, a gluon disintegrates into a pair of quark and antiquark, one of which
then interacts with the lepton. More �rst-order terms are shown in Fig. 3

The interaction with gluons changes the probability to �nd a quark with mo-

mentum fraction x. For example, the quark may have originated from quark with

higher momentum fraction y. The probability distribution to �nd a quark with

fraction z = x
y
of the original quark momentum is

P(z;Q2) = �(1 � z) +
�s

2�
Pqq(z) log

Q2

�2
: (56)

The delta function �(1�z) is for the zero-order term, in which no gluon is involved.
The second term depends on the Q2 of the virtual photon. It describes the contri-

bution due to the emission of a gluon which results the quark to have the fraction

z of the original momentum. Pqq(z) is called a \splitting function" and is given by:

Pqq(z) =
4

3

�
1 + z2

1� z

�
+

(57)

The plus symbol will be discussed later. � is the renormalization constant.

The virtual photon shall interact with the quark of momentum fraction x. This

momentum fraction xmay originate from the zero-order term, or from the �rst-order
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terms with x = zy. The quark distribution may then be written as

q(x;Q2) + dq(x;Q2) =

Z 1

0

dy

Z 1

0

dz q(y;Q2)P(z;Q2)�(x � zy): (58)

The quark density q(x;Q2), i.e., the probability to �nd a quark which may absorb

a photon with x and Q2, is here altered by the term dq(x;Q2). The expression may

be rewritten to the form of the so-called \Gribov-Lipatov-Altarelli-Parisi" (GLAP)

evolution equations [21]:

d

d logQ2
q(x;Q2) =

�s

2�

Z 1

x

dy

y
q(y;Q2)Pqq

�
x

y

�
: (59)

Since a quark with momentum x may come from any quark with higher momentum,

the integral goes from x to 1. The initial shape of the distribution is not determined

by these equations. Instead, the shape has to be determined via experiments or,

perhaps, via lattice QCD calculations.2

If we also allow those quarks to contribute from a quark-antiquark pair created

by the splitting of a gluon, the gluon distribution g(x;Q2) has to be introduced.

Analog to qi(x), it gives the probability to �nd a gluon with momentum fraction x.

Another term appears now in the evolution equation of the quark distributions:

d

d logQ2
q(x;Q2) =

�s

2�

Z 1

x

dy

y

�
q(y;Q2)Pqq

�
x

y

�
+ g(y;Q2)Pqg

�
x

y

��
; (60)

and we also obtain an evolution equation for the gluon distribution:

d

d logQ2
g(x;Q2) =

�s

2�

Z 1

x

dy

y

"X
i

q(y;Q2)Pgq

�
x

y

�
+ g(y;Q2)Pgg

�
x

y

�#
: (61)

The index i stands for the quark and antiquark 
avors. The splitting function Pqg(z)

corresponds to gluons breaking into quark-antiquark pairs with the quark having

a momentum of z times the gluon momentum [bottom right diagram in Fig. 2]:

Pqg(z) =
1

2
(z2 + (1� z)2): (62)

2 The integral in the evolution equations are convolution integrals, which in general are

de�ned as (f 
 g)(z) �
R 1
x
dz
z
f(z)g(x=z). In this dissertation, we will avoid the often

used short notation f 
 g.
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The probability for a quark to radiate a gluon with z times the quark's original

momentum [left diagram in Fig. 3] is described by

Pgq(z) =
4

3

1 + (1� z)2

z
; (63)

and the probability for a gluon to lose the fraction z of its momentum by emitting

a gluon [right diagram in Fig. 3] is given by

Pgg(z) = 6

�
1� z

z
+

z

1� z
+ z(1 � z)

�
: (64)

Of course, higher order corrections may be included. With the evolution equations,

global �ts to the data may be performed.

gg

q g

gq
Figure 3 First order QCD terms for lepton-quark scattering a�ecting the gluon
distribution. To the left, a gluon with momentum fraction x originates from
a higher-momentum quark. To the right, a gluon with momentum fraction x
originates from another gluon.

The origin of the plus sign at Eq. (57) is the following. The term (1+z2)=(1�z)
has a singularity at z = 1. This e�ect is called \infrared divergence". Solving the

convolution integral would be impossible with this singularity. However, a closer

analysis reveals that the second-order virtual gluon diagrams shown in Fig. 4 lead

to a cancelation of these terms. Instead of calculating the contribution from these

higher order terms directly, a simpler derivation is su�cient (see e.g. [14]), leading

to the so-called \+ prescription". Here the singularity is removed by exchanging

the term
1 + z2

1� z
(65)

by �
1 + z2

1� z

�
+

(66)
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Figure 4 Second order virtual gluon diagrams for lepton-quark scattering.

with the de�nition

Z 1

0

dz f(z)
�
g(z)

�
+
�
Z 1

0

dz [f(z) � f(1)]g(z): (67)

and
�
g(z)

�
+
� g(z) for z < 1. The splitting function Pgg is similarly modi�ed.

2.7.2.2 Polarized Case

This section follows closely Ref. [17]. For the polarized case, the equations are

very similar. Instead of the quark and gluon distributions qi(x;Q
2) and g(x;Q2),

we now have the polarized quark3 and gluon distributions

�q(x;Q2) = q+(x;Q2) � q�(x;Q2) (68)

[for any of the quark types; also see Eq. (36)] and

�g(x;Q2) = g+(x;Q2)� g�(x;Q2): (69)

The splitting functions of the polarized case will also be marked with a �. The

evolution equation for �q is:

Q2 d

dQ2
�q(x;Q2) =

�s

2�

�Z 1

x

dy

y
�q(y;Q2)�Pqq(x=y) + 2

Z 1

x

dy

y
�g(y;Q2)�Pqg(x=y)

� (70)

3 We adopt here the widely used notation. The expression �q is also used for the helicity

content.
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The splitting function �Pqq(z) is de�ned exactly as Pqq(z) for the unpolarized case

[Eq. (57)],

�Pqq(z) =
4

3

�
1 + z2

1� z

�
+

(71)

while the probability for a quark to lose a gluon which carries the fraction z of the

original momentum is slightly di�erent from Eq. (62):

�Pqg(z) =
1

2

�
z2 � (1� z)2

�
: (72)

Since the spin-structure functions g1 connect to the polarized quark distributions

via

g1(x;Q
2) =

1

2

X
i

e2i�qi(x;Q
2) (73)

as mentioned earlier, in we may rewrite Eq. (70) to

Q2 d

dQ2
g
p;n
1 (x;Q2) =

�s

2�

�Z 1

x

dy

y
g
p;n
1 (y;Q2)Pqq(x=y) +

2

3

Z 1

x

dy

y
�g(y;Q2)Pqg(x=y)

� (74)

or

dg
p;n
1 (x;Q2) =

�s

2�
d log

Q2

�2�Z 1

x

dy

y
g
p;n
1 (y;Q2)Pqq(x=y) +

2

3

Z 1

x

dy

y
�g(y;Q2)Pqg(x=y)

�
:

(75)

The term with �s may be approximated:

�s

2�
d log

Q2

�2
� � 1

2�

2

9
d log�s (76)

Also, since the dependence on Q2 is not very rapid, the Q2-dependence on the right

side of Eq. (75) is neglected:

g
p;n
1 (x;Q2)� g

p;n
1 (x;Q2

0) =
2

9
log

�s(Q
2
0)

�s(Q2)�Z 1

x

dy

y
g
p;n
1 (y;Q2)Pqq(x=y) +

2

3

Z 1

x

dy

y
�g(y;Q2)Pqg(x=y)

� (77)

Using Eqs. (57) and (67), we obtain for the �rst convolution integral the following

expression without any singularities:Z 1

x

dy

y
g
p;n
1 (y;Q2)Pqq(x=y) =

4

3

Z 1

x

dy

y

1 + y2

1� y

�
1

y
g
p;n
1

�
x

y

�
� g

p;n
1 (x)

�

+
4

3

�
x+

1

2
x2 + 2 log(1� x)

�
:

(78)
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The gluon distribution may similarly be evolved, but currently not much known

is about �g(x) anyway. Experiments measuring this distribution are already pro-

posed, but until their results are known, the magnitude or shape of �g has to be

assumed or obtained by theoretical models. Ref. [1], for example, mentioned a rel-

atively high value for �g =
R 1
0
dx�g(x;Q2) of 5 at Q2 = 10:7 GeV2, while newer

estimates are �g = 1:5 � 0:8 at Q2 = 1GeV2, �g � 3 at Q2 = 10GeV2 [22], or

�g � 1:7 at Q2 = 10GeV2 [23].

The improved evolution of the spin-structure function g1 to common Q2 = Q2
0

is performed in the following way: The experimental structure function g1(x;Q
2) is

obtained from the measured spin-asymmetryA1 by multiplying it with the unpolar-

ized structure function F1 taken at the x and Q2, at which the spin-asymmetry A1

was measured. Then Eqs. (77) and (78) are used to obtain g(x;Q2
0), i.e., the struc-

ture function at �xed Q2 = Q2
0. To evaluate the integral on the right side of Eq. (78),

a �t to the experimental g1(x;Q
2) is usually used. This method was, for example,

applied in Ref. [17] to the results from E80 [24], E130 [25], EMC [1], SMC [3], and

E142 [6]. The dissertation will present results for the E143 data using essentially

the same evolution equations. (The main results in this dissertation, were, however,

derived with the simple evolution assuming g1=F1 to be Q
2-independent.)

The dissertation stays with the lowest order in �s since higher orders become

numerically complicated. Besides Ref. [17], also Ref. [26] performed such a leading

order �t. Higher terms in the evolution equations were taken into account by other

authors. Refs. [27] and [28] had not yet available the full next-to-leading order

equations from Ref. [29]. The full equations were later applied in Refs. [22] and [23].

2.8 The Deuteron as Composite of Proton

and Neutron

The neutron structure function can be extracted from the proton and deuteron

structure functions assuming that the deuteron is the combination of one proton

and one neutron. From experiments, it was determined that the deuteron has

a total angular momentum of 1 and a magnetic moment of �D = +0:857 [30]. This
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magnetic moment is very close to the combined magnetic moment of proton and

nucleon, �p + �n = 2:793� 1:913 = 0:880. This fact indicates that the proton and

neutron are most of the time in the ground state with orbital angular momentum

L = 0 to each other [31]. The di�erence between �D and �p + �n arises since the

deuteron is to some degree also in the D-state with L = 2. This state also causes

the deuteron to have a non-zero quadrupole moment.

The total angular momentum J is given by the addition of the orbital angular

momentum and the total spin: J = L + S. The eigenvalue of the operator J2

is J(J + 1). We know that the deuteron has spin 1, i.e., J = 1. The projection to

the z-axis, Jz, has then the eigenvalues Jz = �1; 0; 1. For the target polarization,
the important quantity is Jz. As we will see later, the deuterons were polarized by

aligning Jz into one direction, while an NMR system was measuring the expectation

value of Jz and hence the polarization. However, the deep-inelastic scattering of

electrons does not depend on Jz or Lz, but instead on Sz. We therefore have to

examine how the spin is oriented for given Jz.

The spin-operator S is composed of the two spin- 1
2
operators of the proton and

neutron. These two operators together form the eigenstates S = 0 (Sz = 0) and

S = 1 (Sz = �1; 0; 1). For the S-state, we have L = 0 and Lz = 0. For the D-state,

we have L = 2 and Lz = �2;�1; 0; 1; 2. Adding the two angular momenta described
by S and L gives us J with the selection rules jS�Lj � J � S+L and Jz = Sz+Lz.

The requirement that J = 1 in the deuteron has the following consequences:

If the two nuclei are in the S-state (L = 0), the spin S has to be S = 1, and

Jz = Sz. If they are in the L-state (L = 2), then the spin is also S = 1, but the

z-component of J is Jz = Sz +Lz. We have therefore several possibilities for Jz to

be composed of Sz and Lz (Table 2).

The Clebsch-Gordan coe�cients describe how each state with given Jz is com-

posed of states with de�nite Sz and Lz. For example, the Clebsch-Gordan coe�cient

combining the Lz = 0 and Sz = �1 state with the Jz = �1 state is

<L = 2; S = 1;Lz = 0; Sz = �1jJ = 1; Jz = �1> =
1p
10
: (79)

This means that the (J = 1; Jz = �1)-state has a 10% probability to be in the state
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Table 2 Clebsch-Gordan coe�cients and probabilities for the (L=2)-state. For
J = 1, S = 1 and L = 2, the projection Jz can be composed of di�erentLz and Sz.
The last two columns list the Clebsch-Gordan coe�cients and probabilities for
these choices of eigenvectors.

Clebsch-Gordan

Jz Lz Sz coe�cients Probability

�1 0 �1
p
1=10 0.10

�1 �1 0 �
p
3=10 0.30

�1 �2 +1
p
3=5 0.60

0 +1 �1
p
3=10 0.30

0 0 0 �
p
2=5 0.40

0 �1 +1
p
3=10 0.30

+1 +2 �1
p
3=5 0.60

+1 +1 0 �
p
3=10 0.30

+1 0 +1
p
1=10 0.10

(Lz = 0; Sz = �1). Table 2 lists all Clebsch-Gordan coe�cients and associated

probabilities.

Let AL=0 be the measured asymmetry if only (L=0)-states would contribute to

the scattering. A measured target polarization of +100% would then mean that

all electrons are scattered from deuterons with Sz = 1. If only (L=2)-states would

contribute, the measured asymmetry AL=2 would originate to 10% from deuterons

with Sz = +1, to 60% from deuterons with Sz = �1, and to 30% from deuterons

with Sz = 0. As it is shown in the appendix,

AL=2 = 0:1AL=0 � 0:6AL=0 = �0:5AL=0: (80)

With !D as the probability for the deuteron to be in theD-state, the total measured

asymmetry A for deuterons polarized to +100% is given by

A = (1 � !d)AL=0 � 0:5!DAL=0 = (1 � 1:5!D)AL=0: (81)

The asymmetry for L = 0 is expected to be the average of the proton and neu-

tron asymmetries, weighted by the cross-sections, or, equivalently, the unpolarized
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structure functions. Adopting the convention that the deuteron structure function

refers to the average nucleon in the deuteron,

F d
1 =

1

2
(F

p
1 + Fn

1 ) ; (82)

we arrive at

Ad = (1 � 1:5!D)

�
F
p
1

2F d
1

Ap +
Fn
1

2F d
1

An

�
(83)

with A being Ak, A?, A1, or A2. And with Eq. (30), we obtain

gd1 =
1� 1:5!D

2
(g
p
1 + gn1 ) : (84)

The numerical value of !D cannot be measured directly in experiments. Instead,

it has to be inferred from phenomenological potentials like the so-called Bonn-

Potential [32] [33], the Paris-Potential [34] and others. Table 3 lists several of such

estimates. For E143, we used the value !D = 0:05� 0:01.

Table 3 Model calculations for deuteron D-state probability !D.

model !D

Bonn (1976) [32] 0.0440
Bonn (1987) [33] 0.0425
Paris (1980) [34] 0.0577

Reid (soft-core) (1968) [35] 0.0647
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2.9 The Structure Function g2

While the structure function g1 has a simple interpretation in the parton model,

the interpretation of the structure function g2 is not similarly obvious (see for ex-

ample [8]).

In general (not limited to the scaling region), g2 can be approximated by gWW
2 ,

named after Wandzura and Wilczek, the authors of Ref. [36], where gWW
2 was

introduced:

g2 � gWW
2 (85)

with

gWW
2 (x;Q2) � �g1(x;Q2) +

Z 1

x

g1(y;Q
2)

y
dy: (86)

gWW
2 itself is a leading twist term (also called twist-2 term), meaning that it approx-

imately scales at high Q2 up to QCD corrections in the strong coupling constant �s.

In addition to other twist-2 terms, also higher twist terms contribute to g2. If g2

is not known, for example because only Ak, but not A? was measured, g2 = gWW
2

is sometimes used instead. In this work, we most often will use the approximation

A? = 0 which is good enough for the extraction of g1.

In the derivation of Eq. (86), 
2 = 4M2x2=Q2 was assumed to be zero. For

E143, 
2 is not so small, and Eq. (86) was re-derived without this assumption [37].

However, the di�erence between the exact and the approximate formula turned out

to be negligible.

2.10 Fermi Motion, EMC E�ect, and Nuclear

Shadowing

If the nucleon is bound inside a nucleus, the cross-section for lepton-nucleon

scattering is di�erent from that of a free nucleon. The modi�cation of the cross-

section can be separated into three e�ects: Fermi Motion, EMC E�ect, and Nuclear

Shadowing [38] [39]. This categorization is, however, not unique and the boundaries

between the e�ects are not well known.
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In the simplest picture, a nucleus would be just a collection of Z protons and

A � Z neutrons, each of them interacting with the electrons in the same way as if

they were free protons or neutrons. However, this is not the case. The ratio

� =
FA
2

FN
2

(87)

is a good indicator of the changes. Here FA
2 stands for the per-nucleon structure

function of the nucleus while FN
2 stands for the structure function of a free nucleon.

In general, the ratio � is lower than one between x � 0:3 and x � 0:8 because of

the EMC e�ect. Nuclear shadowing causes � < 1 for x <� 0:05. Between x � 0:05

and x = 0:3 is a transition region with � > 1. The Fermi motion becomes apparent

for x <� 1 and increases � to � > 1.

Fermi Motion: Bound inside the nucleus, the protons and neutrons have a cer-

tain momentum distribution, called the Fermi motion, relative to the center of mass

of the nucleus. The Fermi momentum of the nucleons is in the few-hundred-MeV

range, and smears the data for any kinematics. However, the e�ect becomes visible

only in a region where the cross-section varies considerably within the smearing

range, like in the region at x close to 1, where the cross-section varies rapidly due

to resonances.

EMC E�ect: The expression \EMC e�ect" describes the fact that the per-

nucleon cross-section of nuclei with A > 2 is smaller than the deuteron per-nucleon-

cross section in the x = 0:3 to x = 0:8 region. The EMC e�ect was found by

comparing the lepton-scattering cross-sections for iron and deuterium [40] and was

later con�rmed in other experiments. A commonly accepted explanation for the

EMC e�ect does not yet exist [39].

Nuclear Shadowing: The nuclear shadowing e�ect can be imagined in the

following way: If the cross-section of a particle (in our case the virtual photon)

interacting with a quark inside the nucleus is large, the particle will mostly interact

with the quarks at the front of the nucleus and less penetrate the nuclear matter

beyond the front area. Hence, the quarks inside or at the back have less in
uence

and do not contribute much to the scattering process. The total cross-section per

nucleon is then rather proportional to R2
nucl, the square of the nucleus radius, than
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proportional to the number of nucleons A (�R3
nucl). Hence, the cross-section per

nucleus decreases with A. The e�ect becomes more important at low x, where

more quarks (from virtual quark-antiquark pairs) are visible to the particle which

increases the probability for interaction at the front of the nucleus. On the other

hand, the smaller the cross-section of the particle is, the larger is the amount of

nuclear matter through which the particle can travel, and the smaller will be the

e�ect of nuclear shadowing.

For the E143 data analysis, �ts to experimental data of �(A)=�(deuterium)

for 0:0085 � x [41] [42] were used to scale the proton and deuteron structure func-

tions [10] [11]. This correction term was commonly called the correction for the EMC

e�ect. Fig. 5 shows the �t for three types of nuclei, 4He, 15N, and Cu. The regions

of the three di�erent e�ects (shadowing, EMC e�ect, Fermi motion) are indicated.

The E143 deep-inelastic data ranged from x = 0:03 (x=0.02 for E = 16:2 GeV data)

to maximal x = 0:8 (for 29 GeV data). The structure functions corrected by this

\EMC e�ect" term were then used as the structure functions of the nuclei.

Figure 5 Ratio �(A)=�(deuterium) versus x for three types of nuclei. Solid line
4He, dashed line 15N, dot-dashed line Cu. See text for more details.
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2.11 The Integral of g1 over x

2.11.1 Bjorken Sum Rule

In 1967, Bjorken derived a sum rule for the spin-structure functions g
p
1 and gn1

based on basic current algebra [43]. Leaving out any QCD corrections, which are

needed for �nite Q2, the sum rule is given byZ 1

0

(g
p
1 � gn1 ) dx =

1

6
gA: (88)

It links measurements of the spin-structure functions with the weak vector and

axial-vector coupling constant gA from neutron �-decay.4 While the nucleon spin-

structure functions are obtained at high Q2, the coupling constant is de�ned for

Q2 = 0. Currently gA is determined to be 1:2573� 0:0028 [44].

With the leading twist QCD corrections, the Bjorken sum rule is modi�ed from

Eq. (88) to [45]:5Z 1

0

(gp1 � gn1 ) dx =
1

6
gA

�
1�

��s
�

�
� 3:5833

��s
�

�2
� 20:2153

��s
�

�3�
(89)

The Bjorken sum rule stands on the foundations of the quark and QCD model.

If it would be found to be violated, the basic ideas of current elementary particle

physics would be incorrect. According to Feynman, its \veri�cation or failure would

have a most decisive e�ect on the direction of future high-energy theoretical physics"

(Ref. [12] p.159).

2.11.2 Ellis-Ja�e Sum Rule

Ellis and Ja�e developed additional sum rules [46] for the proton and neutron

structure functions separately. Neglecting any QCD corrections, their derivation

can be described in the following way within the quark-parton model.

4 If only gA is given, gV = 1 is implied. Often the literature gives the ratio gA=gV
instead of just gA.
5 Note that Ref. [45] use a di�erent normalization, leading to a factor of 2 di�erence with
the formula given here.
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The spin-structure function g1 is interpreted in the parton model via polarized

quark distributions [see Eq. (36)], and the total contribution of the quarks to the

helicity may be written as:

�u =

Z 1

0

[u+(x) � u�(x)] dx (90)

�d =

Z 1

0

[d+(x) � d�(x)] dx (91)

�s =

Z 1

0

[s+(x) � s�(x)] dx (92)

We limit ourselves here to the light quarks: up, down and strange. As before,

the subscript + indicates quarks with helicity parallel to the nucleon helicity, and

the subscript � indicates quarks with helicity anti-parallel to the nucleon helicity.

Isospin symmetry is assumed which means that the distribution of up-quarks in the

proton is the same as the number of down-quarks in the neutron, up(x) � dn(x)

and dp(x) � un(x). With polarization, this means �up(x) = �dn(x) and �dp(x) =

�un(x). Since the up- and down-quark masses are only approximately the same,

isospin symmetry is not exactly correct, but this discrepancy may be neglected for

our purposes.

The integral of g1 can now be written as (e.g., [47]):

�p1 �
Z 1

0

g
p
1 dx =

1

2

�
4

9
�u+

1

9
�d+

1

9
�s

�
; (93)

�n1 �
Z 1

0

gn1 dx =
1

2

�
1

9
�u+

4

9
�d+

1

9
�s

�
: (94)

Plugging these expressions into the Bjorken sum rule, we obtain

gA � (gA)n!p = �u��d: (95)

The value of gA is experimentally obtained from �-decay. Furthermore, SU(3) 
avor

symmetry, in which the masses of the up-, down- and strange-quarks are assumed to

be equal, relates the quark distributions of protons to those of hyperons. Their axial-

vector constants gA can experimentally be determined from semi-leptonic hyperon

decays and may be expressed in terms of the quark distributions �u, �d, and �s.
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They are also often parameterized in terms of two constants F and D:

(gA)n!p = F +D = �u��d (96)

(gA)�!n = F �D = �d��s (97)

(gA)�!p = F +
1

3
D =

1

3
[2�u��d� �s] (98)

(gA)�!� = F � 1

3
D =

1

3
[ �u+�d� 2�s] (99)

From the numerical values of the di�erent gA [44], we obtain F = 0:4592� 0:0078

andD = 0:7980�0:0080 [48]. We can replace �u and �d with F andD in Eqs. (93)

and (94) (�u = 2F +�s, �d = F �D +�s) and obtain:

�p1 =
1

18

h
9F � D + 6�s

i
(100)

�n1 =
1

18

h
6F � 4D + 6�s

i
(101)

The leading twist QCD corrections to third order [49] modify Eqs. (100) and (101)

to:

�p;n1 =

�
1�

��s
�

�
� 3:5833

��s
�

�2
� 20:2153

��s
�

�3�
�

�
�
� 1

12
(F +D) +

1

36
(3F �D)

�
+

+

�
1� 0:3333

��s
�

�
� 0:5495

��s
�

�2� 1
9
(3F �D + 3�s):

(102)

These corrections were calculated during the recent years and have a signi�cant

in
uence on the results [50]. Estimates of corrections of one order higher were

published [51], but are not used for this dissertation. All values are given for

the MS-scheme. These leading twist corrections allow us to compare experimental

values obtained at di�erent Q2. The values may still not be su�ciently corrected

if leading twist corrections to even higher order are necessary, or if higher twist

corrections cannot be neglected.

Eq. (102) is often called the Ellis-Ja�e sum rule. However, for the actual Ellis-

Ja�e sum rule, it is assumed that the strange-antistrange quark pairs do not con-

tribute to the quark spin. In that case, the Ellis-Ja�e sum rule predicts �1.
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2.11.3 The Helicity Content of the Nucleons and

the Gluon Contribution

If �s is not set to zero in Eq. (102), the measurement of �1 (together with

the values for F and D) determines �s. Furthermore, using Eqs. (96) to (99),

�u and �d (the contribution of the u- and d-quarks) may be obtained, as well as

�q � �u + �d + �s, the contribution of all three quarks to the nucleon spin.6

We can write �q in terms of F , D, and �s,

�q = 3F �D + 3�s; (103)

to obtain �q. The value of �s can be obtained from Eq. (102) once �1 is known.

The integrals �p1, �
n
1 and �

d
1 can be written as a sum of �u, �d, and �s, as done

in Eqs. (93) and (94). Often these integrals and helicity components are written in

other ways [52], for example as:

a3 = F +D = �u��d = (gA)n!p (104)

a8 = 3F �D = �u+�d� 2�s = 3(gA)�!� (105)

a0 = �q = �u+�d+�s (106)

Together with the appropriate QCD correction terms (not necessarily the same for

the three terms), the following quantities are then de�ned:

I3 =
1

12
a3 �QCD corrections (107)

I8 =
1

36
a8 �QCD corrections (108)

I0 =
1

9
a0 �QCD corrections (109)

and the integrals �1 can be expressed as

�p;n1 = �I3 + I8 + I0; (110)

�d1 �
1

2
(�p1 +�n1 ) = I8 + I0: (111)

6 Instead of �q, also the symbol �� is often used in the literature for the quark-

contribution to the nucleon spin.
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We remind the reader that we did not choose gd1 as gd1 = 1
2
(g
p
1 + gn1 ), but as g

d
1 =

1�1:5!D
2

(gp1+g
n
1 ) taking into account the D-state probability !D (see earlier section).

For the deuteron integral �d1, the I3 component is zero and I0 = (�u+�d+�s)=9

dominates. The total contribution of the quarks to the spin can therefore be more

precisely deduced from �d1 than from �
p
1 or �

n
1 [53].

Experiments so far, including E143, measured consistently a helicity contribution

�q close to about 0.3. In contrast, the \non-relativistic quark model" expects

�q = 1, while the \relativistic quark model" expects �q = 0:75 [18].

The discrepancy of the experimental results is at least partly understood due to

partial cancellation of the quark contribution by the axial anomaly term involving

gluons [8]. Instead of measuring a0 = �q, the experiments actually measure

a0 = �q � 3�s

2�
�g: (112)

Extracting �q without taking into account the cancellation by the gluons contri-

bution therefore leads to an underestimation of �q. �g is similarly de�ned as the

quark contributions, with g+(x) and g�(x) being the distributions of gluons with

helicity parallel and antiparallel to the nucleon helicity and

�g =

Z 1

0

�g(x) dx =

Z 1

0

[g+(x) � g�(x)] dx: (113)

See also Eq. (69) in the section about the Q2-dependence of the structure functions.

As mentioned already there, not much is known about the gluon distribution. Cur-

rent experimental results are used to extract �g indirectly, but future experiments

are expected to provide us with a direct measurement.

For all models, the following general rule must be satis�ed [54]:

1

2
�q +�g + Lz =

1

2
(114)

where Lz is the contribution of orbital angular momentum to the nucleon spin. �g

is expected to depend on Q2 and may become relatively large. In this case, Lz is

expected to also increase, but in the opposite direction, so that Eq. (114) remains

satis�ed [8].
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Ref. [18] lists predictions for the measured quark content with increasing so-

phistication of the theoretical models. The simplest and earliest model is the \non-

relativistic quark model"; more sophisticated is the \relativistic three-quark model";

and even more advanced is the \gluon-enhanced three-quark model" which includes

the axial anomaly term from polarized gluons. The predictions of the latter assume

a gluon contribution �s
2�
�g = 0:20. This corresponds to �g � 3:5 and is able to

decrease the apparent measurement of �q from about 75% to 15%. Table 4 lists

the predictions for those models. With a su�ciently large gluon contribution, the

experimental results of an apparent small value of �q can therefore still be consis-

tent with an actually larger �q. Since the size of the gluon term is not known, we

do not take the gluon contribution into account, and denote with �q the measured

value which in the experiments was determined to be around 0.3. We refer to it as

the helicity contribution of all quarks, although the real helicity contribution might

be di�erent when correcting for the gluon contribution.

Table 4 Predictions for quark-contributions to nucleon spin from three di�erent
theoretical models. The non-relativistic quark model (NR), the relativistic three-
quark model (3q), and the gluon-enhanced three-quark model (3q+g). From
Ref. [18].

Quantity NR 3q 3q+g

�u 4=3 1 0:80
�d �1=3 �1=4 �0:45
�s 0 0 �0:20
�q 1 3=4 0:15

A �nal note about the assumption of SU(3) symmetry. This symmetry was used

in the derivation of the Ellis-Ja�e sum rule. Also, the extraction of the values F and

D from the di�erent decay constants gA is based on it. However, SU(3) symmetry

is known to be broken, and there are currently discussion about the in
uence of

this symmetry breaking on the sum rules and the helicity content (see for example

Ref. [55]).
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2.11.4 Other Sum Rules

In order to provide a consistent and complete picture of the physics, this section

introduces important sum rules, although the dissertation will not present results

for them.

An interesting sum rule is the Gerasimov-Drell-Hearn (GDH) sum rule [56].

It is related to, but outside of the subject of deep-inelastic scattering. The relation

involves the anomalous nucleon magnetic moment � and is valid for real photons,

i.e., for photons with Q2 = 0. The sum rule is therefore located at the other end

of the Q2 spectrum, opposite from the original Bjorken sum rule which was derived

for Q2 ! 1. The experimental data from deep-inelastic scattering are bracketed

in between. The GDH sum rule is written in our notation as [57]:

�2�
2�

M2
�2p;n =

Z 1
�thr

[�T3=2(�)� �T1=2(�)]p;n
d�

�
(115)

with �thr = Q2=2M . Experiments are planned at the Thomas Je�erson National

Accelerator Facility (TJNAF) to study the validity of the GDH sum rule [57]. Of im-

portance for the deep-inelastic scattering results is the following: The integral �1

may be written as

�1 =

Z 1

0

g1(x;Q
2) dx =

Z 1

0

A1(x;Q
2)F1(x;Q

2) dx

=

Z 1

0

� � Q2

2M

8�2�

�
�T1=2 � �T3=2

�
dx:

(116)

Changing the variable from x to � leads to

�1 =
Q2

16�2�

Z 1
�thr

(1 � x)
�
�T1=2 � �T3=2

� d�
�
: (117)

For Q2 ! 0 with � constant, x approaches zero, and therefore

�1 =
Q2

16�2�

Z 1
�thr

�
�T1=2 � �T3=2

� d�
�
: (118)

With the GDH sum rule, we therefore have

lim
Q2!0

�1

Q2
=

1

16�2�

Z
1

�thr

�
�T1=2 � �T3=2

� d�
�

= � �2

8M2
: (119)
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In other words, the slope of �1 is proportional to the square of the anomalous

magnetic moment. Using the experimental values �p = 1:79 and �n = �1:91 [44]

as well as the proton mass M = 0:94 GeV, we obtain the following values for

limQ2!0 �1=Q
2: �0:45 GeV�2 for protons, and �0:52 GeV�2 for neutrons.

Not only the longitudinal structure function g1, but also the transverse structure

function g2 contains interesting physics. For example, the Burkhardt-Cottingham

sum rule [58] predicts for Q2 !1:

�
p;n
2 �

Z 1

0

g
p;n
2 dx = 0: (120)

The data of E143 allowed a �rst look at the validity of this rule, and the deter-

mination of the higher moments of this integral,
R 1
0
xng2 dx with n = 2; 4; 6; : : :,

which can be derived from Operator Product Expansion (OPE). Unfortunately,

no de�nite model for the continuation of g2 to x = 0 outside the measured region

exists, and only limited conclusions could be drawn at this time [59].

2.12 Experimental Status before E143

After the successful deep-inelastic scattering experiments of the late 1960's, the

results from the �rst deep-inelastic scattering experiment with a polarized beam and

polarized target were published in 1976 (SLAC experiment E80 [24]). Succeeding

in 1979/80 was experiment E130. Both experiments used polarized proton targets.

E80 collected data for 9.7 and 12.9 GeV incident electrons with a spectrometer

which was set to a laboratory scattering angle of 9�. The incident electrons of E130

had an energy of 16.2 and 22.7 GeV, while the spectrometer was set to an angle of

10�. The virtual photon-nucleon asymmetry Ap
1 was found to be in agreement with

theory, and further research was not expected to reach the limits of the models

soon. Table 5 lists the main parameters of E80, E130 and other spin-structure

experiments which will be mentioned in this chapter.

In 1988, CERN's European Muon Collaboration (EMC) published their results

for the same proton asymmetry Ap
1 [1]. Instead of electrons, they used muons from
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pion decay: �+ ! �+��. Only neutrinos with left-handed helicity (and antineu-

trinos with right-handed helicity) are allowed, and so the muon beam is naturally

polarized. Muon energies up to 200 GeV allowed determination of the asymme-

tries to lower x than before, down to x = 0:01. Compared to experiments E80

and E130, these data opened a big new range of kinematics, though with limited

statistics due to the low number of muons. The asymmetry turned out to be lower

than expected. In addition, the integral of the structure function g
p
1 over x from

x = 0 to x = 1 was determined to be �
p
1 = 0:126� 0:010 (stat)�0:015 (syst) at an

average Q2 = 10:7 GeV2, surprising the physics community by being considerably

less than the value predicted by the Ellis-Ja�e sum rule which at that time was

calculated to be 0:189 � 0:005. This result suggested that �q, the contribution of

the quarks to the helicity of the nucleon, was 0:12� 0:09 (stat)�0:14 (syst) which
was signi�cantly smaller than expected by the theoretical models of that time.

In order to resolve this situation, new experiments were undertaken. At CERN,

the Spin Muon Collaboration (SMC) embarked on a more comprehensive program

in the study of the spin structure functions. In 1992, polarized deuterons in the

form of deuterated butanol were used as target material [3] to measure gd1 , and

in 1993, normal butanol (i.e. with free protons instead of deuterons) was used to

remeasure gp1 [2]. By combining the proton and deuteron data, the neutron structure

function gn1 was extracted. Also the Bjorken sum rule was tested by calculating

�p1 � �n1 . Since the average Q
2 was very high at CERN, the factor 
2 in Eq. (51)

was negligible and no good knowledge of A2 (or equivalently A?) was necessary.

Still, because of the interesting physics connected to A2 and g2, the �rst data points

of the transverse spin-asymmetry A2 and of g2 were measured [4]. In 1994, SMC

again ran on deuteron, but this time with an ammonia target similar to the E143

target [5].

Also SLAC became active again. The advantages of SLAC are high event rates

because of the intense electron beam of SLAC, as well as the possibility to pseudo-

randomly 
ip the polarization of the incoming electrons to cancel out many syste-

matic errors. New spectrometers have also increased the acceptance and therefore

the statistics [60].
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SLAC experiment E142 ran in 1992 and measured the neutron asymmetry An
1

and the structure function gn1 directly for the �rst time [6]. It used a polarized

3He gas target, in which the 3He nuclei were polarized via optical pumping. The

neutron structure function can be extracted very well from the single measurement

with 3He, although nuclear corrections are necessary. Since 3He gas targets are

very thin compared to solid state targets like butanol or ammonia targets, a high

electron 
ux is needed to sustain high rates in the spectrometers.

Experiment E143, of which one aspect is covered in this work, used proton and

deuteron targets to measure Ak and A? and construct from these quantities the

virtual photon asymmetries A1 and A2 as well as the spin-structure functions g1

and g2. In E142 as well as in SMC experiments, the transverse asymmetry A?

was only measured well enough to reduce the systematic error introduced by the

lack of knowledge of A?. The actual results were not used, and A? was always

set to zero, while the error due to this approximation appeared in the systematic

error. Also the published A
p
2 results of SMC [4] were not used for the extraction

of g1. E143 went a big step further with measuring A? and therefore A2 and g2

(both proton and deuteron) with high statistics [59]. By combining the E143 proton

and E143 deuteron spin-structure functions, the neutron spin-structure functions

gn1 and gn2 became available. In addition, three energies were used which increased

the data over a wide x and Q2 range and allowed a �rst meaningful study of the

Q2-dependence of the spin-structure function g1 [61].

By switching between the proton and deuteron targets, systematic errors were

minimized in E143 when combining proton and deuteron results to obtain the neu-

tron structure function or the experimental value of the Bjorken sum rule. Also,

the same experimental set-up was used to measure A?, similarly cancelling out

systematic errors. As with experiment E142, the beam polarization was switched

pseudo-randomly, and the rate was very high, amassing much better statistics in

three months than SMC in one year.

The recent experiments at SLAC, however, also have certain disadvantages. The

beam energy is lower: 29 GeV electrons compared to CERN's 100�200 GeV muons.

Because of this, the E143 momentum transfer Q2 is relatively small, and no really
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low value of the Bjorken x can be obtained. Only values of x = 0:03 at E = 29 GeV

(x = 0:02 at E = 16 GeV) upward are accessible to experiment E143, while SMC

reaches values as low as x = 0:003. Q2 ranges from around 1 GeV2 up to around

11 GeV2 for E143 at 29 GeV, compared to up to 60 GeV2 at CERN. The second

disadvantage lies in the greater radiative corrections because E143 used electrons

instead of muons. These corrections had to be calculated more precisely than for

CERN experiments.
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CHAPTER 3

TECHNICAL DISCUSSION

OF EXPERIMENT E143

3.1 Beam

The electron beam was provided by SLAC through its two-mile long accelerator.

A polarized-electron source created the pulse at the beginning of the accelerator.

After acceleration for two miles, the beam was de
ected into the End Station A

(ESA) with the target and spectrometers, and was �nally stopped in the beam

dump. Fig. 6 gives a schematic overview. The SLAC Main Control Center (MCC)

tuned, steered and continuously monitored the beam. The following sections will

discuss the polarized electron source, the linear accelerator (linac) and End Sta-

tion A as far as it is related to the beam. Also the so-called Beam Switch Yard

(BSY) and A-Line, which connect the linac and ESA, will be covered.

3.1.1 Electron Source

The polarized electron source is important for the experiments in End Station A

as well as for the large SLAC experiment SLD (SLAC Large Detector), which stud-

ies the physics at the Z-resonance by colliding polarized electrons with positrons.

The source is based on photoemission from IV-V semiconductors such as GaAs and

AlGaAs. End Station A experiment E142 used an AlGaAs source with polarizations
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Figure 6 Schematic view of the SLAC accelerator. Not to scale.

of about 40% and a current of up to 2� 1011 e�/pulse [6]. For this type of conven-

tional cathode, the polarization has a theoretical limit of 50%. For E143, strained

GaAs was used, where the polarizations can be up to 100% [63] [64]. The E143

source achieved a polarization of more than 80%. The current was chosen to be

only 1 to 4� 109 e�/pulse to limit the radiation damage to the E143 target.

The physics of polarized electron emission from strained GaAs cathodes can be

described in the following way [63]. In GaAs, the lowest state of the usually empty

conduction band is about 1.5 eV above the highest state of the usually �lled valence

band. The lowest conduction band level is S1=2 with mj = �1
2
and mj = +1

2
.

Due to spin-orbit coupling, the highest valence band has two energy levels (see left

side of Fig. 7): P3=2 (with mj = �1
2
; �3

2
) and at slightly lower energy P1=2 (with

mj = �1
2
). Let us denote the energy gap between the P3=2 and S1=2 as Eg (=

1:424 eV at 300 K), and the gap between the P3=2 and P1=2 levels as � (= 0:340 eV

at 300 K) [64]. In a strained GaAs layer, the crystal loses its cubic symmetry due

to the strain, and the P3=2 level splits into two levels, one for mj = �1
2
, one for

mj = �3
2
(see right side of Fig. 7). This energy split shall be called �. Circularly

polarized light has angular momentum 1, and can excite electrons from the valence

band into the conduction band. If the energy of the incoming photon is above Eg,
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but below Eg + �, only the transition between the P3=2 (mj= + 3
2
) state into the

S1=2 (mj= + 1
2
) state is possible, and the electrons in the conduction band are

fully polarized. If the energy is above Eg + �, but still below Eg +� (or if normal

GaAs is used), the transition from the P3=2 (mj=+ 1
2
) state to the S1=2 (mj=� 1

2
)

state is also possible. This transition has a three times smaller probability than the

transition P3=2 (mj=+ 3
2
) to S1=2 (mj=+ 1

2
). The highest possible polarization is

in this case (3 � 1)=(3 + 1) = 0:5.

Figure 7 Schematic diagram of energy levels in normal and strained GaAs. Solid
lines indicate allowed transitions, dashed lines indicate forbidden transitions. See
text for details.

Once excited to the conduction band, the electrons still have to leave the material

into the vacuum. This is possible for two reasons: (1) The work function is the

potential di�erence between the vacuum and the Fermi level of the material. For

pure GaAs, it is about 4 eV. By depositing cesium and an oxidizer (O2 or NF3) onto

the GaAs surface, this can be lowered. (2) A further reduction is caused by p-doping

the material. The vacuum level remains higher than the potential directly at the

outer surface, but becomes lower than the potential of the conduction level further

inside the material (see Fig. 8 for illustration). Electrons from up to 50,000 �A deep

inside the crystal can now di�use to the surface, cross the thin surface layer and

escape into the vacuum [64]. A surface like this is said to have a negative electron

a�nity.

If the quantum e�ciency (QE), i.e., the number of emitted electrons per incident

photons, decreases, the electron a�nity becomes less negative. Electrons with lower
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Figure 8 Energy levels of conduction and valence band at the surface. The deple-
tion region at the right side is the vacuum region. To the left side is the interior
of the crystal, and in between is the surface region with the band bending due
to p-doping.

energy will be less able to cross the surface layer and to escape into the vacuum.

These electrons of lower energy tend to be from deeper regions of the crystal. On the

way to the surface, they are more likely to be in interactions with the lattice, losing

energy and polarization. On the other hand, electrons from regions close to the

surface still can be emitted, and since they have fewer lattice interactions, their

polarization deteriorated less when they escape into the vacuum. A lower quantum

e�ciency therefore leads to higher average polarization [64].

The strained GaAs photo-cathode of E143 (diameter 22.5 mm) was produced

by growing a 100 nm layer of GaAs0:72P0:28 on a lattice of GaAs. In this upper

layer, 28% of the arsenide atoms were substituted by phosphorus atoms. Since

the lattice constant of the GaAs1�xPx layer is smaller than the lattice constant of

the normal GaAs, the GaAs0:72P0:28 lattice was strained which in turn lifted the

degeneracy of the P3=2 level. In addition, the GaAs was p-doped with Zn atoms

(4� 1018 atoms/cm3).

The photo-cathode was placed into ultra-high vacuum and covered with an initial

layer of cesium and oxidizer. For normal operation, high voltage of 60 kV was
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applied, and light from a Ti:sapphire laser was shining on the cathode's surface (see

Figs. 9 and 10). The light pulse was about 2.2 �s long with an energy of 80 �J at

the cathode, and had a wavelength of 845 nm which is the optimal wavelength for

this type of cathode. The polarization of the laser light was changed via a Pockels

cell in a pseudo-random way from linear polarization to either left or right circular

polarization. The Pockels cell was a quarter-wave plate which changes its optical

characteristics depending on the applied voltage. Using another Pockels cell, the

shape and intensity of the laser pulse was regulated. For example, the same electron

beam intensity was desired for both spills with left- as with right-handed electrons,

and the Pockels cell was used to minimize any remaining charge asymmetry by

adjusting the laser light intensity.
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Figure 9 Schematic drawing of the electron gun. The laser light shines in from
the right side onto the photocathode. The electrons leave on the same path to
the right.

The quantum e�ciency was measured with a second laser, a low-power diode

laser which emitted a continuous light beam with a wavelength of 833 nm. This laser

was used because its power and its number of photons emitted per time was very
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Figure 10 Schematic drawing of the polarized electron source. The �gure shows
the set-up and times for SLC operation, but the E143 set-up was very similar.

stable compared to the pulsed Ti:sapphire laser. Together with a measurement of

the number of electrons emitted from the cathode surface, the quantum e�ciency

could be obtained. The diode laser light had a slightly higher energy than the

light of the pulsed laser, and their quantum e�ciencies were di�erent. However, the

quantum e�ciency was not measured to obtain an accurate absolute measurements,

but to monitor the relative change of the quantum e�ciency.

During operation, the ratio of cesium to oxidizer slowly dropped, possibly be-

cause residual gas removed some of the cesium. This caused the quantum e�ciency

to drop. Therefore, cesium was routinely deposited onto the surface of the photo-

cathode, and the original quantum e�ciency was recovered.
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3.1.2 The Linear Accelerator

After its creation at the electron source, the beam was accelerated for two miles

in the linear accelerator (linac) [65]. The highest energy for SLAC is 50 GeV, but

during E143, the magnets in the A-Line were only able to bring electrons with

energies of up to 29 GeV into End Station A.7

In order to spread the events over time for easier analysis, E143 chose a very long

beam pulse of 2.0 to 2.5 �s. A longer pulse was not available from the klystrons.

The frequency of the accelerator was 2.856 GHz, which is also called the S-Band

and corresponds to a wavelength of about 10.5 cm. About 6,000 to 7,000 of these

waves constituted one of the 2.0 to 2.5 �s pulses, with each wave carrying one

small package of electrons. The few pico-seconds long packages were spaced 0.35 ns

apart. With better resolution, the detectors would have been able to resolve this

sub-structure of the beam.

To reach higher energies like the nearly 50 GeV necessary for the SLD experi-

ment, the accelerator had to run in a di�erent mode, the SLED (Stanford Linear

Energy Doubler) mode, in which only short pulses of a few hundred nano-seconds

were possible. Much of the monitoring and diagnostic equipment inside the linac

was designed for the high-intensity 50 GeV beam. Therefore, every second one pulse

(one out of 120) was such a short, strong pulse which was sent to a beam dump at

the end of the linac. With 119 pulses per second and a pulse width of 2.0 to 2.5 �s,

the SLAC accelerator operated during E143 at the very low duty factor of less than

0:3� 10�3.

3.1.3 Beam Switch Yard and A-Line

The Beam Switch Yard and A-Line connected the linac and ESA. They con-

tained bending magnets, quadrupole magnets as well as diagnostic equipment. In to-

tal, the beam was de
ected by 24.5�. First a 0.5� bend by a \kicker" magnet in

7 Because of the A-line power supplies, E142 was limited to a beam energy of 25.5 GeV.

The power supplies were upgraded for E143.
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the beam switch yard moved the beam into the direction of the A-Line, then each

of the eight bending magnets of the A-Line changed the beam direction by 3�. The

eight bending magnets were all wired in series with a ninth magnet which was lo-

cated in the MCC building. All nine magnets were built to the same speci�cations.

Since the same current ran through them, the measurement of the �eld in the ninth

magnet was also valid for all other eight magnets. Inside the ninth magnet, a coil

(called \
ip coil") rotated and measured the magnetic 
ux. In this way, the 
ip coil

provided us with the measurement of the energy of the beam at the end station.

Also, nuclear magnetic resonance (NMR) probes were attached to the inside wall

of the magnet. Since the NMR probes measured the magnetic �eld only at one

single point, and since this point was located at the inside wall (at a point where

the beam would never be), the probes were only good for checking the stability of

the �eld independently from the 
ip coil. In comparison, the 
ip coil did not pick

up the magnetic 
ux at one point, but along the whole center of the magnet where

the beam moved through.

When the polarized electrons moved through the magnetic �elds, the polarization

vector rotated faster than the momentum vector according to the formula

�prec = 

g � 2

2
�bend (121)

with �bend = 24:5� being the angle of the beam switch yard and A-line and �prec be-

ing the angle between the spin vector and the momentum vector. 
 = (1� �2)�
1

2 =

E=m with � = v=c, and g�2
2

is the anomalous magnetic moment of the electron

of about 0.00116 [44]. Since we needed longitudinal polarized electrons in the end

station, the spin vector had to precess by a multiple of 180�, i.e., �prec had to be n�.

Therefore the electron energy in the end station could not be varied continuously,

but came in discrete steps of 3.24 GeV for every rotation by �. The precession of

the polarized electrons was exploited for a check of the 
ip coil calibration constant

(see Chapter 4).

Why did we not use transverse polarized electrons in the end station? In the

linac only longitudinal electrons could be accelerated without destroying the the

polarization. However, the magnets in the A-line could have been set to a strength

which would have turn the beam by n� 180� + 90� and which would have lead to
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a transverse polarized beam. However, Ref. [8] indicates that only very limited in-

formation could have been extracted from measurements with such a beam. In the

derivation of the cross-section di�erences of Eqs. (23) and (24), which assume lon-

gitudinally polarized leptons, any factor proportional to m=E (mass and energy of

incoming lepton) cancels. They do not cancel, on the other hand, for transverse

polarized leptons, which leads to strongly suppressed cross-section di�erences for

high lepton energies.

3.1.4 End Station A

Right before the beam entered the end station, it was de
ected spill by spill

by a special Helmholtz magnet (\raster magnet") according to a preset pattern.

This ensured that the beam hit the target at a di�erent point for subsequent spills,

repeating the pattern after 253 spills. In this way, the heat from the beam was dis-

tributed over a larger volume, and the target depolarization was minimized. Next

were the components of the M�ller system which provided the measurements

of the beam polarization. The M�ller target was located right at the entry of the

beam into ESA in a small room extending upstream along the beam line, called \al-

cove". Several meters beyond the M�ller target, the beam passed through a magnet,

called B0. The beam was shielded from the magnetic �eld through a steel plate,

while the electrons scattered from the M�ller target were de
ected by the magnetic

�eld. More on the M�ller target will be presented in a later section. The beam

then crossed the polarized ammonia target, and arrived after 11 m at the so-

called \foil array" which allowed us to monitor the beam online by checking the

position and width of the beam. The foil array was a set of about 10 mm wide,

1 mil thick brass foils strapped in 1 mm distance horizontally and vertically next to

each other. Both the horizontal and the vertical plane contained 48 of these foils.

An electric voltage was applied between the foils and a collector plate. Electrons

crossing the foils created an electromagnetic shower. Low-energy electrons from

this shower left the foils (secondary emission electrons) and were collected at the

collector plate, while the induced electric current in the foils was detected by the

electronics. From this information, a computer program calculated the position of
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the beam, as well as the width. Behind the foil array, no major equipment was

located along the beam line, and the beam continued straight down to the beam

dump.

The exact current was measured pulse-by-pulse by two independent toroid

charge monitors located 9.1 m and 5.6 m in front of the polarized target [66].

For historical reasons, they were called Toroid 2 and Toroid 3. In both monitors,

the beam spill passed an iron toroid in which the beam electrons induced a magnetic

�eld. A coil around the toroid picked up the magnetic �eld creating a detectable sig-

nal. An ADC module measured the strength of the signal, which| via a calibration

constant | was converted into units of Giga-electrons per pulse.

When measuringAk, the magnetic �eld of the polarized target was parallel to the

velocity of the beam electrons and hence had no in
uence on the beam. However,

when measuring A?, the magnetic �eld of the target was perpendicular to the

beam velocity, and three small magnets (\chicane magnets") had to compensate

the de
ection of the beam by the target magnet. Let us assume that the target �eld

bent the beam upward. In this case, the two chicane magnets in front of the target

shifted the beam down, but kept it parallel to the original direction. The target

magnet then bent the beam upward, and the third chicane magnet behind the target

bent the beam back to the original direction, so that the beam was able to reach the

beam dump. If the target �eld was reversed, also the �eld in the chicane magnets

was reversed. The chicane magnets were turned o� for any longitudinal running.

Finally, two major monitors must be discussed: The so-called \good spill" and

\bad spill" monitors. The bad spill monitor was located at the M�ller target,

close to the entry point of the beam into the end station. The good spill monitor

sat close to the polarized ammonia target. Each of those monitors consisted of

a scintillator with photo tube and detected the particles scattered from the beam.

ADCs integrated the signals and sent their values to the data acquisition system.

The signal was also displayed on an oscilloscope. The picture on the oscilloscope

was picked up by a video camera and transmitted to TV monitors at MCC and the

ESA counting house. The oscilloscope showed the time-dependence of the good-

and bad-spill signals from the beginning to the end of the 2.0 to 2.5 �s pulse. If the
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beam, for example, was stronger at the beginning than at the end of the spill, the

signal on the monitors was larger at the front than at the back. The names \bad

spill" and \good spill" monitors originated from the following: At the location of the

bad spill monitor, the beam should go directly through the beam pipe. A sizeable

signal in the bad spill monitor indicated that the beammight not have been centered

well but hit parts of the beam line. At the location of the good spill monitor, the

beam was hitting the target. A sizable signal was therefore always expected during

normal operation. If the beam was misaligned and hit other parts, the signal was

bigger than during normal operation.

3.2 M�ller Polarimeter

Exact measurements of the beam polarization are essential to precision exper-

iments like E143. The polarization of the beam was determined almost daily by

a M�ller polarimeter with single and the double-arm detectors, measuring the asym-

metry in the so-called \M�ller" reaction e�e� ! e�e�. During that time, no data

could be collected with the polarized ammonia target since the M�ller target de-

stroyed the focus of the beam. A few measurements were done with the M�ller

polarimeter at the end of the linac. They were consistent with the other measure-

ments but of limited statistics [67], and we will not give more information about

these measurements.

Fig. 11 provides an overview over the M�ller system in End Station A. For

the M�ller measurement, the beam was centered and focussed on a magnetized foil

which was moved into the beam line via remote control. The ferromagnetic (49% Fe,

49% Co, 2% Va by weight) foils of di�erent thickness (20 to 154 �m) were located in

the alcove of End Station A [68] [69]. Helmholtz coils created a homogeneous 0.01 T

magnetic �eld polarizing about two of the 3d electrons (M-shell), which resulted in

an 8% overall electron polarization [70]. The foil polarization was measured with

a relative error of 0.017 [69]. This error was the main contribution to the overall

systematic error on the beam polarization measurement.
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Figure 11 Schematic view of the M�ller polarimeter. The double-arm and the
single-arm detectors are shown to the right, and the M�ller target (magnetized
foils) to the left. The ammonia target was farther downstream, and would appear
to the right side of this picture. Upper part is top view, lower part is side view.

The beam and target electrons scattered elastically from each other. The pola-

rization introduced an asymmetry in the scattering, which was largest when the

center of mass scattering angle was �̂ = 90�. There was no dependence on the

azimuthal angle for longitudinally polarized beam and target electrons. The center

of mass angle �̂ and the laboratory momentum p0 of the scattered electron were

related via

p0 =
pb

2
(1 + cos �̂) (122)

with pb as the momentum of the incoming electron. A mask several meters behind

the target allowed only electrons of a certain azimuthal angle to pass. A strong

dipole magnet (named B0) with vertical B-�eld then bent the electrons horizon-

tally depending on their momentum p0 or equivalently their c.m. scattering angle.
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At the detectors, the electrons were then spread out on a parabolic curve. Since the

magnet had to be around the beam pipe, a metal shielding (\septum") prevented

the magnetic �eld from in
uencing the beam electrons. The septum was a long


at piece of metal, 3.2 inches thick, with a hole for the beam. This shape did not

in
uence the magnetic �eld very much.

To reduce rescattering, the electrons then crossed helium-�lled plastic bags, and

were detected in the M�ller detectors about 15 m behind the magnet. Because of

the bending by the magnet B0, it was possible to mount the detectors conveniently

at the side of the beam line.

One of the M�ller detectors was the single-arm detector, built and maintained

by the University of Wisconsin. Two sets of silicon pads sampled electrons from

the scattering cone at a center-of-mass angle of about 91� [68] (Fig. 12). One set

of silicon pads was in the lower part of the parabola, the other in the upper part.

The best asymmetry measurements are done at a center-of-mass angle of about 90�.

The silicon pads were, however, not placed at �90�for the following reason: Each
M�ller scattering event created two electrons, one at 90� + �, the other at 90� � �.

If the upper silicon pad would have covered the 90�+ � region and the lower silicon

pad the 90� � � region, the events would have been counted twice. Instead, the

pads were both placed in the > 90�area to avoid the double-counting of scattering

events.

Three-radiation-lengths of lead in front of the silicon detectors ampli�ed the

M�ller electrons while reducing the background from (soft) photons with energies

of less than about 1 MeV. Each set of silicon pads contained 12 � 4 channels.

About two of the twelve rows detected most of the M�ller electrons. The other

rows were necessary to determine the background. The silicon detectors did not

register each event separately, but only the total charge incident in each channel

per spill. During the analysis, a smooth �t to the background was subtracted from

the signal. Knowing the sign of the beam polarization for each spill, the asymmetry

and therefore also the magnitude of the beam polarization could be obtained.

The second M�ller detector was the double-arm detector built by the Univer-

sity of Basel (see Fig. 11 and Fig. 12). It was newly built for E143. Double-arm
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detectors were previously used in experiments, but only recently fast enough elec-

tronics became available to allow its use at the high intensities of E143. Since

the E142 helium target was much thinner than the E143 ammonia target, E142

needed much higher beam current than E143, and the double-arm detector could

not have been used during E142. The detector consisted of 14 lead glass blocks lo-

cated in two arms along the parabolas behind the single-arm detector and collected

events with center-of-mass angles of 70� to 110�. The lead which was mentioned

above for the single-arm detector was chosen to be large enough to cover all of the

double-arm lead glass blocks. The silicon pads of the single-arm detector were only

located in front of some double-arm lead glass blocks, but they were negligibly thin.

Fig. 12 shows on the top the single and on the bottom the double-arm detectors.

In reality, the single-arm detector was located in front of the double-arm detector.

A typical distribution of events is indicated in the picture.

It was recently discovered by Levchuk [71] that the intrinsic motion of the atomic

electrons can have a considerable in
uence on the results of M�ller measurements.

Electrons in the outer shells have a small momentum, but electrons inside have

a momentum of about 100 keV. Since the mass of the electron is of similar magni-

tude, the scattering angle could be o� by up to 10%, depending on the shell from

which the electrons were scattered. Events originating from these high-momenta

inner shells (K- and L-shell for the E143 target material) created broader signals at

the detectors than events originating from higher shells (M- and N-shells for E143).

Since the inner-shell electrons are less polarized than the outer-shell electrons, care

is required in the extraction of the asymmetry: If using only the events close to the

center of the parabolic curve and disregarding the events outside as background,

an unproportionally high number of outer-shell events would determine the asym-

metry, and the asymmetry would be over-estimated. Using only the electrons in

the wings (farther from the center) would lead to an underestimation. Before the

Levchuk-e�ect was discovered, it was assumed that the asymmetry of M�ller elec-

trons would be the same everywhere, independent of the exact scattering angle.

The e�ect either has to be corrected for, or a detector with a large acceptance or

low resolution has to be used.
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Figure 12 Illustration of M�ller electrons scattered onto the single- and double-
arm detectors. The horizontal axis is the horizontal distance of the detector
elements with respect to the beam line in meters, the vertical axis shows the
vertical distance with respect to the beam line in millimeters. Note that the
single-arm detector was actually right in front of the double-arm detector.

The analysis of the single-arm detector measurements took the Levchuk-e�ect

into account, lowering the result for the beam asymmetry by about 3%. The accep-

tance of the detector was large enough to detect all electrons, even when they were

smeared out by the intrinsic atomic motion. but the resolution was high enough

that the M�ller electrons also went to channels which were used to estimate the

background (for example, background from radiative tails).

For the double-arm detector, the in
uence of the intrinsic momentum of the

atomic electrons was below 1%, because its acceptance was large enough to detect

practically all M�ller electrons (even when smeared out). Only small dead-time and

acceptance corrections were necessary for the double-arm detector [72].
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3.3 Polarized Target

Progress in the development of polarized targets during the recent years has

made the current precision experiment possible. Compared to the spin-structure

experiments at CERN, where the muon beam has a very low intensity, E143 needed

highly radiation-resistant targets so that the polarization could survive in the high-

intensity electron beam. Recently, ammonia became the target material of choice

because of its high radiation resistance and its large number of free nucleons (protons

or deuterons) per molecule. Before that, butanol or other substances with free

protons or deuterons served as target material.

The E143 target material consisted of frozen ammonia beads (15NH3 and
15ND3)

of a few millimeter diameter. Before the experiment, the beads were irradiated

to create paramagnetic impurities which are essential for reaching useful levels of

polarizations. During the experiment, the ammonia was polarized in a magnetic

�eld via microwaves (Dynamic Nuclear Polarization), and the magnitude of the

polarization was measured by an NMR system.

This section �rst introduces the principles of polarization and Dynamic Nuclear

Polarization (DNP), then describes the pre-irradiation, the set-up of the target, and

the nuclear magnetic resonance system to measure the polarization.

3.3.1 Polarizing Method and Thermal Equilibrium

In a magnetic �eld, the spin of a particle contributes

� = ���� �B (123)

to the energy, where ��� is the magnetic moment vector, and B the magnetic �eld

vector. The magnetic moment itself depends on the spin S of the particle. If the

particle is an electron,

��� = g�eS; (124)
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if it is a nucleon or nucleus,

��� = g�NS: (125)

Here g is the g-factor of the particle, �e the Bohr magneton and �N the nuclear

magneton. The Bohr (nuclear) magneton is de�ned as the magnetic moment which

an electron (proton) would be expected to have according to the calculations of

classical physics, �e = e=2me or �N = e=2mp (�h = c = 1, me = mass of electron,

mp = mass of proton).

The magnetic moment of a spin- 1
2
particle is � = �1

2
g�e;N . For electrons g � 2,

for protons g = 5:586, and for neutrons g = �3:826. For nucleons, the magnetic mo-
ments are better known as �p = 2:793�N (proton), and �n = �1:913�N (neutron).

Deuterons are spin-1 particles. Their magnetic moment is given by � = gD�N � �D

with gD = 0:857.

Let us now consider nucleons or nuclei inside a magnetic �eld B. The number

of particles in the state with extra energy � [Eq. (123)] are described by

N � e��=kT ; (126)

k being the Boltzmann constant and T the temperature. The polarization for spin- 1
2

particles (in our case protons) is de�ned by

P1=2 =
N+1

2

�N
�
1

2

N+1

2

+N� 1

2

: (127)

Inserting Eq. (126) gives

P1=2 = tanh
�pB

kT
: (128)

At 1 K and 5 T, this corresponds to a polarization of only 0.5%.

Since deuterons are spin-1 particles, their polarization is de�ned by

P1 =
N+1 �N�1

N+1 +N0 +N�1
(129)

and Eq. (128) becomes more complicated, changing to

P1 =
4 tanh �DB

2kT

3 + tanh2 �DB
2kT

: (130)
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At 1 K and 5 T, this corresponds to a polarization of only 0.1%.

These low polarizations are, of course, not useful for particle physics experiments,

but via Dynamical Nuclear Polarization (DNP), the polarization can be increased

enormously. The principle is as follows, illustrated for protons [73]:

The target material has to be doped with paramagnetic impurities. The impuri-

ties can be either chemicals included into the material, or | as for E143 | radicals

created by irradiation. Two e�ects are then creating the high polarization of the

nucleons [74].

First, the electron and proton spins couple, with the energy levels split in the

magnetic �eld according to the Zeeman and hyper�ne structure. Fig. 13 indicates

these levels. The a-c and b-d splitting is due to the electron spin, typically of around

140 GHz at a magnetic �eld of 5 T. The a-b and c-d splitting is due to the proton

spin, around 210 MHz. The transitions a$ c, b$ d, b$ a, and d$ c are allowed,

while the transitions a$ d and b$ c, in which both the electron and the nucleon

spins are 
ipped, are suppressed.
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Figure 13 Illustration of the splitting of the electron and proton energy levels
in a magnetic �eld. Drawing not to scale. The large split (between a and c
and between b and d is due to the electron magnetic moment. The small split
(between a and b and between c and d is due to the nucleon magnetic moment.
The small arrows next to the letters indicate the approximate spin direction of
the electron (left arrow) and of the nucleon (right arrow).

59



Microwaves of the right frequency drive one of the suppressed transitions. The

electron spin can then relax via c ! a or d ! b transitions towards the natural

equilibrium, while the nucleon spin can relax via b$ a or d$ c transitions. Since

the electron spin relaxes much faster (within � 1 ms) than the nucleon spin (within

few tens of minutes to a few hours) [74], the nucleons stay polarized longer while

the electrons can be used again to drive other transitions with nearby nucleons.

Depending on which of the two microwave frequencies (for a! d or b! c) is chosen,

the polarization of the nucleons will be parallel or antiparallel to the magnetic �eld

direction (\positive or negative enhancement"). Fig. 14 shows how the states are

populated for either one of the two possible microwave frequencies.
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Figure 14 Illustration of the optical pumping in the target. Depending on the
microwave frequency, di�erent states are populated. To the left, the situation
with the lower of the two microwave frequencies is illustrated, to the right the
situation with the higher of the two microwave frequencies. See for example
Fig. 13 for more information.

Second, due to dipole-dipole coupling of neighboring nucleons, the polarization

of the nucleons is distributed around the material (spin di�usion). Once polarized

by the microwaves, the proton or deuteron can couple with a second proton or

deuteron, 
ipping their spins simultaneously. This second proton or deuteron can

then 
ip its spin together with an even farther nucleus, while the original proton

or deuteron can again be excited by the microwaves. In this way, the polarization

can spread throughout the whole material even if the paramagnetic impurities have

only a small concentration in the sample.
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The equations for thermal equilibrium (TE) polarization [Eqs. (128) and (130)]

can be used to assign a \spin temperature" to the material for a given polarization.

The spin temperature is the temperature which would be necessary to reach the

same polarization with the same magnetic �eld without microwave pumping. Thus,

if the material is highly polarized for example via DNP, the spin temperature is

much lower than the lattice temperature. The Equal Spin Temperature (EST)

hypothesis states that in a sample all polarizable nuclei have always the same spin

temperature. The polarization then depends on the magnitude of the magnetic

moment of the di�erent materials. The EST hypothesis holds for many materials,

but for example not for 15N [74].

The deuteron magnetic moment is relatively small (0:857 compared to 2:793

for the proton [30]). Therefore, polarizing deuterons was more di�cult than for

protons. The irradiation of the deuterium target during the experiment increased

the polarization. Furthermore, raising and lowering the microwave frequency by

�25 MHz 500 times per second (500 Hz) [74] also increased the deuteron polariza-

tion. Since the resonance had a very small width, the magnetic �eld had to be very

homogeneous so that the same resonance frequency was required at all points.

3.3.2 Pre-Irradiation

In preparation of the target, ammonia was frozen into small beads of a few mil-

limeters diameter and irradiated in an electron beam. The irradiation created the

paramagnetic impurities (free radicals in the ammonia crystals) through which the

nucleons were polarized. The optimal bead size seemed to be a few millimeter in

diameter. The material was irradiated at di�erent institutes: Bates, Massachusetts

Institute of Technology, Monterey Naval Postgraduate School, Stanford University,

Continuous Electron Beam Accelerator Facility (now Thomas Je�erson National Ac-

celerator Facility) and Saskatoon Accelerator Laboratory [75] [76]. Since the irradi-

ation took place at liquid argon temperature, one referred to it also as \warm irradi-

ation" [74]. This is in contrast to the \in-situ irradiation", which took place at liquid

helium temperature during the experiment by the actual beam hitting the target.

61



At the Naval Postgraduate School in Monterey, a 10 m linear accelerator was

used for the pre-irradiation of some of the E143 target material. The accelerated

electrons were bent by about 70� into a small room where the dewar with the

ammonia beads was located. The beads were con�ned to a small cup, several

centimeters long, made of a metal mesh. The dewar was �lled with liquid argon.

Liquid nitrogen could not be used, since N2 converts to an explosive gas under

irradiation. The accelerator reached up to 120 MeV, but was only run at 60 MeV

where the intensity was stronger. The irradiation of one cup of ammonia took a

few hours, changing the color of the beads from colorless to deep violet.

3.3.3 Setup

The target was built by the University of Virginia and will be used in early 1997

at SLAC for experiment E155 and later for experiments at TJNAF.

A cross-section view of the target used during E143 is shown in Fig. 15. During

the experiment, the ammonia beads were contained in cups 25.4 mm in diameter

and 30 mm long made of Torlon with aluminum foil covering the front and back.8

Inside the cups, copper-nickel wires served as coils for the NMR measurements.

Three of those target cups were placed on top of each other, attached to the end

of the microwave guide; usually the top cup was �lled with ND3, the middle one

with NH3, and the bottom one was empty for calibration purposes. Below the

empty cup, carbon or aluminum of known thickness was attached for acceptance

calculations. The whole target probe sat in a 4He bath kept at about 1 K (evap-

oration refrigerator) and could be raised or lowered by remote control to one of

the described positions. A superconducting magnet surrounded the tail section of

the cryostat. Above the target cups, a microwave horn, fed by a microwave tube

(about 140 GHz), pumped the polarization of the target material.

The superconducting magnet provided a magnetic �eld of very high homogeneity

(�B
B

<� 10�4 over the target volume) [77] with a strength of nearly 5 T. The actual

8 This aluminum was therefore in the beam and was taken into account for the dilution

factor as well as the radiative corrections.
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Figure 15 Schematic cross-section of the target used during experiment E143.
The �gure only shows two target cups at the tailpiece although a third cup was
present as well as a carbon or aluminum target.

�eld was chosen to be 4.82 T in order to match the frequency of the microwave

tube. By changing the direction of the current through the magnet, it was possible

to 
ip the direction of the target �eld and hence the direction of the polarization.

To obtain target polarizations perpendicular to the beam polarization, the magnet

was physically rotated by 90�.

The target was mostly controlled from Macintosh computers running the pro-

gram LabVIEW, which also automatically performed NMR measurements to mon-

itor the polarization.
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3.3.4 Radiation Damage

While the irradiation before the experiment created the paramagnetic impurities

essential for Dynamical Nuclear Polarization, the polarization degraded during the

experiment with time due to radiation damage. To spread out the radiation damage

over the whole target material, the beam was always rastered over the target area.

Some of that damage could be repaired by heating (annealing) the target material

to liquid nitrogen temperature for a few minutes. Anneals were done about twenty

times during the experiment. After several annealing cycles, however, the radiation

damage was too severe and high polarizations could not be obtained. At this point,

the target material had to be changed.

3.3.5 Measurement of Polarization

The principle of Nuclear Magnetic Resonance (NMR), which was used to measure

the polarization of the target material, can be described in the following semi-

classical way (see for example Ref. [78] or [79]).

The spin of a nucleus inside a magnetic �eld precesses on a cone around the

axis de�ned by the magnetic �eld because of the torque ��� � B while the average

magnetic moment points either parallel or anti-parallel to the magnetic �eld. If the

magnetic �eld were turned o�, the polarization would decay exponentially with the

so-called longitudinal relaxation time T1 as decay constant. If considering many

nuclei of the same kind, one may look at the distribution of those nuclei on the

cone. If the vectors of the nuclei would not be evenly distributed on the cone,

they would create an electro-magnetic signal which could be detected. No signal

would be created if the magnetic moment vectors were evenly distributed on the

cone. This latter state is the energetically preferred state, and the spins relax to

this state in a homogeneous magnetic �eld. Again, this relaxation is described by

an exponential function, with the so-called transverse relaxation time T2 as decay

constant.
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Let us now add a coil with axis perpendicular to the coil axis of the static

magnetic �eld. It shall emit a weak, varying electro-magnetic �eld such that its

magnetic �eld stands perpendicular to the static magnetic �eld. This magnetic

�eld can exert a torque parallel to the static magnetic �eld and is able to 
ip some

of the nuclear moments from one side of the cone to the other, so that their spins

point in the opposite direction. This happens preferential at the energy equivalent

to the energy di�erence between the spin-up and spin-down state [see Eq. (123)]:

2� = 2�B = h�res = �h!res: (131)

The closer the frequency of the electro-magnetic �eld is to the precession frequency,

the easier these spins (or magnetic moments) can be 
ipped. �res (or equivalently

!res) is therefore called the NMR resonance frequency.

The spin-
ip disturbs the even distribution of the magnetic moments on the

cone and a signal can be detected, for example by a coil whose axis is perpendicular

to the axis of the coil for the momentum-
ipping �eld as well as perpendicular to

the axis of the coil for the permanent magnetic �eld. However, another method,

called the Q-meter technique [80], is usually used for polarized targets, and it was

also used during the experiment E143. In the Q-meter technique, no second coil

is needed. The coil (or wire) used to create the varying electro-magnetic �eld has

an inductance described by

L = L0 [1 + 4���(!)] (132)

with L0 as the inductance without any material surrounding the coil and � as the

�lling factor, and

�(!) = �R(!) + i�I(!) (133)

as the magnetic susceptibility of the material around the coil with real and imag-

inary part [80]. Together with a capacitor C, the system has the resonance fre-

quency !res = 1=
p
L0C. Around the resonance frequency, �I changes depending

on the magnitude of the polarization. The e�ect of the real part is negligible, and

therefore the resonance frequency itself will not change. The imaginary part of �

contributes to the real part of the impedance Z, since the impedance and induc-

tance are related by Z = i!L, and the real part of the impedance is responsible for
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the power loss. At the resonance frequency, the power dissipated into the system

will be maximal. By measuring how much power is lost to the system, the strength

of the polarization can be measured. It can be shown that the polarization P is

proportional to �I(!):

P �
Z 1
0

�I(!) d! (134)

Since �(!) is zero except around the resonance frequency, it is enough to measure

the integral for a small range of !.9

For E143, the NMR system was implemented in the following way: Inside each

cup was a small copper/nickel wire to serve as the coil. Since the hydrogen NMR

resonance frequency was very high, the impedance of the wire had to be very small,

which required a straight wire to be used for these target cups. For ND3, the NMR

frequency was lower, and the wire was wound into a small coil. The coil could have

been placed outside the target cup, but the decision was made to insert it directly

into the target material. In this way, the measurement gave good values for the

polarization of the material inside the coil, but the beam electrons were able to

hit the coil and create a signi�cant number of unwanted events. A correction for

this was applied through the dilution factor. In addition, the NMR coil responded

mainly to the material inside the coil, but less to ammonia outside the coil which

also contributed to the scattering events.

At the magnetic �eld strength of 4.82 T, the resonance frequencies were:

�res = 2�B=h = 2 �N 2:79B=h � 210 MHz for protons

= 2 �N 0:86B=h � 32 MHz for deuterons
(135)

In ammonia, the quadrupole moment of the deuteron created in the deuteron NMR

signal two close-by peaks instead of one single peak like the proton. The NMR

signal was measured continuously during the experiment. The frequency was swept

around the resonance. From the signal, several backgrounds (measured away from

the resonance) were subtracted. The �nal signal was then integrated and normalized

9 The quality factor Q for resonance circuits is proportional to the ratio of stored energy
over lost energy per cycle at resonance frequency and indicates how sharp the resonance
peak is. A very good resonance circuit, corresponding to high polarization in the case of
polarized targets, has little power loss at the resonance frequency and therefore has a tight
peak and a high quality factor Q.
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via the results from the thermal equilibrium (TE) measurements. TE measurements

were done at least once at the beginning of an annealing cycle and once at the end,

since the beads moved around during each anneal. For these measurements, the

microwaves were turned o�. After reaching equilibrium, the polarization of the

target material depended only on the strength of the temperature and the target

magnetic �eld according to Eqs. (128) and (130). A greater number of measurements

were taken for the deuteron since its NMR signal was considerably weaker than the

proton signal due to the smaller magnetic moment and since the thermal equilibrium

polarization of deuterons was smaller than of protons at the same magnetic �eld

and temperature.

3.4 Spectrometers

Experiment E143 had two spectrometers, one located at a central scattering

angle of 4.5� and the other at a central scattering angle of 7� with respect to the

beam direction (Fig. 16). Both spectrometers accepted events within about �0:5�

of the central angle. The former contained two dipole magnets and one quadrupole

magnet, while the latter had just two dipole magnets [60]. After the particles

passed through the magnets, they entered the spectrometer \huts" containing the

detectors. These spectrometer huts were assembled from concrete blocks to prevent

outside particles, especially neutrons, from creating noise in the detectors. Both

spectrometers had practically the same set of detectors, namely two gas �Cerenkov

counters, seven hodoscope planes, two trigger counters, and an array of shower

counters. During the Christmas break, some RPC (Resistive Plate Chamber) coun-

ters were added in the 7� hut for a checkout. RPC counters were considered as an

alternative or addition to hodoscopes for future experiments and were not used for

the E143 analysis. Most of the electronics was located in the counting house which

was above the beam line at the upstream end of ESA.

For the 9.7 GeV runs, an additional collimator restricted the aperture of the

4.5� spectrometer in the horizontal direction. This limited the number of events
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Figure 16 Schematic view of spectrometers used during experiments E142 and
E143.

detected by the 4.5� spectrometer and made its rate closer to the rate of the 7�

spectrometer. In this way, a higher rate in the 7� spectrometer could be sustained

while not impeding the analysis of the 4.5� data. A larger acceptance in the 4.5�

spectrometer would have increased the number of hits in each hodoscope �nger and

thus would have increased the demands on the tracking code.

A special coordinate system, called spectrometer coordinate system, was used for

the detector elements: The central axis of the coordinate system passing through

the detectors was named the z-axis. This line corresponded to the central ray

of particles originating at the target with certain momenta.10 When crossing the

detectors, the ray was horizontally at 4.5� or 7� with respect to the beam line.

At the same time, it pointed upward by 4� with respect to the horizontal plane (see

Fig. 16). When looking downstream inside the detector huts, the x-axis pointed

to the left, and the y-axis pointed up to form a right-handed cartesian coordinate

system with the z-axis. All detector elements were aligned with respect to this

10 The electric current settings of the magnets were expressed in terms of the momentum

of this central ray.
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coordinate system so that the z-axis was normal to the surface of each detector.

The detectors were therefore all tilted at a 4� angle with the vertical.

Unless noted, the following description is true for both spectrometers.

3.4.1 Magnets

The 4.5� spectrometer contained two dipole magnets and one quadrupole magnet

placed between them. The 7� spectrometer had only two dipole magnets [60]. He-

lium bags were placed between the polarized target and the spectrometer magnets as

well as inside all of the magnets to lessen interactions of the electrons on their path to

the detectors. The magnetic properties of the dipole magnets were determined be-

fore experiment E142 [81]. The homogeneity of the �eld and the shape of the fringe

�eld were measured. Also constants to calculate the momentum of any particle

(knowing its path in the detector hut and the current running through the magnets)

were determined. These values were later used in the analysis code to reconstruct

the momentum of the particle, once its track in the spectrometer hut was known.

In order to increase the acceptance, the �rst dipole magnet of each spectrometer

was bending electrons down, while the second dipole magnet was bending them

back up again. This arrangement led to a worse momentum resolution, since the

dispersion in the second magnet partly cancelled the dispersion of the �rst magnet.

However, resolution was not as important in E143 as in other experiments, while

a high counting rate was essential. The quadrupole magnet in the 4.5� spectrometer

squeezed the particles vertically and spread them out horizontally so that the dis-

tribution of the particles matched the shape of the detector as well as possible and

so that the x-range covered by the spectrometers increased. The magnets were also

placed such that background photons reached the detectors only if they bounced

twice inside the spectrometers.

During experiment E143, the currents of the magnets were set so that the central

ray was supposed to have a certain momentum, e.g., �11:5 GeV. Since no inde-

pendent check of the momentum was possible for E143 (e.g., no elastic peak was

inside the acceptance), the stability of the dipole magnets was checked not only by
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monitoring the electric current, but also by monitoring the magnetic �eld via NMR

probes located inside the magnets. They did not measure the overall e�ect of the

magnetic �eld on a particle, but measured the �eld at only one single point. No

probe was located in the quadrupole magnet.

3.4.2 �Cerenkov

To obtain a good separation of electrons and pions, two threshold gas-�Cerenkov

counters, built at SLAC, were operated in each spectrometer. The upstream counter

had a length of two meters and its N2 gas pressure was always set to a pion threshold

of 9 GeV. The downstream counter, also containing N2, had a length of four meters

and was always set to a pion threshold of 13 GeV [82]. The upstream �Cerenkov

detector was called �C1, and the downstream detector �C2. Inside each �Cerenkov

cylinder, mirrors re
ected the light to a phototube located at the side. A Hama-

matsu R1584-01 photomultiplier tube with a �ve-inch diameter was chosen to collect

the light. The base voltage was set to �2700 V. To the front of the phototube, a thin
layer of para-terphenyl was applied which acted as a wavelength shifter, converting

UV light into longer wave length light (around 400 nm) to which the phototube was

more sensitive. The �Cerenkov signal went up to the counting house via HELIAX

cables (which transmit signals at a high speed and low dispersion) and into the

electronics.

�Cerenkov detectors in general detect the light emitted by particles moving at

a velocity higher than the velocity of light of the medium in which the particles

are moving. The light is emitted in form of a (hollow) cone around the direction

in which the particle is moving. Let �C be the angle between the direction of the

particle and the direction of the light. The index of refraction of the medium shall

be called n, and � = v=c shall be the ratio of the velocity of the particle over the

velocity of light in vacuum. Then

cos �C =
1

n�
: (136)

Since j cos �C j � 1, light is only emitted if n� � 1. The threshold for light emit-

tance is at n� = 1. The higher the index of refraction is, the lower the threshold
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will be. Particles at threshold will emit their light parallel to the direction of their

momentum, while particles at momenta higher than the threshold will emit their

particles in a cone with an angle � > 0�. The minimal momentum p necessary for

a particle of mass m to emit light is given by the relation:

�th =
p

E
=

s
p2

p2 +m2
=

1

n
: (137)

Of course, m2 = E2 � p2. For a pion threshold of, e.g., 13 GeV, the index of

refraction has to be n = 1:000056, while it is n = 0:00012 for 9 GeV. For the

same indices of refraction, the electron thresholds are below 0.05 GeV, while the

muon thresholds are around 10 GeV and 7 GeV. Since the index of refraction also

depends on the wavelength, a particle usually does not emit �Cerenkov light at one

single angle, but at a range with each wavelength at its own characteristic angle.

A small index of refraction like the ones required for E143 can only be reached in

gas at low pressure. The so-called Lorenz-Lorenz formula relates the gas density �

with the index of refraction [83]:

1

�

n2 � 1

n2 + 2
= K(�) (138)

Here K(�) is a constant speci�c for the type of gas, and depends on the wavelength

of the light. By lowering the pressure to about 3 psia in the two-meter �Cerenkov

tank and to about 6.3 psia in the four-meter �Cerenkov tank, the desired low indices

of refraction could therefore be reached.

In the selection of the type of gas, not only the index of refraction has to be

considered, but also the scintillation and absorption properties of the gas. If the

gas would scintillate very much, particles with even very low energy would create

light. If the absorption would be high, the �Cerenkov light would be considerably

weakened on its way to the photo-tube and signals might be lost.

The nitrogen scintillates more than CO2. However, nitrogen transmits light well

down to wavelengths of 150 nm compared to 190 nm for CO2. Since the wavelength

shifter in front of the phototubes converted ultraviolet light into light of higher

wavelength which was suitable to the phototubes, it turned out to be better to use

nitrogen.
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An analysis after the experiment showed that about 8 photo electrons were

detected per event. In addition, the �Cerenkov response was simulated in a Monte

Carlo program to ensure that the signals of the �Cerenkov counters were understood.

3.4.3 Shower Counters

The shower counters were built by physicists from Saclay and Clermont-Ferrand.

The shower counters were located at the downstream end of the detector pack-

ages. Each detector contained 200 blocks of lead glass arranged into 20 rows and

10 columns. Each block, 62 � 62 � 750 mm in size, consisted of Schott type F2

glass with 41.8% lead (by weight), an index of refraction of 1.58 and a radiation

length of 31.7 mm [84]. This corresponds to nearly 24 radiation lengths, allowing

the electrons to dissipate all their energy in a narrow electromagnetic shower. Be-

hind each block was a phototube. The signals were then brought up to the counting

house.

By de�nition, after traveling through material one radiation length thick, an

electron has in the average 1/e of its original energy left. An electron hitting the

lead glass blocks of E143 (24 radiation lengths thick) therefore loses practically all

of its energy [44]. The dominant process is Bremsstrahlung, creating a shower of

photons, electrons and positrons. Due to sampling 
uctuations, the resolution of

the shower counter is proportional to E�1=2. The resolution will therefore be better

at high electron energies than at low energies, as long as there are no limitations

due to other problems like noise or calibration errors [44].

The second process by which charged particles lose energy is ionization. By this

mechanism, all heavier charged particles (like pions) lose most of their energy.

The energy loss is described by the Bethe-Bloch formula [85], which depends |

besides on general physical constants like electron mass | on the atomic number,

the atomic weight and density of the absorbing material. In the ionization process,

the energy loss is mostly due to the collision of the particle with the atoms, causing

excitations of the atoms, ionization of the atoms as well simply de
ection of the

incoming particle. The e�ect of the materials on the particles is expressed via the

72



nuclear interaction length, the mean free path. A rough estimate for it is [44]:

�I � 35
g

cm2
A1=3 (139)

For example, about 20 cm of lead correspond to one interaction length. Therefore,

pions did not deposit much of their energy within the 750 mm of the E143 lead glass.

Electrons of high energy, however, �rst lose their energy mainly via Bremsstrahlung.

Later, after having lost enough energy, they lose the rest via ionization.

With its long interaction length, lead glass is relatively transparent to heavy

charged particles, while absorbing electrons very well. This property was exploited

in the analysis to distinguish pions and electrons independently from the �Cerenkov

signal. While electrons created showers in a small region and converted nearly all

their energy into photons, pion showers were wider and contained only a fraction

of the pion energy. In the analysis program, a cellular automaton used the shower

ADC information and decided which blocks formed a cluster created by one incom-

ing particle. In addition, a neural network estimated whether this particle was more

likely a pion or an electron. Details about these two algorithms are presented in

the next chapter.

3.4.4 Hodoscopes and Trigger Counters

The hodoscopes were built by the following institutions: Saclay & Clermont-

Ferrand, SLAC, Syracuse University, and Tohoku University (Japan). The trigger

counters were built by Tohoku University.

The hodoscopes and trigger counters were clustered in two groups. The �rst

group consisted of four hodoscope planes and one trigger counter and was located

between the two �Cerenkovs. The other group consisted of three hodoscope planes

and one trigger counter and was located between the rear �Cerenkov and the shower

counter. In the 4.5� spectrometer, the front and rear hodoscopes were about 5.0 m

apart; in the 7� spectrometer, they were about 5.1 m apart. The planes were num-

bered front (upstream) to back (downstream) from 1 to 7. Table 6 lists the main

characteristics of the hodoscopes used in E143. Neighboring �ngers overlapped by
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about 1/3, which improved the resolution by a factor of about three. Due to this

�ne segmentation of the hodoscope planes, the resolution was high enough for the

experiment. Also, the in
uence of the background noise was reduced by the large

number of hodoscope �ngers.

Table 6 Major characteristics of the hodoscopes. Some numbers di�ered for the
4.5� and 7� hodoscopes. In that case, the left number corresponds to the 4.5� ho-
doscopes, the right number to the 7� hodoscope. The �ngers of the u-hodoscopes
were pointing at a 45� angle from the top left side to the bottom right side
when looking downstream. The timing resolutions were the ones assumed in the
tracking program and not necessarily the actual ones.

# of width length timing resol.
plane built by �ngers (mm) (mm) (ns)

1 u Tohoku 25 45 200{740/200{740 1.4/1.3
2 x Syracuse 34/23 20/30 589/690 1.1
3 y Syracuse 31/36 30 430/430 1.1
4 y SLAC 20 47.6 356/483 1.4/1.0
5 x Syracuse 27 30 1070/1070 1.1/0.9
6 y Syracuse 55 30 510/510 1.1/1.0
7 u Saclay 21 75 200{820/200{820 1.4/1.2

The trigger counters consisted of one big piece of scintillator material. The front

counter had two photo tubes at the top and two at the bottom. The rear counter

had one at the top, one at the bottom. In both spectrometers, the front trigger

counter was located between the front �Cerenkov and the �rst hodoscope plane. The

rear trigger counter in the 7� spectrometer stood behind the rear �Cerenkov, in front

of hodoscope plane 5. However, due to spatial constraints, the rear trigger counter

of the 4.5� spectrometer had to be placed behind the last hodoscope plane, right in

front of the shower counter.

The high voltage was provided by LeCroy HV4032A power supplies located in

the counting house. The �Cerenkov and shower counter detectors were connected to

the same power supplies. The high voltage cables went to a patch panel located

under the 4-meter �Cerenkov tanks. From there, each of the high voltage cables
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from the counting house was connected to up to four hodoscope photo tubes. Due

to time constraints in the summer of 1993, the voltage setting for the photo tubes

were not re-checked. Instead, the high voltages were initially set to the same values

as at the end of E142 and adjusted during the checkout phase of E143 as necessary.

3.5 Electronics

Most of the electronics modules were located in the counting house. Only some

modules, among them the discriminators for the hodoscopes, were placed inside End

Station A. Each spectrometer had its own, separate and nearly identical electronic

set-up. The following description of the electronics applies to either one of the two

spectrometers.

The detectors were mainly designed to register electrons and allow the rejection

of other particles. Many events were created by pions, and the electronics were hence

designed to pick those events for the data acquisition which were most likely to con-

tain electrons. The most important trigger was the MAIN-TRIGGER, designed for

electrons. It required signals from the shower counters and both �Cerenkov detectors.

This trigger together with several other triggers were combined in the MAIN-OR,

which in turn signaled the data acquisition to record data for the current spill.

However, let us �rst describe how the signals from the di�erent detectors were

processed by the electronics. After that, we will explain how they formed the

di�erent kinds of triggers.

The �Cerenkov signals from the photo-tube were sent to the counting house

via HELIAX cables. The signals were then split via a fan-out module and sent to

ADC modules as well as to four discriminators, each with a di�erent threshold: low,

medium, high, and very high. We will denote the logic signals with �C1[L], �C1[M],

�C1[H], �C1[VH] for the front �Cerenkov (�Cerenkov 1), and similarly for the rear

�Cerenkov (�Cerenkov 2). Each of these signals went into TDC modules, and some

of them were used for trigger purposes, while others were only used for e�ciency

studies.
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The shower counter signals were sent to the counting house via normal cables.

Like the �Cerenkov signals, the shower counter signals were sent to ADC modules.

Furthermore, the shower counter signals from all blocks were combined into one sig-

nal which in turn was sent to discriminators with �ve di�erent thresholds, creating

the logic signals SH[VL], SH[L], SH[M], SH[H], SH[VH]. Similar to the �Cerenkov

signals, they went to TDC modules and some of them were used for the triggers.

In addition, the signals of four (non-adjacent) shower counter blocks were combined

and sent to discriminators and TDC modules. In this way, more accurate timing

of the clusters would have been possible. However, these timing measurements had

a low priority during the set-up and running of the experiment and were never fully

operational. These TDC values were therefore not used in the analysis.

The signals of each �nger of the hodoscopes were fed into LeCroy 4418 dis-

criminators (located in the spectrometer huts) and then sent to the counting house

via specially fabricated cables, each cable containing seventeen twisted-pair cables.

Twisted-pair cables reduced the possibility of cross-talk between the wires and hence

reduce noise. The signal between the discriminators and the counting house were

also ECL signals which similarly reduced cross-talk.

The hodoscopes also provided information for triggering purposes, though not

for the MAIN-TRIGGER. Each LeCroy 4418 discriminator module has an overall

OR output at the back. It provides a signal if any one of its channels receives

a signal above threshold. The signals of the front x hodoscope plane (plane 2) were

combined into one module, and its combined OR signal went up to the counting

house via HELIAX cable and into the scintillator coincidence AND logic. The other

two inputs for the scintillator coincidence AND logic came from the two trigger

counters (via discriminators). If both scintillators and one hodoscope �nger in the

front x plane �red at close time, the scintillator coincidence was triggered.

Let us now look at the di�erent trigger types (Fig. 17). The following �ve triggers

arrived at the MAIN-OR:

� TheMAIN-TRIGGER consisted of the logic AND of �C1[L], �C2[L], and SH[L].

This is also commonly written as �C1[L]��C2[L]�SH[L].

� The next trigger arriving at the MAIN-OR was the �C1 e�ciency trigger, con-
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SH[L]
�C1[L]
�C2[L]
MAIN-TRIGGER

S/N4
�C2[M]

SH[M]
�C1 e�ciency trigger

S/N4
�C1[M]
SH[M]

�C2 e�ciency trigger

S/N4
�C1[M]
�C2[M]

shower counter e�ciency trigger

S/N1

S/N2
SH[VL]
S/N3
SH[L]

PION-OR

MAIN-OR

Figure 17 Schematic view of the logic going into MAIN-OR. The semi-circles
represent logic ANDs, while the half-moons represent logic ORs. See text for
further explanation.

sisting of the logic AND of �C2[M], SH[M], as well as the scintillation coincidence

prescaled via prescaler N4. A prescaler lets only every nth signal through, with

n selected by the experimenters. The signal is written as S/N4��C2[M]�SH[M].

During E143, the prescaler of the 7� spectrometer was always set to 1 and let

through every signal, while the 4.5� prescaler was set to 1, 2 or 4. (For details

on the prescaler settings, see Ref. [86].)

� The following two triggers were very similar to the previous trigger: The �C2

e�ciency trigger consisted of S/N4��C1[M]�SH[M], and the shower counter

e�ciency trigger consisted of S/N4��C1[M]��C2[M].
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� The last trigger arriving at the MAIN-OR was the so-called PION-OR signal.

It itself was created by an OR of one of three signals and | as the name indicates

| was also sensitive to pions. The three signals arriving at the PION-OR were

the following:

� The scintillation coincidence prescaled by prescaler N1: S/N1.

� The scintillation coincidence prescaled by prescaler N2 in time with a shower

counter very low signal: S/N2�SH[VL].

� The scintillation coincidence prescaled by prescaler N3 in time with a shower

counter low signal: S/N3�SH[L].

During E143, the three prescalers N1, N2 and N3 of each spectrometer were

always set to the same values. For the 4.5� spectrometer, they were set to values

from 1 to 128, but were mostly at 8 to 32. For the 7� spectrometers, the settings were

mostly 2 or 8, and only sometimes 1 or 16. During the 9 GeV runs, all prescalers

(N1 to N4) in both spectrometers were set to 1 because the rates were low enough.

The signals which were sent to the ADC modules were delayed by a time of up

to 200 ns [87]. During that time, the logic decided whether there would be a MAIN-

OR trigger. The �Cerenkov signals were delayed simply by cable, but the shower

counter signals were delayed via solid-state chips within special modules, called

the \Saclay splitters". These modules were passive fan-out modules (i.e. without

ampli�cation of the signal) and distributed the signals to four di�erent crates with

ADC modules. Overall, each output from the Saclay splitters carried about 20% of

the strength of the original signal. During each spill, the ADC values for only the

�rst four MAIN-OR signals were recorded. The crates were gated by signals from

the so-called \Saclay Trigger Divider" which passed the �rst MAIN-OR signal to

the �rst crate with ADC modules, the second signal to the second crate, the third

signal to the third crate and the fourth signal to the fourth crate. The timing of the

signals were chosen such that the gating signals arrived at the crates 50 ns earlier

relative to the ADC input signal while the ADC integration time was chosen to be

100 ns. The modules therefore integrated the strength of the signal within �50 ns
of the MAIN-OR time.

78



TDC values were recorded for up to 16 MAIN-ORs. A common start signal

before the arrival of the spill data ensured that the clocks of the TDC modules

were synchronized. Due to the design of the TDC modules, the TDC values of

the last 16 hits in the spill, not the �rst 16 could be read out. 16 hits, however,

were enough. A special gate existed for the hodoscope signals. Before they entered

the TDC modules, they passed through special electronic modules, called the gate

cards. The trigger for these gates was called HODOGATE and was a logic OR

of the following �ve inputs: S/N4��C1[M], S/N4��C2[M], �C1[L]��C2[L], S/N1, S/N2,
and S/N3. This combination triggered the HODOGATE every time the MAIN-OR

was triggered. The HODOGATE trigger told the gate cards when to let the signals

pass to the TDC modules. Through this, only data in interesting time windows

were selected, decreasing the load on the data acquisition system. The gate cards

were used for all energies. However, at a beam energy of 9.7 GeV, the rates were so

low that gating was not necessary, and the gates were always kept open. E143 used

new gatecards designed at SLAC which had the advantage that they only allowed

those signals to pass through the gate which started during the gating time. In

the preceding system, also the tails of spills starting shortly before the gate opened

were able to pass the gate, which lead to timing shifts.

The input for each TDC module arrived in two cables. The �rst cable, carrying

channels 0 to 15, went from the gate card directly into the TDC module. The

second cable, carrying channels 16 to 31, �rst went to a special patch panel where

the so-called \marker pulse" was added to the signal of channel 31 of each TDC

module. This was done to overcome the following problem: The number of events

in each channel di�ered from spill to spill, and several TDCs had to be read in each

crate. The computer was reading one module after the other. It looked through

the channels of each module and recorded all non-zero TDC values together with

the channel number. However, the computer was not able to record the module

number. For example, if one whole module had no hits during the spill, the data

acquisition system would simply skip the module and there would be no way to

recognize which module was empty. To resolve these ambiguities, the marker pulse

arrived several microseconds after the spill data. Due to its unphysically high value,

the analysis software was able to identify the marker pulse in channel 31 of each
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module and was therefore able to count the number of modules it read. For the

o�-line analysis, timing constants were obtained for each TDC channel which were

added to the measured times to correct small timing shifts.

Many signals were connected to scalers which simply counted how often the

signal appeared. They were used for on-line monitoring, but not for any analysis

purposes. Also not described in this dissertation is the electronics to perform special

test and calibration runs.

3.6 Data Acquisition

Several VAX computers, connected together via Ethernet, were involved in read-

ing the data from the electronics, writing them to tape and monitoring their quality.

The �rst computer, a VAX running under VAXELN, read the ADC and TDC

information from the CAMAC crates via a QBUS system, �rst the beam data, then

the 4.5� data, then the 7� data. If the read-out took too much time, the following

spill was not recorded. Another computer, a Vax Station under VMS, ran the

program TAPESERVE. It read the data from the �rst computer, stacked them into

larger blocks, and wrote these larger blocks to 8-mm data tapes.

The interface of the data acquisition programs to the experimentalists was pro-

vided by the program DAQCNTRL, running on another computer. It allowed the

experimentalists to start, pause, and stop runs, to request calibration runs (pedestal,

toroid or LED runs11), to move the polarized targets to into their positions, and to

control the tape drives. It also displayed important information on several monitors.

To check the quality of the incoming data during the experiment, three more

computers requested events from TAPESERVE, analyzed them, and displayed the

results in histograms. This on-line analysis was, of course, not able to keep up with

the incoming data, and hence only analyzed a sample of the data. One computer

11 Toroid runs will be discussed in the following chapter. To check phototubes, the shower

counters and some hodoscope �ngers had LEDs attached which could be turned on to

create a signal in the photo tubes. Such tests were called LED runs.
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was dedicated to the analysis of the 4.5� data, another to the analysis of the 7�

data, and a third to the analysis of the beam data.

Every few minutes (usually every �ve minutes), the data acquisition system

recorded special data like pedestals, target and beam polarization onto tape. These

special recordings were called \checkpoints". Additional terminals and programs

were used to monitor and to control the high voltages, the low voltages, the scalers,

and the magnets.
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CHAPTER 4

ANALYSIS

After introducing the general data set, the analysis of the M�ller data, the A-Line

and spectrometer magnet and the target polarization measurements, this chapter

will describe the analysis of the spectrometer data as well as the corrections to

the asymmetry like dead-time, radiative or nitrogen corrections. A separate, fast

analysis program, called \Quick Analysis", was used right after the experiment.

It is not discussed in this dissertation. The analysis described in this dissertation

is completely independent from the Quick Analysis, more elaborate, and consistent

with the Quick Analysis.

4.1 Data Set

The experiment ran from middle of November 1993 to February 6, 1994. The

data taking focussed on the beam energy 29 GeV with target polarization parallel

to the beam polarization. Data with \transverse" target polarization at 29 GeV

beam energy were obtained for about two weeks in January, and data in longitudi-

nal mode were recorded for about two weeks at 16 GeV and for one week at 9 GeV.

Table 7 lists the di�erent data sets. Overall, about 2� 108 electrons were recorded.

To obtain an estimate of the pion background, 10 { 15% of the runs were taken

with one spectrometer at opposite momentum setting, detecting positively charged

particles, e+ and �+. These runs were usually called \positron" or \pion" runs.
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Table 7 Run numbers and times of data taken. The central momentum is given
in GeV for the 4.5� (left) and 7� (right) spectrometers. Runs below number 1000
were not analyzed. The run numbers given are approximately the �rst and last
good runs of the set. The number of triggers are given in units of 106 events
�rst for the proton, then for the deuteron target. The data with run numbers
1244 and below are the so-called pre-ROD data and were not used for the regular
results of this dissertation.

central momen- # of e�

energy & tum in GeV in 106 run range dates

asymmetry 4.5� 7� (prot/deut)

29 GeV Ak �11:5 �12:5 4/9 1000 { 1244 11/24/93 { 12/ 1/1993
29 GeV Ak �11:5 �12:5 12/18 1245 { 1745 12/ 1/93 { 12/14/1993
16 GeV Ak �7:5 �8:0 34/12 1766 { 2063 12/15/93 { 12/21/1993
16 GeV Ak �11:5 �12:5 5/5 2072 { 2160 12/21/93 { 12/23/1993
29 GeV A? �11:5 �12:5 20/13 2164 { 2642 1/ 4/94 { 1/18/1994
29 GeV Ak �11:5 �12:5 19/27 2651 { 3137 1/18/94 { 1/31/1994
9 GeV Ak �7:5 �8:0 30/28 3142 { 3378 2/ 1/94 { 2/ 6/1994

During the �rst weeks, the system was checked, calibrated and mistakes were

corrected. December 1, 1993 was one of the so-called \ROD-Days" (Repair Oppor-

tunity Day). Several important problems were corrected at that time, like a tilt

of one of the mirrors in the 4.5� 4-m �Cerenkov tank. Also from that day on, the

120th pulse, though empty, was read out by the data acquisition system (see earlier

chapter). Because of not su�ciently well known target polarizations, the pre-ROD

data were not be included in the regular analysis of this dissertation (see also special

section in Chapter 5).

In addition to data on 15NH3 and
15ND3 targets, data were also collected with

the empty and the carbon targets. The carbon and empty-target runs were per-

formed for calibration purposes. A few measurements were done with an empty

target at very low helium gas pressure, and some at a position where there was no

cup at all (\no target"). From January 14 to 22, the carbon target was replaced by

an aluminum target, and the ND3 target was exchanged by a second NH3 target.

During the test phase of the experiment, ammonia of the type 14NH3 and 14ND3

was also used, but no data were taken with these targets.
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At least once a shift, so-called pedestal and toroid runs were performed. At the

end of the experiment, they were done more often. During pedestal runs, the

response of the ADC modules without any input was recorded. For each ADC

channel, one thus obtained the pedestal, which was later subtracted from each

ADC reading to obtain the real response of the ADC channel. During toroid runs,

a calibrated amount of charge ran through the toroid monitors [66]. The response

was read out in the same way as if real beam would have crossed the toroids. This

measurement determined the multiplicative calibration factor for the beam charge

measurements.

During the experiment, about 300 data tapes were �lled with data. Since ana-

lyzing these tapes directly took a lot of CPU time, data summary tapes (DST) were

produced, for which the analysis code calculated quantities like tracks, cluster posi-

tions, cluster energies, neural network responses, and beam positions. These results

as well as additional important information were then written back to another tape

for later analysis. The check point data, for example, were simply copied over onto

the data summary tape. In this way, the data size decreased by a factor of four,

and later analyses did not have to redo the CPU intensive calculations but still had

all events accessible. Only runs with run numbers above 1244 were included in the

regular analysis. Runs between 1000 and 1244 belonged to the so-called pre-ROD

data which had to be excluded from the analysis because of insu�ciently known tar-

get polarization. Runs below number 1000 were completely ignored in the analysis,

since they were recorded during the test phase.

DSTs were produced twice, in Spring 1994 (DST1) and in Spring 1995 (DST2).

DST production was done on UNIX machines, which became available end of 1993.

The output for DST1 was written onto 8-mm tapes, and later transferred to a silo

system at SLAC, which made the manual handling of tapes obsolete. At the time

of the DST2 production, the computer system was already so advanced that the

DST2 output was directly written to the silo system.

After the production of the data summary tapes, the analysis code was run again

to read the data summary tapes. The quality of the beam was checked for each

spill, and good tracks and clusters counted for many di�erent cuts and de�nitions.
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The number of good events for each de�nition, for left and right beam helicity,

for each x and for each Q2 bin were then written separately for each run into the

so-called \summary �les".

These summary �les were later read by another program which calculated the

asymmetry Ak (and for 29 GeV data also A?) from the number of events and

applied corrections for beam polarization, target polarization, radiative e�ects etc.

The asymmetries Ak and A? were then used to obtain the structure functions.

4.2 A-Line and Spectrometer Magnets

About once every shift, the magnetic �eld in the A-Line and spectrometer dipole

magnets was measured with the NMR system. After the experiments, the measure-

ments were analyzed and found to be very stable at the 0.2% level [88]. No NMR

probe was located in the quadrupole magnet. To check its stability, one had to rely

on the current measurements, which were also found to be stable.

On December 14, 1993, the 
ip-coil in the ninth magnet of the A-line was cali-

brated by measuring the beam polarization in ESA for beam energies from 26.7 to

29.9 GeV. As described earlier, the 
ip-coil measured the magnitude of the magnetic

�eld inside the central area of the magnet, which was used to determine the energy

of the electrons. Since the polarization vector rotated faster than the momentum

vector, longitudinal polarization in the end station was a function of the cosine of

the beam energy. Longitudinally polarized beam in ESA was therefore restricted

to certain energies [see Eq. (121)]. With the M�ller polarimeter, the longitudinal

polarization was measured for di�erent energies. The results of these calibration

runs were plotted versus beam energy and �tted to a cosine function. It was found

that the 
ip-coil measured an energy 50� 30 MeV lower than the real energy [89].

This discrepancy was negligible for the purposes of experiment E143.
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4.3 Beam Analysis

4.3.1 Beam Polarization

For beam energies of 29 GeV, scattered M�ller electrons between center-of-mass

angles of 70� to 110� were collected in the double-arm M�ller detector. This range

diminished for 16 GeV electrons, and no measurement was possible for 9 GeV elec-

trons. Here only the single-arm detector allowed measurements. Since the double-

arm detector had better statistics and smaller systematic errors than the single-arm

detector, its results were used for the analysis. The double-arm results were also

applied to the 9 GeV data. As will be explained below, this was possible since the

double-arm detector analysis provided us with a relation between the polarization

and the quantum e�ciency of the photo cathode, and since the quantum e�ciency

was measured throughout the entire experiment.12 The hits on the double-arm

detector were registered via discriminators and TDC modules and stored on tape.

The software then looked for coincidences in the arms. No hardware selected coin-

cidence events.

A single M�ller run only took about ten minutes. However, the polarization of

the Helmholtz coil was reversed between two runs, and usually foils of several thick-

ness were used. Each time, data were collected for at least 40 minutes. Additional

time was necessary to set up the beam.

As discussed above, polarized electrons were produced by having a circularly

polarized laser beam shining onto the cathode to knock out electrons [63]. The

lower the quantum e�ciency (QE) of the cathode was, the more laser light was

necessary to obtain the desired number of electrons in the pulse. The quantum

e�ciency depended on the ratio of cesium atoms to oxidizer on its surface, which

decreased with time [63]. To keep the current constant, the output power of the

lasers was increased until the maximum laser power was reached. At this point,

the operation had to be stopped to deposit more cesium on the surface and thus

to increase the QE. This procedure was informally called \cesiation". A plot of

12 We assume here, of course, that the polarization of the beam was independent of the
energy to which the beam was accelerated.
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the quantum e�ciency versus time is shown in the upper part of Fig. 18. Towards

the end of the experiment, the cesiation was not as strongly, but more frequently

since at that time it was possible to cesiate within a few minutes and since it was

recognized that a lower QE resulted in a higher beam polarization.

The beam polarization was correlated to the QE of the cathode because only

electrons with high energy escaped the cathode at a low QE. These high energy

electrons had less interaction (rescattering) and therefore a smaller probability to

change their polarization [63]. The dependence of the beam polarization is shown

in the lower part of Fig. 18. For each QE bin, the average beam polarization is

given with two di�erent error bars. To the left, the error bar shows the spread of

all measurements at the given QE range. To the right, the error bar shows the

standard deviation of the combined measurements at that QE range. The solid line

is the curve of the form

Pbeam = a +
b

ec(q�d) + 1
(140)

where Pbeam is the beam polarization and q the quantum e�ciency. The other

variables were �tted to the data: a = 0:828, b = 0:035, c = 300, and d = 0:055. The

form of the function was empirically suggested by the distribution of the points,

and had no backing by any theory.

Quantum e�ciency measurements were performed in short time intervals during

the experiment and written to a computer �le. For the whole experiment, we have

the results of measurements not more than two hours apart. Since the decay of the

quantum e�ciency followed an exponential, the data between cesiations were �tted

to a function of the form q = AeBt with q as the quantum e�ciency, t the time

and A and B �tting constants. In this way, the quantum e�ciency was therefore

available for each time, and together with Eq. (140), the beam polarization for each

run was determined.

Overall, the beam polarization was measured to range from 0.83 to 0.86 with an

absolute error of about � 0:02 [90]. This error includes the statistical error as well

as the systematic error which was dominated by the error on the foil polarization

measurement.
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E 143 Double Arm Moller Polarization vs QE
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Figure 18 Quantum e�ciencies and double-arm M�ller results. The upper part
(a) shows the quantum e�ciency versus time as measured during the experiment,
the lower part (b) shows the double-armM�ller results. To the left are the results
shown with the spread of the individual measurements, to the right with the
averaged errors.

4.3.2 Polarization Bit

Essential for the measuring of the asymmetry in E143 is the correct knowledge

of the helicity of each spill. Since the raw asymmetries are of the order of a few

percent, any small bias in the polarization bit interpretation can change the �nal

results considerably.
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Let us �rst describe how the pseudo-random distribution of left-handed or right-

handed helicity was created spill by spill. Each spill was characterized by 0 for

left-handed helicity and 1 for right-handed helicity. The �rst 33 of these bits were

assigned a random distribution. Afterwards, the code calculated the helicity of

each consequent spill by taking the bit of the previous spill and the bit of the 33th

previous spill and forming the exclusive OR. If both bits had the same value (both

0 or both 1), the next spill was given left-handed helicity (bit set to 0). If one of the

two bits was 0 and the other 1, the next spill was given right-handed helicity (bit

set to 1). This distribution is known to be pseudo-random. This means that the

sequence may be used like any true random sequence, while it is at the same time

deterministic, since the knowledge of 33 spills determines exactly the series into

past and future. The series repeats itself only after 233 spills. The deterministic

characteristic of the pseudo-random series was used to check the polarization bit

which was written to tape with each spill.

From the source where the polarized electron beam was created, the information

about the polarization of the spill was transmitted to the ESA counting house

through three independent lines, the so-called HV (high voltage) line, the Veto line,

and the MACH (Multi-Access Communication Highway) line. Since the MACH line

turned out to provide the most reliable signal, its polarization signal was compared

to the prediction of the pseudo-randomnumber generator. A spill was only accepted

for the analysis if the MACH line signal agreed with the prediction.

We mentioned earlier, that the beam monitoring equipment of the accelerator

needed a strong, short pulse, and that hence one out of every 120 spills was of that

kind, and that this spill was diverted into a beam dump instead of being injected

into the A-line. Before the ROD (Repair Opportunity Day) Day, December 1, 1993,

only the pulses which arrived at the end station were counted and written to tape.

This caused the prediction of the polarization to disagree with the actual pulses

once a second. Whenever the polarization disagreed with the prediction, the next

33 spills were used to determine the new seed, and the following 33 spills were used to

check the new seed against the incoming polarization bits. If no error was detected,

the following spills were again accepted for the analysis. Due to the missing 120th

pulse, approximately half of the spills in each second were lost. After the ROD Day,
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the 120th pulse was read out. Though no data were logged to tape for that spill,

the analysis program needed the polarization information for this pulse to predict

the subsequent polarizations correctly. For the pre-ROD data, the requirement

that the polarization had to agree with the prediction was waived. Instead, the

polarization bit from the MACH-line was accepted as correct. However, since the

target polarizations were not known su�ciently well for the pre-ROD data, they

were excluded from the regular analysis.

Also in some other ways some spills were lost. Sometimes MCC used 10 or more

spills per second to check out other parts of the accelerator in preparation of the

next SLC run, and from time to time, when a klystron failed, the accelerator shut

down to a lower rate. All this complicated the comparison of the prediction with

the actual measured polarization.

4.3.3 Beam Charge Measurements

Two toroid counters, called Toroid 2 and Toroid 3, measured the charge of the

beam independently spill by spill. The analysis used the Toroid 2 results. Every few

hours, special runs determined the calibration constants for these measurements by

sending a well-known amount of charge through the toroids. An o�-line analysis

checked the calibration constants and concluded that the recorded beam current

measurements were overestimated by less than 2% [66]. Since this correction applied

to both the charge with left-handed electrons as well as for right-handed electrons,

this overestimation had no in
uence on the results.

4.3.4 Rastering

A Helmholtz magnet de
ected the beam slightly spill by spill before it entered

the End Station to raster the beam over the target cross-section. The de
ection

followed a preset pattern, consisting of 253 points. Every 253 spills, the pattern

was repeated. To minimize the local beam heating, each spill was always placed far

away from the position of the previous spill. Fig. 19 shows the typical distribution
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Figure 19 Beam distribution at foil array. The axes are the x- and y-position.
The raster pattern with its 253 points is clearly visible. Only the center positions
of the beam are plotted, but since the beam itself had a width of a few millimeter,
the whole target area was covered by the incoming electrons.

of the spill at the foil array. The size of the raster pattern was chosen to be smaller

than the diameter of the target. Usually a pattern of 18 mm diameter was selected

for the 25 mm diameter target cell. Together with the �nite width of the beam of

two to four millimeters, most electrons were then hitting the target cell and not

surrounding material. The pattern could also have been chosen to be signi�cantly

bigger. All target material would then have been involved in the scattering process,

but many events would have also originated from unpolarized material outside the

target cell.
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During the experiment, it was realized that the fringe �eld from the spectro-

meter magnets in
uenced the beam on its way from the target to the foil array.

This resulted in a vertical shift at the foil array (see Table 8). The de
ection was

calculated from �eld measurement and agree with the shift observed in the foil

array [86]. The correction was taken into account during the analysis.

Table 8 Beam position corrections due to spectrometer magnet fringe �elds.

beam 4.5� mom. 7� mom. correction

energy setting setting (mm)

29 GeV �11:5 �12:5 �0:91
29 GeV +11:5 �12:5 �0:62
29 GeV �11:5 +12:5 +0:62
16 GeV �7:5 �8:0 �1:04
16 GeV +7:5 �8:0 +0:71
16 GeV �7:5 +8:0 �0:71
16 GeV �11:5 �12:5 �1:64
9 GeV �7:5 �8:0 �1:75
9 GeV +7:5 +8:0 +1:75

4.4 Target Polarization

As essential as the exact measurement of the beam polarization was the exact

measurement of the target polarization. In this section, we describe the analysis

and results of the NMR measurements for the polarized target.

As explained before, a calibration constant was necessary to scale the NMR

measurement to the right polarization. During the experiment a tentative calibra-

tion constant was used to calculate the polarization. Every �ve minutes, the target

polarization was written to the raw data tapes (during each check point). Its av-

erage weighted by the incoming electron charge was calculated on-line for each run

and stored in the �le \hdwsumry.out". Later analysis at the University of Virginia
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resulted in corrected thermal equilibrium (TE) constants, and therefore the value

which could be found in \hdwsumry.out" or on the tape had to be corrected, too.

For example, if the University of Virginia analysis found that for a certain time

period the actual TE constant was 10% larger than the one used at the time of the

experiment, the number on the tape or in the �le \hdwsumry.out" to be increased

by 10%.

Under ideal conditions, polarizations of more than 90% could be reached for

NH3 [74]. However, during the experiment, polarization was in general less than

80% for NH3 since the ND3 target was usually placed between the microwave horn

and the NH3 target, reducing the microwave power absorbed by the NH3 material.

In addition, the polarization dropped due to beam heating when beam was placed

onto the targets. For ND3, polarizations of more than 40% were reached during

the experiment. Here the in-situ irradiation by the beam played a vital role in

reaching polarizations as high as this, as well as frequency modulation. The relative

error on the polarization was �Pp=Pp � 2:5% and �Pd=Pd � 4%. Fig. 20 shows

the polarization of one of the ND3 targets versus accumulated incident charge.

The contribution to the error on the polarization was chosen to be the spread of

the TE measurements.

4.4.1 Polarization of Other Material

In addition to hydrogen or deuteron, also other material in the target was po-

larized. 15N consists of seven protons and eight neutrons, therefore practically acts

like a single proton with a magnetic moment pointing to the opposite direction with

respect to the deuteron magnetic moment. Furthermore, some 14N was still present

in 15NH3 or 15ND3 (2% contamination). Similarly, the deuterium in 15ND3 still

had a 1.5% contamination with hydrogen. This remaining hydrogen as well as the

free protons found in Torlon, the material out of which the target cup was made,

were called \residual protons" and were able to polarize. Since ammonia does not

seem to follow the Equal Spin Temperature relationship, the polarizations of 15N of

the H (\residual protons") were measured in separate studies during the days after
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Figure 20 Typical plot of ND3 polarization versus charge.

the experiment. If it is known how much of these materials is in the target, one can

correct the measured asymmetry for their in
uence (see later chapter).

4.4.2 Correction to Target Polarization due to Beam

The polarization of the target material depends on the temperature of the tar-

get material. The heating of the ammonia by the electron beam diminishes the

polarization of the proton or deuteron at that spot. While rastering of the beam

distributed the heat deposition over a larger area, still more heat was deposited at

the raster positions than at the other parts of the target. In addition, as mentioned

before, the beam did not cover the whole target cross-section, but only the central

part. The temperature sensor was only able to determine the overall tempera-

ture of the target material, or actually only the temperature of the helium which

surrounded the ammonia beads. The sensor was not able to determine the temper-
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ature of the beads which got hit by the beam directly. Similarly, the NMR system

only measured the target polarization averaged over a large volume of the target.

The actual polarization of the beads which got hit by the beam was therefore not

necessarily the same as the average polarization measured by the NMR. To resolve

that problem, the actual temperature and polarization in the beads were estimated

via model calculations [91]. Correction factors to the target polarization were then

obtained. Their size was directly proportional to the beam charge. For 4� 109 e�

per spill, they ranged from 0.8% to 2% relative to the measured target polarization.

Let I be the beam current in units of 109 e�/spill, let Puncorr be the uncorrected

target polarization, and let Cbeam be the correction factors given in Table 9. Then

the corrected target polarization Pcorr is given by

Pcorr = Puncorr

�
1�Cbeam

I

4

�
: (141)

Table 9 Target polarization correction factors for beam heating. The factors
Cbeam are given for a beam current of 4� 109 e�/spill.

longitudinal transverse

proton 0.0081 0.0103
deuteron 0.0197 0.0157

95



4.5 Event Reconstruction: �Cerenkov

Since electrons were not the only particles created by the scattering process at

the target, the detector had to be able to distinguish between electrons and pions, or

at least had to give information which could be used by computer programs to decide

the identity of the particle. The �rst distinction is made by the requirements of the

MAIN-TRIGGER. Pions are less likely to create strong signals in both �Cerenkovs

and the shower counter. The next information is the �Cerenkov ADC. The lower

the charge registered by the ADC (charge proportional to �Cerenkov light), the more

likely (for same momentum) the particle was a pion. Fig. 21 shows for a typical run

how often (vertical axis) a certain ADC response (horizontal axis) was triggered by

electrons and pions.
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Figure 21 ADC response of the 4.5� two-meter �Cerenkov counter. The events
were classi�ed by the response of other detectors as pions (densely cross-hatched
area) or electrons (lightly cross-hatched).

During the �rst weeks of the experiment, before the ROD-Day, the lowest of

the three mirrors in the 4.5� 4-meter cylinder shifted and had to be readjusted.

As long as the mirrors were misaligned, fewer �Cerenkov hits and hence fewer MAIN-

TRIGGER events were recorded. For these early runs, no tracks going through the

lowest area of this �Cerenkov were used for the analysis.
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4.6 Event Reconstruction: Shower Counter

4.6.1 Cellular Automaton

Out of energies measured for each shower counter block by the ADC, clusters

had to be formed, supposedly originating by one single particle hitting one block

and creating a shower spreading through several neighboring blocks. The determi-

nation of those clusters was done via a \cellular automaton" algorithm. Details are

described in [92] and [93]. The algorithm only contained three rules:

1. All blocks which had a higher energy than each of their neighbors, were consid-

ered \a virus".

2. Any other block then took on the value of the highest energy of its neighbor

("contamination with virus").

3. However, any cell previously contaminated by a virus, was "immune" to any

other virus.

One iterated over rules (2) and (3), until a stable system developed. Each set

of blocks contaminated by one virus was then taken to be a cluster. The energy of

the cluster was determined by the sum of the total energy of the cluster blocks, and

the position of the cluster by calculating the center of the blocks weighted by the

energy of each block.

This set of rules for the cellular automaton e�ciently combined the blocks into

clusters while having the advantage to be very clear and general [92]. A Monte Carlo

comparison of this algorithm with another approach indicated a higher success rate

for the cellular automaton algorithm when clusters overlapped frequently.

4.6.2 Calibration of Shower Counter

Since lead glass blocks as well as photo tubes di�ered in their response to incom-

ing particles, and since also ADC channels varied in their answer to the same input,

a careful calibration of the ADC responses was necessary [94]. Each of the 400 photo
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tubes was connected to four ADC channels (one for each trigger level), and a total

of 1600 constants had to be determined. Using the response of other detectors of

the spectrometers, clean electron events were selected. The tracking provided the

momentum of those events. The calibration constants were then selected so that

the total energy E of the cluster (as determined by the cellular automaton) in the

average matched the momentum p of the event, i.e., that the ratio E=p = 1 was

true for the average. Several iterations were required to reach this goal. Clusters

which were located at the edge of the shower counter were calibrated with a spe-

cial algorithm, since those clusters could not be expected to contain the full energy

of the particle. Separate sets of calibration constants were obtained for di�erent

periods of the experiment.13

The calibration depended on the assumption that the tracking code provided on

the average the correct momentum. Any bias in the tracking system would also have

a�ected the energy measurement in the shower counter. Unfortunately, one had to

rely on the carefully surveyed geometry of the detectors to calibrate the system.

An absolute calibration of the tracking system with the data alone was impossible.

For example, the observation of the (well-known) peak from elastic scattering would

have allowed such an absolute calibration, but the elastic peak was not within the

acceptance of the spectrometers.

Fig. 22 shows a typical E=p histogram. Most of the pion events were found at

E=p ratios of less than one, while the electron events were clustered around 1.

4.6.3 Neural Network

To facilitate the discrimination between pions and electrons, the data from the

shower counter were fed into a neural network (NN) which then returned a value

between �1 and +1. The closer the number was to +1, the more likely | according

to the neural network| the cluster originated from an electron. The closer the value

13 During later analysis, the calibration was �ne-tuned to take into account small shifts of
the ratio E=p which were not eliminated in the calibration of the shower counter blocks.

This was accomplished by a correction factor the correction factor to the cluster energy E
based on the shift of the mean E=p.

98



Ratio E/p for 7 deg

0

2000

4000

6000

8000

10000

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Figure 22 Distribution of the ratio E=p for a typical run. E is the energy of the
particle as obtained by the shower counter, and p the momentum as obtained
by magnets and hodoscopes. The bump at the left side (grey area) was mostly
caused by pions. Almost no pions were found close to the peak around 1 (cross-
hatched area), indicating a very good separation of pions and electrons.

was to �1, the more likely, the NN thought, a pion created the cluster. No other

information besides the ADC values was used by the network.

The network was a three-layer system [95] [96] [92]: The input level with 13 input

neurons, the hidden layer with four neurons, and the output level with two neurons.

The input data for the �rst neural network layer were:

(1) total energy of the central nine blocks

(2{10) energy of each of the nine central blocks

(11) ratio of the energy in the central block over central nine block energy

(12) energy of the sixteen blocks around the central nine blocks
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(13) number of blocks (out of the central 25 blocks) belonging to cluster

The weights were obtained with Monte Carlo events (electrons and pions) pro-

duced by the simulation package GEANT. Input (1) turned out to be the most

important number in the neural network. Since the particles deposited their energy

mostly in the central nine blocks, inputs (2) to (10) also had a lot of weight.

No information from blocks even farther out than the 16 blocks surrounding the

central nine blocks was considered, even if the cellular automaton added some of

those blocks to the cluster.

Fig. 23 illustrates the separation power of the neural network. Note that the

vertical scale is logarithmic. Using the response of other detectors, events were

identi�ed as pion and electron events. The fact that only very few of those pions

appear in Fig. 23 around +1 proves that the neural network alone can very well

reduce the pion background in the electron sample. In the analysis, only events

with a neural network response greater than 0.9 were used. Since the neural network

provided a very good separation, the exact value of this cut was less important. At

beam energies of 16 and 9 GeV, the contamination with pions was so low that no

neural network cut was necessary.

4.7 Event Reconstruction: Tracking

In the analysis code, the path of the scattered particles was reconstructed from

the spatial and timing information which were obtained by the �Cerenkov counters,

the hodoscopes, and the shower counters. Together with the information about the

spectrometer magnets, the momentum of the particle could then be reconstructed.

4.7.1 Tracking Code

The tracking code for E143 was originally written for E142. The program was

called for each spill and each spectrometer once. We will describe the program by
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Figure 23 Typical distribution of neural network responses. Note that the ver-
tical scale is logarithmic. The cross-hatched area corresponds to electrons, the
grey area to pions (as determined by other detector responses, like �Cerenkov
pulse heights).

describing the main subroutines. A simpler tracking routine existed for the E143

Quick Analysis, but was not used for the analysis described in this dissertation.

4.7.1.1 Input Variables

The input for the tracking code consisted of the following information:

� �Cerenkov Detector: TDC values of the signals passing the discriminator with

the lowest threshold (�C1[L] and �C2[L]).

101



� Shower Counter: Cluster location and time (identical to the MAIN-OR trigger

time).14

� Hodoscope: TDC times of each �nger hit and location, size and direction of the

�ngers.

The tracking algorithm assumed for each hit a timing resolution between 0.9

and 1.4 ns. The exact values for the hodoscope �ngers are listed in Table 6. The

�Cerenkov and shower counter signals were assumed to have a 1 ns timing resolution.

The spatial coordinates of each hodoscope �nger are de�ned by the position of

its center, the length of the �nger, and the direction (x-hodoscope �ngers point

vertically, etc.). The width of the �nger (see Table 6) divided by
p
12 served as the

spatial resolution.

Each hit on the �Cerenkov, of course, had a time associated with it, but the

tracking program treated �Cerenkov hits like hits on a hodoscope. For the �Cerenkov,

the imaginary hodoscope �nger was taken to be a horizontal �nger at the �Cerenkov

z-position. Its spatial resolution was set to 100m. The direction of the �nger was set

completely arbitrarily, but due to this spatial resolution, the choice of the direction

had no in
uence.

Shower counter hits, on the contrary, had not only a de�nite time, but also

a de�nite spatial position. This position was represented in the tracking program by

two hits on two imaginary hodoscope planes, one in x-direction, one in y-direction,

with a spatial resolution of 10 mm. The tracking program required all the time that

either both hits or none were on the track.

4.7.1.2 Track Classes

The program looked for four di�erent types of tracks. The de�nitions of these

track classes are listed in Table 10. A clean electron event was expected to have

14 As indicated in the section about the electronics, no TDC values were available for
single hits on the shower counter blocks. However, since the clusters were only recorded if

there was a MAIN-OR trigger, the time of the MAIN-OR trigger was used for the time of
the cluster.
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a track of class 1, which required both shower and �Cerenkov hits. A typical pion

track was more likely to create only a track with hodoscope hits, since pions were

less likely to trigger the �Cerenkov counters and to deposit much of their energy into

the shower counter.

Table 10 Track classes used during analysis. The program �rst tried to �nd tracks
of class one. After it exhausted all possibilities for that track class, it continued
with track class two, and so on.

track number of hits:

class # �Cerenkov hodoscopes shower counter total

1 2 4 2 8
2 2 4 0 6
3 0 4 2 6
4 0 6 0 6

4.7.1.3 The Basic Concept of the Algorithm

After selecting a set of hits, the tracking code tried to �t a track to the hits,

using the times of the hits and the positions of the detector elements, as well as

the time and spatial resolutions as weights. Let ti be the time of hit i, ttrack be the

time of the track at the position of the detector element which recorded hit i, and

let smin be the closest distance of the track to the detector element. Furthermore,

�t and �s shall be the time and spatial resolutions of the detector element. Then

the �2 of hit i with respect to the track was de�ned as

�2i =

�
ti � ttrack

�t

�2
+

�
smin

�s

�2
: (142)

Hits were then dropped and added to the set of hits to �nd the best set of hits with

�2i < 16 for each hit. To save computing time, the �tting was �rst done for the

times, and only later for both times and positions. If only the times were �tted, the

last term in Eq. (142) was neglected.
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4.7.1.4 The Top Level Routine: trk drv

The top level routine of the tracking program, called trk drv, is described in

this section. For the 
ow chart of this part of the code, see Fig. 24.

After resetting the counters to zero and loading the hits into a common block,

the program looped through the four classes and tried to �nd tracks matching the re-

quirements of the current track class. The subroutine trk find, which selected hits

for a possible track, is described later. To avoid in�nite loops, the hits were marked

as not usable if the �tting failed, so that the routine did not use these hits anymore

for the current track class. Before continuing with the next track class, the program,

however, unmarked the hits so that they could be used again for this new track class.

Once the subroutine trk find provided a set of hits, the tracking program cal-

culated the best average time for these hits. The times were adjusted to take into

account that the detector elements were located at di�erent positions. If the �tting

failed, the hits were marked as unusable, and the program tried to �nd another set

of hits. If the �tting was successful, the program checked whether any of the hits

had a �2i of greater than 16. If yes, the worst of those hits was dropped and marked

as unusable. Then the the program �tted again the time. If not enough hits were

left to satisfy the requirements of the track class, the remaining hits were marked

as unusable and the program returned to �nd another set of hits.

When the �2i of all remaining hits was less or equal to 16, the program �tted

a track using both the timing information and spatial information. The time and

spatial resolutions served again as weights. As before, the worst hit in terms of

�2 with respect to the �tted track was dropped (if �2i > 16) and the remaining

hits were used to �t a new track. If not enough hits were left to require the track

class requirements, the hits were marked, and the program started again looking

for a new set of hits. However, when no more hit had to be dropped, the program

added all unmarked hits with �2i � 16, which were before left out of the set of hits.

If no hit had to be added, the track was saved (subroutine trk copy). If a hit was

added, the track was re�tted. If the �tting was successful, the track was saved;

otherwise the hits were marked as unusable.
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Figure 24 Flow chart for the top tracking routine. See text for details.
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4.7.1.5 Selecting hits: trk find

The subroutine considered only hits which were not yet included into a track or

which were not yet marked as unusable for the current track class.

For class 1, the subroutine checked for each �Cerenkov 1 hit whether a �Cerenkov 2

hit was close in time (�2i � 16), and then looked for a shower cluster within 4�.

If successful, the program also added all hodoscope hits with �2i � 16.

For class 2, the program started in the same way. However, after choosing

�Cerenkov hits, it �rst added the hodoscope hits, then the shower counter hits, if

any. Similarly, class 3 tracks were �rst built by browsing through the shower cluster

hits and adding �Cerenkov and hodoscope hits at nearby times.

Finally, the program looked for hits with similar times slots. If there were at least

as many as necessary for a class 4 track, it tried to build a track from these hits.

4.7.1.6 Saving the track: trk copy

After the code decided on the �nal track, it checked whether the track passed

the requirements of a previously used track class. For example, consider the case

that the program already �nished the loop for class 1 tracks and was currently

looking for class 2 tracks. If the current track contained not only two �Cerenkov

and (at least) four hodoscope hits, but also one shower counter event, the track was

reclassi�ed as a class 1 track.

After verifying that the track pointed in a reasonable direction, the momentum

and position at the target were reconstructed using the information about the spec-

trometer magnets. The algorithm traced the track back to the y = 0 position at

the target. This means that no error in the y-position of the track was assumed.

The information about the track was then written to a common block and the hits

on the track were marked as being included in a track so that they would not be

included in another track.
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4.7.1.7 Target Constraint

The tracking program was able to add a �ctitious hodoscope hit when the �tting

a track to a set of hits. This hit was assumed to be a hit in an x-hodoscope

located at the target (z = 0 in spectrometer coordinates) and ensured that the

track pointed close to the target. Due to the presence of the quadrupole magnet

in the 4.5� spectrometer, no target constraint was used in the analysis of that

spectrometer's data. The 7� data were �t with a target constraint centered at

x = 0 with a spatial resolution of 25 mm. A target constraint in the y-direction

would have been unnecessary since the program to reconstruct the track position

at the target assumed that track originated at y = 0 exactly.

4.7.2 Tracking E�ciency Studies

An important question is, how well the tracking program was able to �nd tracks,

or in other words, how often does it happen that there were electrons or pions passing

through the detector, while the tracking program did not �nd a track. We consider

here the following questions:

(1) How e�cient was the whole detector? The shower counter and the �Cerenkov

ADCs identi�ed many events as electrons. For how many of these events did the

tracking system (�Cerenkovs, hodoscopes, shower counter, electronics and tracking

program) �nd tracks? Missing tracks may have been caused in this case by di�erent

problems, for example by missing hodoscope hits.

(2) How e�cient was the tracking program itself? If the counters provided

enough good hits, did the program also �nd a track?

(3) How e�cient was the E143 tracking system compared to the E142 system?

E143 used one additional plane, and the detectors in the 7� hut were farther away

from the magnets than for E142. Did this improve the performance signi�cantly?

Or was an improvement in performance due to less noise coming from the target?

(E142 had a thinner target, a higher current and therefore more noise from the

target holders.)
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The overall e�ciency, i.e., for the whole detector, was determined by looking

at events with the MAIN-TRIGGER, a neural network response of at least 0.95,

and a �Cerenkov ADC measurement of at least 25. Then it was checked whether

the event also had a track within 10 ns and 62 mm of the cluster. For the 4.5�

spectrometer, the ine�ciency was 9.2%, for the 7� spectrometer 3.5%.

If removing plane 1 from the analysis, the situation of E142 was approximated

where plane 1 was not installed. For the same requirements as before, the over-

all ine�ciency became slightly worse: For the 4.5� spectrometer, it increased to

9.6%, and for the 7� spectrometer to 3.7%. For comparison, E142 reported about

13% overall ine�ciency for both spectrometers. The improvements for E143 might

therefore have improved the e�ciency. The fact that for E143 the 7� ine�ciency

was much lower than the 4.5� ine�ciency might indicate that shifting the detec-

tors back helped very much. During E142, a considerable number of photons were

able to reach parts of the front hodoscopes. Further improvements for E143 were

new gatecards and the twisted pair cables to transmit the hodoscope signals to the

counting house.

For the pure tracking e�ciency, the events had to satisfy several requirements

in addition to the already mentioned requirements. The most important of them

are: Only one cluster was allowed per trigger so that the tracking would not get

confused by additional particles or ghost clusters.15 No cluster was allowed to be

at the edge of the shower counter. For each cluster, enough hits in the hodoscopes

were required within the time of the cluster so that the tracking could �nd a track.

For example, at least one hit in a front x-plane and in a front u-plane de�ned a good

point for the track in the front part. A similar pair was necessary for the rear plane.

On the other hand, if only hits in the u hodoscope were available in the front planes,

but none in the x- or y-planes, no reasonable track could be found by the tracking

program. The pure tracking ine�ciency was determined to be 1.8% for the 4.5�

spectrometer, and 1.0% for the 7� spectrometer.

15 If for example triggers one and two overlapped, the ADC for trigger one might have

measured energy from the particle which created trigger two, and trigger one saw two

clusters. Since the cluster time was taken to be the MAIN-OR time, the second cluster in

trigger one appeared with an incorrect time. Such a cluster was called \ghost cluster".
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The relative resolution of the shower counter is best at high energies and is

proportional to 1/
p
E. It is therefore worse for low energy particles. The momentum

resolution (via tracking), however, is better at low momentum and is getting worse

with increasing momentum. The overall momentum resolution of the spectrometers

is shown in Fig. 25 [97].
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Figure 25 Momentum resolution of shower counter and tracking. Figure taken
from Ref. [97].

4.7.3 Possible Improvement of Tracking Code

Two possible improvements to the tracking code were found, but implementation

was too late for the analysis.

(1) A bug in the tracking prevented us from obtaining any class 4 tracks after

a time of about 3200 ns. This and all the other times given here are measured

relative to the common start signal for the TDCs. The spill itself lasted about

2200 ns, from about 1800 ns to 4000 ns. Since the analysis required a track and

a shower cluster to be close in time and space, only very few class 4 tracks could
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have been contributing to the asymmetry. If a cluster would be close in space and

time, the tracking code would have included the cluster into the track, raising the

class from 4 to 3. A similar argument applies to the �Cerenkov hits. Also, a cut-o�

at 3200 ns is not causing any false asymmetry, only a loss in statistics. The e�ect

of this bug is therefore negligible [98].

(2) The second problem involves the target constraint. As described earlier, the

tracking program added a �ctitious hodoscope hit when �tting a track to a group of

7� hits. This hit helped to point the track to the target. After the DST2 production,

it was realized that a slight target constraint of 100 mm resolution centered at x = 0

would also have improved the e�ciency of the tracing code at the 4.5� spectrometer.

(3) Not directly connected to the tracking code, but to the reconstruction of the

momentum from the known track coordinates was the following problem: The so-

called reverse matrix elements which were used to trace any track back through the

spectrometer magnets to the target also depended on the sign and size of the target

�eld through which any particle traveled right after the interaction. Since the sign

of the target �eld was changed several times during the experiment, separate matrix

elements for each case were made. However, the same matrix elements were used

for the positron runs as for the electron runs (see page 82). Instead, positron runs

should have used the matrix elements for electron runs with opposite target �eld.

In other words, the same matrix elements could be used as long as all magnetic

�elds, not only the spectrometer magnet �elds, changed their sign. Checking the

in
uence of this error showed that it changed the analysis very little. This error is

therefore neglected [99].
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4.8 From Counts to Asymmetries

Using the rates of good electron events ( = scattered particles per number of

incoming electrons) for beam of left and right handed helicity, NL and NR, we

formed the asymmetries Ak and A?:

Ak (or A?) =
1

fPbPt

NL �NR

NL +NR
: (143)

Here f is the dilution factor (see later); Pb and Pt are the beam and target polariza-

tions. Additional corrections are not mentioned in the formula for sake of simplicity.

They will be described below. For the calculation of the kinematical variables x and

Q2, the momentum of the track was used, not the energy of the associated cluster.

4.8.1 Cuts used in Selection of Events

While reading back the data summary tapes, each spill and each event was

judged by its characteristics to decide whether to keep it or not. The spill cuts made

sure that the beam was acceptable during the spill, while the event cuts tried to

select good electron events without bias and without cutting out too many electron

events. The standard cuts applied for most results presented in this dissertation are

described in this section. In order to check for systematic errors, these cuts were

sometimes modi�ed.

4.8.1.1 Beam Cuts

Some of the beam cuts were determined for each run during the analysis run

by cumulatively calculating the mean and standard deviation. These means and

standard deviations were then used to decide which spills were \average", i.e.,

should be accepted, and which should be rejected. Due to the nature of the cuts,

they were also called \dynamic cuts". The means and standard deviations were

continuously updated, and were allowed to shift during the run. For each run,

histograms with the distribution of the beam quantities and their cuts were obtained
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and checked to make sure that the cuts made sense. Runs, in which beam cuts

shifted signi�cantly, were not included in the analysis. Of course, none of the �rst

few hundred spills were accepted for the analysis because at that time the mean

and standard deviations were still calculated with very limited statistics. For the

16 and 9 GeV data, some cuts were less tight to take the spread of the beam due to

multiple scattering into account. The beam cuts were as follows:

� The polarization bit had to agree with the predicted bit. If the bits did not

agree (like after checkpoints), no spills were accepted until the new seed (33 bits)

was obtained and checked (next 33 bits).

� The beam current had to be within �0:75 � 109 e�/spill of the mean beam

current. In addition, no spills with less than 0:5 � 109 e�/spill were accepted.

(See Fig. 26).
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Figure 26 Distribution of beam charge for typical run. Unhatched is the distribu-
tion of the charge for all accepted spills. Horizontally hatched is the distribution
of the charge for not accepted spills (not accepted because of not meeting any
requirement). The cuts are shown diagonally hatched. The cuts themselves had
a distribution since they were calculated during the analysis from the earlier
analyzed spills.

� The good spill was not allowed to be more than 1.75 times the mean or less

than half the mean. (See left side of Fig. 27.)

� The bad spill value was not allowed to be bigger than three times the mean.

For some runs, the bad spill had a long tail causing the mean of the bad spill to
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be relatively high. A strict cut was therefore additionally in place, not allowing

any spill with a bad spill value of more than 150 units. (See right side of Fig. 27.)

[For the 16 and 9 GeV data, the only restriction on the bad spill value was a strict

upper limit of 700.]
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Figure 27 Good (left) and bad (right) spill values and the cut values for a typical
run. See Fig. 26 for further explanations. The picture to the right indicates that
the cut shifted slightly during the analysis of the run.

� The beam width was required to be within three sigmas of the mean of the

beam width. In addition, no spills in which the beam width had a radius of less

than 0.5mm or of more than 5mm [14mm for 16 and 9 GeV data] was allowed.16

(See left side of Fig. 28.)

� The raster position had to be within 12 mm of the center of the target, as-

suming that the target was centered at the center of the foil array. Furthermore,

the raster position was not allowed to be farther than 12mm [14mm for 16 and

9GeV data] from the mean of the raster positions. These two cuts therefore

would be the same if the beam was really centered on the origin of the foil array.

But if the beam drifted, causing the beam not to be in the average around the

center of the foil array, the two cuts a�ected di�erent spills. (See right side

of Fig. 28.)

16 Due to the spread of the beam, the dimensions at the foil array were slightly larger

than at the target. Any dimensions reported here refer to the foil array measurements.
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Figure 28 Distribution of beam width and beam raster position (distance from
center) for typical run. See Fig. 26 for further explanations. The picture to the
right shows the distribution of the distance between the raster position and the
foil-array center. A linear rise with distance is therefore expected, as well as
spikes due to the distinct raster positions. The picture also clearly how all the
spills with a raster position outside the 12 mm radius were excluded from the
analysis, as well as some more which were inside the 12 mm circle.

Only if the spill passed all these requirements, it was accepted for the analysis,

and the charge of the spill (number of electrons) was added to the total charge for

the run.

4.8.1.2 Event Cuts

For the cuts on the single events, �rst tracks and clusters had to be associated

with each other. This was necessary, since the code did not write out which cluster

was part of which track. The track position at the shower counter was �rst obtained.

Then the time and position di�erences for cluster and track pair were calculated,

and the combined �2 obtained. For each cluster, the track with the lowest �2

was selected. Still, even though this track was then the best-�tting track, it still

could be far o� in time or location. Special cuts took care of this problem as

described below. After the track/cluster association, the cluster/track pair had to

pass all of the following cuts.
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� Each event had to be a MAIN-TRIGGER event: For each MAIN-OR trigger,

the time was recorded, as well as which triggers were set to true when the

MAIN-OR was true. Each cluster event also was associated with the MAIN-OR

number (1, 2, 3, or 4), and this allowed the program to associate the MAIN-OR

time with the cluster event. Hence, the program was able to check the type of

trigger for each cluster event. And this cut required that for this cluster the

MAIN-TRIGGER was on.

� The center of the cluster was not allowed to be within one of the edge blocks

of the shower counter. The energy calibration of these edge blocks was di�cult

and possibly not very accurate. In addition, a high probability existed that the

shower counter did not record all of the energy of the event if the particle entered

the shower counter at one of these edge blocks.

� At the shower counter position, track and cluster had to be within 40 mm in

both horizontal and vertical direction (Figs. 29 and 30), and within 10 ns in time

(Fig. 31).

� The track had to point at least to within 13 mm of the target (in spectrometer

coordinates). (See Fig. 32).

� Both �Cerenkov ADCs had to have values of at least 40 (see Fig. 21), hence

cutting out pion events which created only a small signal in the �Cerenkov gas.

� The neural network had to return at least a value of 0.9 for the cluster. This cut

was neglected for the 9 GeV and 16GeV analysis, where the pion contamination

was negligible.

� The E=p ratio had to be within 0.8 and 1.25. Here E is the energy of the

particle deposited into the shower counter, and p the momentum as measured

by the tracking system. As mentioned above, the track momentum p, not the

cluster energy E was used to calculate the kinematic variables x and Q2 of the

event.
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Figure 29 Distributions of di�erences between the track x-position and shower
cluster x-position of best-matched track-cluster pairs.

 Delta Y 4.5 deg matched trk

  run  1643

0

2000

4000

6000

8000

10000

x 10

-60 -40 -20 0 20 40 60
 Delta Y 7.0 deg matched trk

  run  1643

0

5000

10000

15000

20000

25000

-60 -40 -20 0 20 40 60

Figure 30 Like Fig. 29, but for distributions in y.
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Figure 31 Like Fig. 29, but for time distributions.
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Figure 32 Distributions of the x-coordinate at the target (in spectrometer co-
ordinates). The distributions are shown for a typical run. To the left is the
distribution for 4.5� spectrometer, to the right is the distribution for 7� spectro-
meter.
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4.8.2 Dead-Time Correction

The data acquisition system was not able to detect all particles. Once the MAIN-

OR was triggered, it was not able to trigger again on any signal arriving within the

following 32 ns. Also, only the �rst four MAIN-OR signals of each spill could be

analyzed by the ADC modules.17 For illustration let us consider the measurement of

Ak at large x values. The cross-section is here bigger for spills with antiparallel beam

and target helicities than for spills with parallel helicities. Exactly this di�erence led

to our measured asymmetry. But spills with more events (helicity antiparallel) had

a bigger dead-time and therefore relatively more events were lost than for spills with

less events (helicity parallel). The dead-time e�ect therefore reduced the measured

asymmetry, and the dead-time correction corrected for this reduction.

While analyzing each run, the number of spills Ni with i = 0, 1, 2, : : : 16 or

more triggers were recorded (from TDC measurements). Practically no spill had

12 or more MAIN-ORs, therefore the upper limit of 16 hits per spill was su�cient.

The measured number of fully recorded MAIN-OR events was

Nmeas =

16X
i=0

�iNi; (144)

where �i = i for i � 4 and �i = 4 for i > 4.

The real number of MAIN-OR events for this run were then estimated via a ma-

trix P obtained from a simple Monte Carlo simulation. It was assumed that the

triggers were randomly distributed within the spill time of 2.2 �s, that the dead-

time was 32 ns, and that not more than 16 triggers appeared within the spill. The

matrix connected the number of real events with the number of measured events.

For example, the matrix elements Pn;m stood for the probability that n real triggers

lead to m measured triggers. Of course,
Pn

m=1 Pn;m = 1. From this, we were able

to estimate the total number of real events:

Nreal =

16X
n=1

n

16X
m=1

NmP
�1
n;m (145)

17 Strictly speaking, this \four-per-pulse" limitation was not due to dead-time problems,
but we still include it under the name \dead-time".
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The dead-time coe�cient was then

d =
Nreal

Nmeas

> 1: (146)

Separate dead-time corrections dL and dR were calculated for each run, spectrometer

and beam polarization sign, and were applied to the recorded number of eventsN raw
L

andN raw
R per x and Q2 bin. Dividing then by the chargeQL andQR of the incoming

electrons, one obtained the rates NL and NR from Eq. (143):

NL =
dLN

raw
L

QL
and NR =

dRN
raw
R

QR
(147)

Fig. 33 shows the dead-times for the deuteron 29 GeV runs. The horizontal axis lists

the average number of MAIN-OR triggers (as detected by the TDCs) per number

of spills.

Figure 33 Dead-times for 29 GeV deuteron runs. Included are both longitudinal
and transverse runs. The symbol \�" denotes electron runs, the symbol \+"
positron runs. To the left are the values for the 4.5� spectrometer, to the right
the values for the 7� spectrometer.

The 4.5� dead-time corrections were around dL;R � 1:05, while the 7� dead-time

corrections were considerably lower, around dL;R � 1:015, due to the decreased rate

in that spectrometer. They increased the integral of g1 over the measured x-region

by about 2% for the 29 GeV data. The positron run dead-times (with symbol + in

Fig. 33) had a very low rate, but still, some of them had a high dead-time in the

7� spectrometer. No plausible explanation exists for this, but the in
uence of these

runs on the data is negligible.
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4.8.3 Dilution Factor

A large portion of the counts detected in the spectrometer did not originate

from the polarizable protons or deuterons, but from other material in the target,

for example the nitrogen nuclei, the liquid helium which surrounded the ammonia

beads, the NMR coils, windows in the tailpiece and magnet holder, and the helium

gas in the bags surrounding the magnet. The ratio of counts from the free protons

or deuterons to the total number of counts is called the dilution factor f . The asym-

metry was divided by this factor f to yield the asymmetry which would have been

measured if the additional unpolarized nuclei would not have been present in the

scattering. The dilution factor assumes that all material other than the free protons

or deuterons were unpolarized. This is not quite correct, and another correction

factor, the nitrogen correction, was necessary to eliminate the in
uence of the polar-

ized material other than protons or deuterons (see following section). The dilution

factor was obtained by knowing how much material of each kind was in the beam

and by knowing the cross-sections for each type of material.

The cross-sections were determined in the following way: The dimensions of the

components were measured and their density obtained. The number of counts due

to nuclei other than nitrogen or hydrogen were proportional to:

�l(Np�p +Nn�n)gEMC
(x;A)

A
(148)

Here � stands for the density of the material, l for the length, Np for the proton

number, Nn for the neutron number, and A for the mass number of the nucleus.

�p and �n are the cross sections for proton and neutron. g
EMC

is the EMC e�ect

coe�cient, taken at the Bjorken x of the current bin and at atomic mass number A.

The fractional amount of ammonia was expressed via the packing fraction pf

which is the percentage of the volume occupied by ammonia beads in the target

cell. The other space in the target cell was �lled by liquid helium. Therefore, the

number of counts due to NH3 and He were proportional to:

(NH3) =
�NH3 lcell [3�p + (7�p + 8�n)gEMC

(x; 15)] pf
ANH3

(149)
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(He) =
�Helcell(2�p + 2�n)(1� pf )

AHe

(150)

Finally, the dilution factor was expressed by

f =
�NH3 lcell3pf=18

(NH3) + (He) +
P

others
� UNH3

Uall
(151)

with UNH3 standing for the radiative correction for ammonia and Uall for all material

together. The ratio Fn
2 =F

p
2 (obtained from Refs. [10] and [11]) was used as �n=�p.

The packing fraction was crucial for the correct determination of the dilution

factor. It was estimated through an analysis of the rates as well as through an

analysis of X-ray attenuation measurements before and after the target stick was

used in the End Station [100] [101] [102]. The results from the rate analysis turned

out to be more reliable and were therefore used for the analysis described in this

dissertation (Table 11).

Table 11 Packing fraction pf used for the analysis. The di�erent sets were num-
bered by the insert number. For one run period, only 15NH3 was used as target
material.

insert # used for run # pf

15NH3 1 � 1205 0:665� 0:000
2 1206 { 2289 0:643� 0:017
3 2290 { 2481 & 2818 { 3378 0:588� 0:010
4 2482 { 2817 0:570� 0:043

5 2482 { 2817 0:574� 0:040

15ND3 1 � 1205 0:502� 0:000

2 1206 { 2289 0:632� 0:012
3 2290 { 2481 & 2818 { 3378 0:600� 0:012

Since the unpolarized cross-sections depended on the parameters x and Q2, and

the EMC e�ect on x, the dilution factor was calculated separately for each run and

each x bin using the mean x and Q2 as given by the events in that bin. In addition,

the packing fractions changed with each change of target material. For the target

material NH3, the dilution factor was around 0.16, for ND3, it was around 0.23.
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This means that for ND3 targets, only one in four counts originated from deuterons,

and for NH3 targets only one in six. Fig. 34 shows on the top the results versus

x for all proton runs (left 4.5�, right 7�), and on the bottom for all deuteron runs

used in the analysis. The x range extends down to x = 0:02 for the 16 GeV data.

Also the 9 GeV data were included. In each picture, distinct groups of lines are

visible, corresponding to targets with di�erent packing fractions. The shape of each

line depends on the EMC e�ect and the cross-sections. The average x and Q2 of

each run was used to calculate the dilution factor. Depending on the actual sample

of electrons during the run, the x and Q2 di�ered slightly within the bins, causing

small deviations within the groups of lines.

Figure 34 Dilution factor for all runs. On the top proton runs, on the bottom
deuteron runs. 4.5� spectrometer on the left, 7� spectrometer on the right. The
parallel lines are due to distinct packing fractions for di�erent sets of target
material.
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4.8.4 Nitrogen Correction

Besides the protons in 15NH3 and the deuterons in
15ND3, also other polarizable

nuclei were in the target: The 15N itself was polarizable, it was contaminated

with 14N (� 2%), and the deuteron was contaminated with protons (� 1:5%).

The additional protons in 15ND3 were also referred to as \residual protons". All

electrons scattered from polarized nuclei contributed to the measured asymmetry.

The nitrogen correction compensated for this e�ect coming from the nitrogen nuclei

and residual protons in the target.18

The biggest factor in the nitrogen correction was the polarization of 15N. An 16O

nucleus has an equal number of protons and deuterons, which pairwise add up to

spin zero and therefore to zero magnetic moment. Removing one proton from such

a nucleus, leads to 15N with a magnetic moment approximately equal but opposite

in sign to the proton magnetic moment. Scattering from such a nucleus involves the

proton asymmetry. Therefore, the deuteron asymmetry has to be corrected with

the proton asymmetry, and this dissertation also had to analyze the proton data.19

The Equal Spin Temperature (EST) Hypothesis (see page 60) suggests that in

a polarizable composite material the spin temperature of every element is the same.

The polarization of the di�erent elements are then related to each other via the value

of the magnetic moment. Knowing the polarization of the deuterons would then lead

us to the polarization of 15N. Since experiments suggested that the EST hypothesis

does not hold for N15 [74], the polarization of 15N and the residual protons was

measured separately after the experiment by selecting a slightly di�erent resonance

frequency. For the target material 15NH3, the following �t was used to express the

15N polarization PN in terms of the polarization of the protons Pt:

PN = 0:136Pt � 0:183P 2
t + 0:335P 3

t (152)

18 The fact that the material of the target cup, Torlon, also contained protons which

become polarized, is here not important, since nothing of the target cup was inside the

beam. It, however, a�ected the NMR measurement. The end caps of the target cup, i.e.,
the part inside the beam, was made out of aluminum.
19 Of course, when combining the proton and deuteron results to obtain gn1 or g

p
1 � gn1 ,

the proton results also have to be known.
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For example, if the proton polarization of the 15NH3 target was 70%, the nitrogen

nuclei were then polarized to about 12%. For the target material 15ND3, the
15N

polarization, PN , was expressed as

PN = �0:40Pt; (153)

Pt being the polarization of the deuterons. The residual proton polarization was

expressed as:

Pp = 0.191 + 0.683 Pt for Pt > 0:16

= 1.875 Pt for Pt � 0:16
(154)

In a 30% polarized 15ND3 target, the
15N nuclei were then polarized to about 12%,

while the residual protons were polarized to about 40%. The polarization of 14N

was inferred from the measured 15N polarization assuming that the polarization

was equal and opposite in sign to the one of 15N.

Let Anc be the uncorrected asymmetry, Ac the corrected. The formula for the

correction to the proton asymmetry is [103]:

Ap
c = [1 + Cp]A

p
nc (155)

with

Cp = �
1

3

1

3

PN

Pt
gEMC(x; 15): (156)

Here PN and Pt stand for the N15 and proton polarization. gEMC(x; 15) is the

correction for the EMC e�ect taken at atomic mass number 15. The �rst factor

�1
3
comes from Clebsch-Gordan coe�cients involving the nitrogen wave function.

The second factor 1
3
re
ects the fact that ammonia has three hydrogen atom for each

nitrogen atom. The error on the term Cp was estimated to be about 0.2 relative.

The contribution of 14N to the asymmetry was neglected here. If the radiative

corrections were added to Ap
c , we obtained the full asymmetries Ap

k
and A

p
?
.

For the deuteron asymmetry, the correction was more complicated, since the

proton asymmetry had to be used as one of the inputs. Here

Ad
c = C1

�
Ad
nc � C2

�
(157)
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with

C1 =
1

1� �p +Dn=

and C2 =

UpF
p
2

UdF
d
2

(Dn �Dp)(A
p �Rp): (158)

Ap is the �nal proton (Born) asymmetry Ak or A?. Subtracting from it the radia-

tive correction to the asymmetry Rp, leads again back to the radiated asymmetry

[which is equal to Ap
c in Eq. (155)]. Up and Ud are the radiative corrections to the

unpolarized cross-sections. The remaining factors are de�ned as

�p =
number of protons

number of deuterons + number of protons

Dn = �N
PN

PD

g
EMC

(x; 15)

9

Dp = �p
Pp

PD
+ (2�N � 1)

PN

PD

g
EMC

(x)

9

Dn �Dp =
PN

PD

g
EMC

(x)

9
(1� �N )� �p

Pp

PD

(159)

where �N =
number of 14N

number of 14N + number of 15N
Pp

PD
=

polarization of proton

polarization of deuteron

PN

PD
=

polarization of 15N

polarization of deuteron

= � polarization of 14N

polarization of deuteron
< 0:

During the analysis, Ad
k
was corrected with A

p
k
, and Ad

?
was corrected with A

p
?
.

Fig. 35 shows both A
p
k
and A

p
?
.

4.8.5 Background Subtraction: Pions and Electrons

from Pair Production

Although the detectors were designed to distinguish between electrons and other

particles, especially pions (��), some background from misidenti�cation still re-

mained. In addition, electron and positron pairs were created from decay photons
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Figure 35 A
p
k
and A

p
?
for 29 GeV as used for the nitrogen correction. None of

the high-x bins were combined.

of �0 particles. Both the pions and electrons from �0 decay had no asymmetry.

Therefore the measured asymmetry would be diluted, if no correction is applied.

To minimize the in
uence of both the misidenti�ed pions and the electrons from

pair production, some run time was spent on spectrometer settings at exactly the

opposite momentum, e.g., +11:5 GeV instead of �11:5 GeV. These runs were called
\positron" or \pion" runs. In this way, only �+ and e+ were recorded. As seen in

Fig. 36, up to 10% of the events in the lowest x-bin came from this background.

We assumed that the production of �+ was as likely as the production of ��, as

well as that as many electrons from pair production were detected in the negative

spectrometer setting as positrons from pair production were detected in the positive

spectrometer setting.
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Figure 36 Ratio of pion to electron rate versus x. The pion rate was measured
with opposite spectrometer settings and included both pions (�+) as well as
positrons from �0 decay.

The correction was applied in the following way: For electron and positron runs,

separate asymmetries were determined. The positron asymmetry A+ was then

subtracted from the electron asymmetry A�, weighted by the rates N+;� (number

of events per incoming charge) for positron and electron runs:

A = A�
N�

N� �N+

�A+

N+

N� �N+

(160)

This approach is mathematically practically equivalent to directly subtracting the

rates, but is more exact since it takes into account that positron runs might have

di�erent target or beam polarizations than electron runs. Figs. 37 and 38 show the

pion and pair-production asymmetries for the proton and deuteron at 29 GeV in

the longitudinal setting. We see that the pion asymmetry is consistent with zero

within our error bars.

No runs with reversed spectrometer settings were taken at beam energy 16 GeV

for the higher momentum setting (see Table 7). However, the pion contamination

was larger at the low x-bins which were not covered by the 16 GeV high-momentum

setting. Furthermore, all 16 GeV runs were analyzed together. Hence, the pion

asymmetry from the low-momentum 16 GeV runs was applied to the combined

electron asymmetry from the low- and high-momentum 16 GeV runs. In this way,

the 16 GeV high-momentum data were also corrected for the pion contamination.
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Figure 37 Pion asymmetries from 29 GeV proton data at longitudinal target
polarization. The statistical error is increasing with x, as the cross-section for
pion production decreases. For this reason, no asymmetry could be calculated
for some of the high-x bins, marked on the plot by a cross located at zero.

Figure 38 Same as Fig. 37, but for deuteron.
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4.8.6 Radiative Corrections

The desired result of the experiment is a description of the scattering of lep-

tons from nucleons like shown in Fig. 1, where only one single photon is exchanged

between the electron and the nucleon. The interaction with the exchange of only

one particle is called the \Born"-term. In reality, however, the interaction of the

electron with the photon is more complicated. For example, a particle-antiparticle

loop within the virtual photon propagator can appear (vacuum polarization), a pho-

ton can be exchanged between the incoming and the outgoing electron line (vertex

correction), a photon can be emitted from the electron line (Bremsstrahlung), or

multiple soft photons can be exchanged between electron and nucleon. Since Quan-

tum Electrodynamics (QED) is very well known, and since its coupling constant �

is very small, a relatively exact perturbative calculation to low order permits us to

correct the measurement to obtain the Born-term illustrated in Fig. 1.

The process for correcting for the above-mentioned e�ects is through the so-

called internal radiative corrections. These account for higher order QED e�ects

at the time of the interaction. Another important type of radiative corrections are

the external corrections. They take into account the emission of photons o� the

electrons before or after the interaction. The energy loss due to ionization inside

the material which the electrons are crossing is negligible at the E143 kinematics

and was not corrected for.

The radiative e�ects in
uence our data in the following way: The experiment

measured the energy and direction of the scattered electrons from which the energy

of the virtual photon was inferred. Radiative e�ects cause the incoming and out-

going electron to lose some of its energy and cause the electron-nucleon interaction

to be di�erent from how it would be if only one single photon would be exchanged.

If radiative corrections were neglected, incorrect photon momenta would be inferred

from the observed electrons, and events would be placed into wrong x-bins. Ra-

diative corrections describe this shift. Both the unpolarized cross-sections and the

cross-section asymmetries had to be corrected. In both cases, the cross-sections or

asymmetries were required as input. Since the asymmetries were measured in the

experiment, several iterations were necessary to obtain a consistent solution.
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The unpolarized radiative corrections were necessary for the dilution factor

and the nitrogen correction and were calculated with two sets of codes, called IN-

TERNAL and EXTERNAL, based on formulas from Ref. [104]. The thickness and

density of each material through which the electrons traveled had to be known.

Both internal and external corrections were calculated and combined to one multi-

plicative factor U :

actual cross-section � U Born cross-section (161)

Separate radiative corrections had to be calculated for the cross-sections of proton,

deuteron and all material in the target. Also for the carbon and empty targets,

separate cross-sections had to be determined.

The asymmetries were corrected in a similar way as the unpolarized cross-

sections. The internal radiative corrections to the asymmetry were calculated ac-

cording to Ref. [105]. They included the vacuum polarization term for leptons,

the vertex correction at the electron vertex, and the Bremsstrahlung e�ect on the

incoming and outgoing electron line. The nucleon vertex and Bremsstrahlung cor-

rections were negligible and not considered. The cross-sections were written as

a combination of polarized (p) and unpolarized (u) cross-sections:

�#" = �u + �p �"" = �u � �p (162)

The internal corrections then modi�ed the Born cross-sections in the following way:

�
p
int = �

p
Born (1 + �V + �

p
el + �

p
inel)

�uint = �uBorn (1 + �V + �uel + �uinel)
(163)

Here �V was the correction due to the vertex and vacuum polarization (same term for

the polarized and unpolarized cross-section), and �pel and �
p
inel was the correction due

to the tail from internal Bremsstrahlung. The contribution from elastic and inelas-

tic scattering were obtained separately. For the deuteron targets, the quasi-elastic

scattering (scattering o� a single nucleon inside the deuteron nucleus) also con-

tributed.20 The correction due to vacuum polarization and electron vertex was inde-

pendent from the polarization of the electron and photon, while the Bremsstrahlung

20 Although the nitrogen contained in the target was also slightly polarized, this was
neglected for the radiative correction to the asymmetry. The nitrogen contribution to the
asymmetry was corrected for in the nitrogen correction, and the dilution factor took into
account the unpolarized radiative corrections for events originating from nitrogen nuclei.
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corrections were di�erent for polarized and unpolarized cross-sections because the

cross sections and the Bremsstrahlung themselves depend slightly on the polariza-

tion.

Both the polarized and unpolarized internally corrected cross-sections were then

externally corrected for Bremsstrahlung via the formula:

�ext(Ei; Ef ; ti; tf ) =

Z Z
I(Ei; E; ti)�int(E;E

0)I(E0; E0f ; tf ) dE dE0 (164)

where I(E;E0; t) is the probability that an electron of energy E loses energy E�E0

while going through material of thickness t. The quantities ti and tf are the thick-

ness of the material through which the electron traveled before and after the inter-

action. Ei and Ef are the measured initial and �nal electron energies. The radiated

asymmetry was then given by

Arad =
�
p
ext

�uext
: (165)

The calculations required the asymmetries as input. For this, a Q2-dependent

�t to the 29, 16.2, and 9.7 GeV A1 data was used with g2 = gWW
2 [Eq. (86)] for the

contribution due to the transverse asymmetry. Iterating this calculation produced

a consistent result. The additive radiative correction was then taken as ARC =

Aborn � Arad. The correction for the statistical error of the asymmetry was the

multiplicative term f , which assumed that the elastic (and quasielastic) tails are

background that can be treated statistically like a dilution e�ect. The measured

asymmetry was then corrected in the following way:

A � dA �! A+ARC �
dA

f
(166)

Fig. 39 illustrates the radiative corrections on the example of the asymmetry Ad
k
.

We see that for low x the asymmetry was overestimated, and underestimated for

higher x, between x = 0:2 and x = 0:5. The error on the asymmetry was also

underestimated for low x (1=f > 0), while the error did not change signi�cantly for

higher x (above x = 0:1: f � 1). At low x, where the asymmetry is close to zero,

the relative change due to radiative correction was up to 100%. The systematic

error of the radiative correction was estimated by varying the input models.
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Figure 39 Radiative corrections to asymmetry Ad
k
for the 4.5� (left) and 7�(right)

spectrometer. On the top is the additive radiative correction ARC with its syste-
matic error, on the bottom is the multiplicative correction f to the statistical
error.

4.8.7 Sign-change of A? for 7� spectrometer

As mentioned before, the transverse asymmetry A? is de�ned by

A? =
�# � �" 

�# + �" 
: (167)

The exact de�nition of the polarized cross-sections �# and �" is the following:

The �rst arrow stands for the beam helicity with the up-arrow for the helicity

pointing along, in the same direction as the beam direction. The second arrow

stands for the target polarization, and here an arrow to the left notes polarization

perpendicular to the beam line pointing to the same side as the scattered electron.

In order to be consistent with this de�nition, we had to multiply our result for 7�A?

by �1, which is equivalent to moving the 7� spectrometer to the other side. This
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sign change had to be done before the radiative correction was added, since ARC

used +7�, not �7� as the angle of the 7� spectrometer. The factor �1 appears in
Eq. (24) as the factor cos�.

4.9 From Asymmetries to
Structure Functions and Integrals

Once the asymmetries Ak and (for the beam energy 29 GeV only) A? were

extracted, the virtual photon asymmetries A1 and A2 could be obtained via

A1 =
1

D0

�
Ak
�
1 + 
2y=2

�
�A?


2y

2 tan(�=2)

�
(168)

A2 =

(2� y)

2D0

�
Ak +A?

y(1 + 
2y=2)

(1� y) sin �

�
: (169)

These equations are identical to Eqs. (51) and (52). Furthermore, the longitudinal

and transverse spin-structure functions g1 and g2 could be calculated via

g1(x;Q
2) =

F1(x;Q
2)

D0

�
Ak + tan

�

2
A?

�
(170)

g2(x;Q
2) =

F1(x;Q
2)

D0
y

2 sin �

�
E +E0 cos �

E0
A? � sin �Ak

�
: (171)

These relations were already mentioned earlier as Eqs. (30) and (31). The ratio of

the longitudinal over transverse cross-section R(x;Q2) = �L=�T was taken from a

global analysis of experiments performed at SLAC between 1970 to 1985 [9], and

the unpolarized structure function F1 was obtained from both R(x;Q2) and F2 via

F1 � F2
1 + 
2

2x(1 +R)
(172)

which is the same as Eq. (20) from Chapter 2. The structure function F2 has been

measured by SLAC [106] and CERN [10] [11]. For the analysis, we were using a �t

to the CERN data.

If A? is not measured, like for our 16 and 9 GeV data, one has to make an

additional assumption to obtain g1; one might set A? or g2 to zero, or one assumes

133



g2 = gWW
2 . The error on g1 due to the lack of knowledge of A? is not very large,

since A? enters Eq. (170) with the factor tan(�=2).

4.9.1 Kinematical Range of the Data

Experimentally, only a certain x-range of the deep-inelastic region could be mea-

sured. Extrapolations to x = 0 and x = 1 (described below) were therefore necessary

in order to obtain the integral
R 1
0
g1 dx. The data were binned into 38 logarithmic

equally spaced x-bins from x = 0:01 to x = 0:9. Not all of these bins contained valid

data. The kinematical range of the data was constrained by two major cut-o�s: the

cut-o� due to the acceptance, and the cut-o� due to the resonance region. For the

data with beam energy 29 GeV, practically no signi�cant number of events with

Q2 < 1 GeV2 were recorded, and a cut on those events had no in
uence.

The acceptance was determined by the physical limitations of the spectro-

meters like position and size of the magnets, magnet settings, as well as size and

position of the detectors. Due to tracking ine�ciencies, resolution smearing and

other imperfections, hits were still recorded for regions which due to those physi-

cal constraints should be void of events. A sharp drop in events, however, marked

the limit between the physical and unphysical region. In practice, the cut-o� was

selected by determining from histograms which E0 could still be reached by good

electrons. From this, combined with the average scattering angle (4.5� and 7�,

resp.), we were able to calculate the highest and lowest x allowed by the accep-

tance. Comparison with the borders of the x-bins let us then decide which x-bins

could be used and which not.

The cut on the resonance region determined the highest x-bins to be used.

Since resonances have de�nite orbital and total angular momentum, their produc-

tion cross-section is dependent on the polarizations of the incoming nucleon and vir-

tual photon. The measured spin asymmetry is therefore strongly in
uenced by these

resonances. The structure functions are no longer smooth in x, but show bumps at

resonance energies. Those bumps make it more di�cult to experimentally map out

the resonances well enough to allow a reasonable integration over this region. The
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resonance region amounted to little of the data at 16 and 29 GeV. However, the

9 GeV data contained enough data in the resonance region that a separate study of

this region was possible. In that region, dilution factor and radiative corrections and

resolution smearing had to be modeled via Monte Carlo code. The deep-inelastic

region, in contrast, did not require these simulations. Since this work only consid-

ered the deep-inelastic region, we had to determine a reasonable cut to avoid the

problems due to resonances.

The decision which data belong to the resonance region is usually based on W 2,

the square of the invariant mass of the undetected fragments in the reaction.

No �xed limit for the resonance region exists. The most important resonance is

�(1232), at W 2 � 1:5 GeV2. Others are located at higher energies, but are less

prominent and at even higher energies these resonances become so frequent and

overlap that they disappear in the deep-inelastic region. A cut of W 2 = 4 GeV2 is

usually considered clean, leaving practically all of the visible resonances below that.

In this work, W 2 = 4 GeV2 was used as the limit for the average of the bin, still

allowing some events of the bin to be below, even down to about W 2 = 3 GeV2.

Table 12 lists the lowest and highest x-bins used in the analysis.

Table 12 Lowest and highest x-bins used for the analysis. The data were binned
into 38 logarithmic equally spaced x-bins from x = 0:01 to 0:9. \16 high" and
\16 low" refers to the two sets of momentum settings mentioned in Table 7.

E in GeV lowest bin highest bin x range

4.5� 29 10 35 0.029 { 0.631
16 high 13 29 0.041 { 0.310

16 low 7 29 0.020 { 0.310
9 11 22 0.033 { 0.135

7� 29 18 37 0.075 { 0.800
16 high 21 33 0.107 { 0.498
16 low 15 33 0.053 { 0.498
9 18 27 0.075 { 0.245
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At even lower energy, the elastic peak would become visible (corresponding to

x = 1). Unfortunately, this region was not accessible to the spectrometer at the

magnet settings used during E143. Since the position of the elastic peak is, of

course, well known to be at the missing mass W = mp, it could have been used as

an absolute check of the momentum setting of the spectrometers.

4.9.2 Combining 4.5� and 7� Spectrometer Data

The property of scaling [see Eqs. (25) and (26)] is approximately true at our

kinematics. This allowed us to average results from di�erent experiments, or in our

case, the results from the 4.5� and 7� spectrometers even though their events had

di�erent Q2 values. We therefore calculated g1=F1 for the 4.5
� and 7� spectrometers

and averaged the values of the same x-bin together.

Another possibility was to assume that A1 and A2, the cross-sections in terms

of the virtual photon, are independent of Q2, and to average their results of the

two spectrometers. Strictly speaking, both ways are incorrect, since scaling is not

really true. The results di�er for both methods signi�cantly, as we will see in the

next chapter. We note here that the E143 data of Ap
2 were not consistent with

zero [59]. As mentioned before, A2 has the bound jA2j <
p
R, where R is the ratio

of longitudinal to transverse virtual photon cross-section. At in�nite Q2, A2 has

to approach zero, since R approaches zero [Eq. (46)]. This means that A2 has to

change with Q2. Ref. [26], for example, predicts that A2(x;Q
2) is approximately

proportional to
p
Q2 and expects the Q2-dependence of A2=

p
Q2 (and also of A1)

to be small.

It is currently not clear, which of the two ways to average the data is better.

This problem occurred for the �rst time in the analysis of the E143 29 GeV data

since A? was never before determined to high degree.

For each x-bin, the average of x and Q2 was calculated by adding the x and

Q2 values, respectively, and dividing by the number of events. However, when

combining the 4.5� and 7� data, the x values were averaged weighted by the error

of g1=F1 (or A1). This is justi�ed since the kinematical factors were di�erent for
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the two spectrometers and therefore gave di�erent weight to the number of events.

Similarly, when combining di�erent bins (e.g., for gn1 ), the error of the structure

function or asymmetry was used as weights in the calculation of the average x of

the bin.

4.9.3 Evolution to Common Q2

Related to the problems of combining the data from di�erent spectrometers is

the problem of evolving the results to one common Q2. Due to the kinematics of

the spectrometers, the low-x bins contained events with low Q2, and the high-x bins

events with high Q2. In contrast, the theoretical evaluation of the results required

all data points to be at a common Q2.

For combining the 4.5� and 7� spectrometer data, it was assumed that the ratio

g1=F1 is independent of Q2. This assumption was again exploited to obtain g1

at one common Q2. For E143, this Q2 was chosen to be Q2
0 = 3 GeV2, which is

approximately the average Q2 of the E143 events. To obtain g1 at Q
2
0, the value of

g1=F1 was multiplied by F1(x;Q
2
0) obtained from Refs. [9], [10] and [11].

The published results of E143 [90] [107] were obtained in this way. Another way,

evolving g1(x;Q
2) to g1(x;Q

2
0) via evolution equations, will be discussed later.

4.9.4 High-x Extrapolation

If the resonances would be well measured, the integration to x = 1 could be

performed directly from the experimental data without extrapolation. However, the

experimental measurements are currently not adequate, and instead the principle of

duality [108] is invoked for the integration to x = 1. It tells us that an extrapolation

from the deep-inelastic region into the resonance region will be like averaging out the

resonance bumps into a smooth curve, not losing any information for the integration.

From perturbative QCD, it is known that at x close to 1 more quarks point

parallel than anti-parallel to the helicity by a factor (1�x)2 [109]: q+ = q�(x)=(1�
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x)2 where q+ (q�) is the quark distribution with helicity parallel (anti-parallel) to

the nucleon helicity. This e�ect is called \helicity retention". More detailed analysis

lead to the following relations:

q+(x) � (1 � x)3 for x! 1 (173)

q�(x) � (1 � x)5 for x! 1 (174)

The strange quark distributions approach x = 1 with terms proportional to (1�x)5

or higher. We therefore �tted the highest three data points21 to

g1(x) = A(1 � x)3 (175)

and used the �t to calculate the integral for the range between the data region

and x = 1.

The error on the extrapolation was split up into a part considered as the statis-

tical error, a part due to the �tting, and a part due to the systematic errors on the

g1 data points. Neither one was signi�cantly large for the E143 results.

The error on the �tted value A was used to estimate the statistical error on the

integral. This error was later quadratically combined with the statistical errors for

the data region and low-x extrapolation.

The error due to the �tting was obtained in the following way: The number

of highest data points used in the integral was varied from two to six, and each

time the extrapolation integral was determined. The maximal di�erence of those

integrals to the integral obtained with the three highest data points was taken as

the �t error for the high-x extrapolation.

The systematic error of the high-x extrapolation estimated by how much the

extrapolation would change if the g1 measurements in the three highest x-bins

would be higher or lower as suggested by the systematic error of these data points.

For this, the integral in the high-x region was multiplied by the relative systematic

error on these three data points.

21 Here as well as for the low-x extrapolation, we refer to the 38 x-bins into which the
data were originally binned. Some of these bins were later combined to form larger bins,
but this was not yet done at this stage of the analysis.
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4.9.5 Low-x Extrapolation

The extrapolation to x = 0 is not as well understood as the extrapolation to

x = 1. One of the extrapolations currently suggested by theory is [110]

g1 = ax�� (� between �0:5 and 0): (176)

We adopted this as our standard extrapolation to x = 0. Of importance is the

question, how high up in x this functional form is valid. A �t to F2 turned out

to be stable when increasing the �tting range up to x � 0:1 [111]. The data up

x � 0:095 (corresponding to ten bins for the 29 GeV data) were �tted to the function

g1 = ax�� with either � = 0 or � = �0:5. Then the integral of g1 = ax�� over the

low-x region was calculated from these �ts. Let us call these integrals I0 and I�0:5.

Their average value

�I =
1

2
(I0 + I�0:5) (177)

was used as the value of the integral over the low-x extrapolation region. The sta-

tistical error was calculated from the error on the �tting parameter a, but this error

was, like in the high-x extrapolation, relatively small for E143 data. As mentioned

above, this error was quadratically combined with the statistical errors for the data

region and the high-x extrapolation.

Assigning the error due to the �t required some care, since the two variables a

and � were dependent on each other. However, the general principle was similar to

the procedure applied to the high-x extrapolation. The error estimation was done

in the following way:

The �rst �t error was taken as jI0 � �Ij = jI�0:5 � �Ij. For the second �t error,

the number of points included in the �t was varied from four to thirteen. The

maximal di�erence between �I and the integrals over the low-x region from these

�ts was taken as the second �t error. The �rst and second �t error were combined

quadratically to give the overall �t error for the low-x extrapolation.

Also the systematic error was obtained. It estimated, how the systematic error

on the g1 data a�ected the extrapolation. As done for the high-x extrapolation,

the relative systematic error on the data points included in the �t was multiplied
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by the integral over the extrapolation region. This was then the systematic error

on the low-x extrapolation. This systematic error as well as the systematic error

on the high-x extrapolation were later summed up with the systematic error on the

integral over the data range, since they were correlated with each other.

The most recent SMC publications, Refs. [2] and [5], �t their data to a constant

in g1, which would correspond to � = 0 in Eq. (176). Also proposed was the function

g1 � ln(1=x), since this form �ts the unpolarized structure function data at low x.

Results for these alternate assumptions will be presented later.

4.10 Systematic Error

The systematic error was calculated for the asymmetry A1 and for the structure

function g1. Only the systematic error due to Ak was considered while the syste-

matic error due to A? was neglected. Some of the errors were independent of x,

while others were di�erent for each x-bin. All errors were assumed to be correlated

between runs. (See also Ref. [111] for more details.)

Systematic Errors independent of x:

� The error of the beam polarization was estimated to be 0.024 (relative), since

the absolute error was 0.02 and the average beam polarization was about 0.85.

� The target polarization was assumed to have a relative systematic error of

0.025 for protons and 0.04 for deuterons. The error was assumed to be 100%

correlated between runs, since the systematic error was obtained from the spread

of the thermal equilibrium measurement results, each of which provided the

calibration constants for large groups of runs.

� The proton nitrogen correction [see Eqs. (155) and (156)] contributed with

a 0.004 relative systematic error since the correction Cp was always around 0.02,

while the relative error on Cp was estimated to be 0.2.
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Systematic Errors dependent on x:

� The error of the dilution factor consisted of several parts: The packing fraction

contributed with relative errors of 0.017 for proton and 0.02 for deuteron. The

weight of ammonia and helium was known to a relative error of 0.04. These two

errors were added in quadrature since they were independent from each other.

The remaining components depended on our knowledge of the unpolarized cross-

sections and were therefore added linearly, corresponding to 100% correlation.

The relative error from the cross-section ratio �d=�p was assumed to be 0.02. The

EMC e�ect was assumed to be known to 0.015 relative. NMR coil contributed

with a 0.2 relative error in the amount of wire in the target. This 20% relative

error did not a�ect the combined error very much since the amount of wire was

small compared to the amount of all other material.

� The deuteron nitrogen correction was applied via two factors, C1 and C2

[see Eq. (157)]. The error on C1 was neglected since this value was very small

and stable. The factor C2 contained the proton asymmetry and was calculated

for each x-bin and each run using the actually measured proton asymmetry.

These factors were then averaged over the run weighted by the statistical error

of the bin at each run, leading to C2. For the systematic error calculation, this

average value C2 was multiplied by the relative error of the proton asymmetry

to yield the systematic error.

� As mentioned before, the systematic error on the radiative corrections was

calculated for each x-bin by varying the input models. It is shown in Fig. 39.

� For the calculation of g1=F1, the depolarization factor D
0 contained the function

R === �L�L�L ===�T�T�T . Its systematic error was taken directly from the subroutine of

Ref. [9] and ranged from 3% to about 7.5%.

� For the calculation of g1, the unpolarized cross-section F1 was used to obtain

g1 from the ratio g1=F1. Its error could be treated together with the error due

to R which appeared in the depolarization factor D0. The ratio F1=D
0 can be

written in terms of the total cross-section � and the Mott cross-section �Mott:

F1

D0
=

�

�Mott

My

2(2� y) tan2(�=2)
(178)
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The variable y is again �=E, and the Mott cross-section is the cross-section for

a pointlike particle, and it is given by:

�Mott =
4�2E02 cos2(�=2)

Q4
: (179)

Since the Mott cross-section can be assumed to be known without error, the

error on F1=D
0 then only depended on the error of �, which was taken to be

proportional to F2. Hence the relative error on F1=D
0 was the relative error

on F2. The error on F2 could not be calculated from the data of Refs. [10]

and [11], since they only provided the central value FNMC
2 . Instead, a routine

based on Ref. [106] was used. In addition to the central value (called F
glob
2 ),

this routine provided a statistical error �F stat
2 and a systematic error. There is

also an overall normalization uncertainty n = 0:021 for protons and n = 0:017

for deuterons. The systematic error was then taken as

�F2

F2
=

vuut �F stat
2

F
glob
2

!2

+ n2 +

 
1� F

glob
2

FNMC
2

!2

: (180)

The error increased towards high x due to discrepancies of F glob
2 and FNMC

2 .

At low x (below 0.08), only the NMC data provide an accurate number for F2.

Here the error was taken to be �F2=F2 = 0:04, which is suggested from the

spread of the experimental data at these low x values.

In the overlap region of the 4.5� and 7� spectrometers, the errors were merged

using the errors on g1=F1 or g1 as weights. The errors were linearly combined if

they were correlated between the 4.5� and 7� spectrometer:

s =

s4:5�
�24:5�

+ s7�
�27�

1
�24:5�

+ 1
�27�

(181)

Here s stands for the systematic errors, and � for the statistical errors of g1=F1 or

g1. They were quadratically combined, if they were uncorrelated:

s2 =

�
s4:5�
�24:5�

�2
+

�
s7�
�27�

�2
1

�24:5�
+ 1
�27�

(182)
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The only uncorrelated error was the error due to the deuteron nitrogen correction,

since the statistical errors of the proton asymmetry were independent in the two

spectrometers.

The systematic errors were then smoothed by hand, since the calculated value

depended on the actual value of the asymmetry or structure function, although the

systematic error was actually a smooth function in x.

For the systematic error of the neutron structure function gn1 as well as of the

di�erence g
p
1 � gn1 , the errors due to the normalization uncertainty [see Eq. (180)],

the errors due to the beam polarization, and the dilution factor errors due to the

unpolarized cross-sections were assumed to be 100% correlated, while the other

errors were assumed to be uncorrelated.

The systematic error on the integral was calculated assuming that all errors

(but one) between the x-bins were 100% correlated. The only exception was the

deuteron nitrogen correction error. Here the systematic errors were (linearly) added

assuming that they were uncorrelated between x-bins because the errors originated

from the statistical errors of the proton asymmetry.

The systematic errors of the low- and high-x extrapolations were added together

with the systematic error for the data region. The sum was then quadratically

combined with the �t errors for the low- and high-x extrapolations to yield the

total systematic error on the integral.
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CHAPTER 5

RESULTS AND DISCUSSION

This chapter will �rst present the results from the 29 GeV data: asymmetries

and structure functions, as well as the integrals over the structure functions. The

emphasis of this dissertation was on the deuteron data to obtain gd1 . But since most

parts of the analysis also applied to the structure function gp1 , we will also mention

some of the proton results. Both structure functions were used to extract gn1 and

the result of the integral �p1 � �n1 , and their results will be presented. Also the

results of the helicity contribution of quarks will be shown. Afterwards, the results

of the systematic error analysis as well as of several checks, like using alternate

assumptions for the extraction of the data, will be discussed. Then, we will present

the results of the 16.2 and 9.7 GeV data and the results of an application of the

GLAP evolution equation to the E143 results. The results in this dissertation di�er

slightly from previously published values due to improvements in the analysis made

since then. These improvements are discussed at the end of this chapter.

Plots of the results will in general be shown with some x-bins combined, al-

though all calculations were done before combining the data points. Tables of the

asymmetries and structure functions are given in the appendix. Table 13 lists the

borders for all x-bins which contained valid data for the analysis. The average x

values mentioned in any later table can be compared with this table to check which

x values were included for that bin.
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Table 13 Bin numbers and their borders in x. Only those bins signi�cant for the
analysis are shown. During the analysis, the data were binned in 38 logarithmic
equally spaced x-bins from x = 0:01 to x = 0:9. For the �gures, some of these
x-bins were combined.

bin # x range bin # x range

7 0.0204 { 0.0229 23 0.1353 { 0.1523

8 0.0229 { 0.0258 24 0.1523 { 0.1715
9 0.0258 { 0.0290 25 0.1715 { 0.1931

10 0.0290 { 0.0327 26 0.1931 { 0.2173

11 0.0327 { 0.0368 27 0.2173 { 0.2446

12 0.0368 { 0.0414 28 0.2446 { 0.2754
13 0.0414 { 0.0466 29 0.2754 { 0.3100
14 0.0466 { 0.0525 30 0.3100 { 0.3490
15 0.0525 { 0.0591 31 0.3490 { 0.3929
16 0.0591 { 0.0665 32 0.3929 { 0.4423
17 0.0665 { 0.0749 33 0.4423 { 0.4979
18 0.0749 { 0.0843 34 0.4979 { 0.5604
19 0.0843 { 0.0949 35 0.5604 { 0.6309
20 0.0949 { 0.1068 36 0.6309 { 0.7102
21 0.1068 { 0.1202 37 0.7102 { 0.7995
22 0.1202 { 0.1353

5.1 Results from the 29GeV Data

5.1.1 Asymmetries and Spin-Structure Functions

5.1.1.1 The Deuteron Results: Ad

k
, Ad

?, g
d
1

The deuteron asymmetries Ak and A? were extracted from the 29 GeV data

according to the procedure described in the previous chapter. Fig. 40 shows these

asymmetries for both spectrometers. (The proton asymmetries were presented ear-

lier in Fig. 35.) The deuteron asymmetries are in the 10 to 20% range. Since the

dilution factor was around 0.23 and since the deuteron polarization was 40% or

less, the magnitude of the raw asymmetry of the measured counts was only a few
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Figure 40 Ak and A? from the 29 GeV deuteron results. Data are shown with
original binning in x.

percent. We also note that the asymmetry A? is consistent with zero at the given

statistics.

The asymmetries A1 and A2 are shown in Fig. 41. The approximate Q2-inde-

pendence of A1 and A2 is well visible. We remind the reader that the 4.5� and 7�

spectrometers di�er by about a factor of 2 in their coverage of Q2. For combining

the 4.5� and 7� data, it was assumed that the ratio g1=F1 was independent of Q
2.

Fig. 42 displays the combined asymmetry A1 (high-x bins pairwise combined) with

the most recent data from SMC [5]. Again, the E143 and SMC data sets have

widely di�erent Q2, but still no Q2-dependence is visible.

Again assuming that the ratio g1=F1 was Q
2 independent, the data from both

spectrometers were combined and multiplied by F1(x) at Q
2 = 3GeV2 to obtain
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Figure 41 A1 and A2 from the 29GeV deuteron results. Data are shown with
original binning in x.

gd1 at common Q2 = 3GeV2. Fig. 43 shows gd1 versus x, while Fig. 44 shows xgd1

versus x. Here the top bins were again pair-wise combined. Since F1 increases

with lower x, a small asymmetry in g1=F1 (or equivalently in A1) can translate into

a sizeable value of g1. We see in Fig. 43 also the large error bars on g1 at low x.

Multiplying g1 by x not only lets the error bars appear smaller, but it also has the

advantage that | if plotted on a logarithmic scale in x | the area under xg1 is

proportional to the integral over x (Fig. 44). As we can see, the integral was mostly

determined by the area above x � 0:1, since the structure function approached zero

at lower x.
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Figure 42 Ad
1, both spectrometers combined, with SMC data [5]. For the E143

results, the highest x-bins were combined. The band indicates the systematic
error of E143 Ad

1.

Figure 43 gd1 from 29 GeV data, both spectrometers combined. The band indi-
cates the systematic error.
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Figure 44 xgd1 from 29 GeV data, both spectrometers combined.

5.1.1.2 Extraction of Neutron Asymmetries and Structure Functions

Combining the deuteron result with the E143 proton numbers, we may calculate

the asymmetry An
1 and the structure function gn1 , using Eqs. (83) and (84). Fig. 45

shows the result of An
1 together with the E142 result [112], and Fig. 46 shows gn1

together with the SMC result [5] and the E142 result [112]. All three data sets are

at di�erent average Q2: E142 is at Q2 = 2GeV2, E143 is at Q2 = 3GeV2, and SMC

is at Q2 = 10GeV2. Each E143, every point shown in the �gures is the average of

three original bins, with exception of the highest points which is the average of the

highest four original bins. The E143 and E142 data feature error bars similar in

size and overall seem to agree, although E142 is lower between x = 0:1 and x = 0:3.

For clarity, two SMC points with x < 0:01 were not included in Fig. 46.
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Figure 45 Asymmetry An
1 from E143 29 GeV and E142.

Figure 46 Structure function gn1 from E143 29 GeV, SMC and E142. The band
indicates the systematic error of E143 gn1 .
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5.1.2 Sum Rules and Helicity Content

5.1.2.1 Ellis-Ja�e Sum Rules

Integration of the structure function g1 over x leads us to the integral �1, the

magnitude of which is predicted by the Ellis-Ja�e sum rules. Unless otherwise

noted, the Ellis-Ja�e predictions are always for Q2 = 3GeV2, which is close to the

average Q2 of the E143 events. At this Q2 = 3GeV2, the strong coupling constant

was extracted to be �s = 0:35 � 0:05 [113]. This value of �s was used for the

extraction of the sum rules. Throughout the analysis, the third-order leading twist

QCD corrections were applied [49]. The quoted error on the Ellis-Ja�e prediction

is solely due to the error on �s.

Table 14 presents the proton and deuteron results from E143. It lists not only

the total integral from 0 to 1, but also the integral over the data region and the

contribution of the low- and high-x extrapolations. Due to rounding, the sum of

the integral over the data region and the extrapolations does not always give the

same number as the integral from 0 to 1.

For the proton, the integral over x from 0 to 1 was determined to be �p1 =

0:127� 0:003 (stat)�0:008 (syst) at Q2 = 3GeV2. This may be compared to

the SMC result at Q2 = 10GeV2 of �p1 = 0:136� 0:011 (stat)�0:011 (syst) [2].
The Ellis-Ja�e sum rule prediction for proton at Q2 = 3GeV2 is �p1 = 0:160�0:007.
At Q2 = 10GeV2, it predicts �

p
1 = 0:171�0:005. The E143 proton integral disagrees

with the Ellis-Ja�e sum rule prediction by about three standard deviations.

The deuteron integral �d1 is with �d1 = 0:046� 0:003 (stat)�0:004 (syst) more
than three standard deviations lower than the Ellis-Ja�e rule prediction of �d1 =

0:069� 0:004. Currently, the latest result of SMC [5] is �d1 = 0:034� 0:009 (stat)

�0:006 (syst) at Q2 = 10GeV2 which must be compared to the Ellis-Ja�e rule

prediction of �d1 = 0:071� 0:004 at Q2 = 10GeV2.

To compare the E143 and SMC results, we present the data in a plot versus Q2,

with the Ellis-Ja�e prediction indicated as a function of Q2. Fig. 47 shows both the

E143 and SMC data for proton and deuteron. The error bars on the measurements
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Table 14 Results for the integration of gp1 and gd1 over x. The following errors
are listed: �rst the statistical error, second the systematic error, third the �t
error. The systematic error over x = 0 to x = 1 also contains the �t errors. For
comparison, the Ellis-Ja�e predictions with their theoretical errors are listed.

�
p
1 �d1

low x 0:006� 0:001� 0:001� 0:003 0:001� 0:001� 0:001 � 0:001
data range 0:120� 0:003� 0:007 0:045� 0:003� 0:004

high x 0:001� 0:001� 0:001� 0:001 0:000� 0:001� 0:001 � 0:001

0 to 1 0:127� 0:003� 0:008 0:046� 0:003� 0:004

EJ pred. 0:160� 0:007 0:069� 0:004

correspond to the combined statistical and systematic errors. The solid lines in these

pictures are the Ellis-Ja�e predictions at the di�erent Q2 values, starting at Q2 =

0:5GeV2. At this low Q2, we are clearly in the non-perturbative region, where the

QCD corrections to the Ellis-Ja�e sum rules have to be incorrect. The dependence

of the Ellis-Ja�e sum rule prediction on Q2 was only determined by the leading

twist QCD corrections up to third order. The dashed lines indicate the error on the

Ellis-Ja�e predictions due to the error on �s for Q
2 = 3GeV2. We see that both

E143 and SMC disagree strongly with the Ellis-Ja�e sum rule predictions.

As mentioned before, the E143 results of gp1 and g
d
1 were combined to extract the

neutron spin-structure function gn1 . By integrating gn1 over x in the same way as it

was done for gp1 and g
d
1, the neutron integral was determined as �

n
1 = �0:027� 0:008

(stat)�0:010 (syst) at Q2 = 3GeV2. E142 has measured for the same integral �n1 =

�0:032� 0:006 (stat)�0:009 (syst) for Q2 = 2GeV2, while SMC found [5] �n1 =

�0:063� 0:024 (stat)�0:013 (syst) for Q2 = 10GeV2. The Ellis-Ja�e sum rule

prediction for �n1 is �0:011�0:005 at Q2 = 3GeV2. (See Table 15.) We display the

experimental results in Fig. 48 together with the Ellis-Ja�e sum rule prediction simi-

larly as done in Fig. 47. Both the proton and deuteron results disagree with the Ellis-

Ja�e sum rule, and a disagreement is also expected for the neutron result. However,

Fig. 48 shows that the disagreement is not as striking as for proton and deuteron.

Both SMC and E142 seem to disagree with the Ellis-Ja�e prediction, while the E143

result is slightly more than one standard deviation from the prediction.
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Figure 47 Experimental results of �1 with Ellis-Ja�e predictions (solid lines) cal-
culated using third-order leading twist QCD corrections. To the left are the
proton results, to the right are the deuteron results. The error bars on the ex-
perimental results include both statistical and systematic errors. The errors on
the sum rule predictions at Q2 = 3GeV2 are indicated by the dashed lines.

Figure 48 Experimental results of the integral �n1 with the prediction of the Ellis-
Ja�e sum rule. See text and caption of Fig. 47 for details.
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Table 15 Results for the integration of gn1 and g
p
1�gn1 over x. The quantity g

p
1�gn1

was calculated from the proton and deuteron results of E143. The following errors
are given: �rst the statistical error, second the systematic error, third the �t error.
The systematic error for the integral from x = 0 to x = 1 also contains the �t
errors. In the bottom row, the predictions from the Ellis-Ja�e and Bjorken sum
rules are listed.

�n1 �
p
1 � �n1

low x �0:004� 0:001� 0:001� 0:003 0:010� 0:001� 0:001� 0:006

data range �0:024� 0:008� 0:009 0:144� 0:010� 0:014

high x 0:000� 0:001� 0:001� 0:001 0:001� 0:001� 0:001� 0:001

0 to 1 �0:027� 0:008� 0:010 0:154� 0:010� 0:016

EJ/Bj pred. �0:011� 0:005 0:171� 0:009

5.1.2.2 Bjorken Sum Rule

Again by combining the E143 proton and deuteron results, we calculated gp1(x)�
gn1 (x), the di�erence between the proton and neutron spin-structure function. Inte-

gration over x using the same procedure, which was applied for the previously men-

tioned integrals, yielded �p1��n1 , the integral predicted by the fundamental Bjorken
sum rule. At common Q2 = 3GeV2, we obtained �p1 � �n1 =

R 1
0
dx (gp1 � gn1 ) =

0:154� 0:010 (stat)�0:016 (syst), compared to the prediction of �p1 ��n1 = 0:171�
0:009 for the same Q2. The E143 result agrees therefore within less than one stan-

dard deviation with the sum rule prediction. SMC [5] is quoting for their experiment

�p1 � �n1 = 0:199 � 0:038 (stat. and syst.) at Q2 = 10GeV2. In Fig. 49, we again

display the experimental results with the Bjorken sum rule prediction in a plot

versus Q2.
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Figure 49 Experimental results of the integral �p1��n1 with the prediction of the
Bjorken sum rule. See text and caption of Fig. 47 for details.

5.1.2.3 Helicity Content

Using the measured integrals �1, the quark contribution �q to the nucleon heli-

city was extracted. From the proton integral �p1, we obtain �q = 0:27�0:09 (stat. &
syst.) for E143, compared to �q = 0:22� 0:10 (stat)�0:10 (syst) from SMC [2].

The E143 result takes into account the third-order leading twist QCD corrections,

and we may therefore consider the �q results as the value at Q2 = 1. However,

we remind the reader that contributions of higher orders of the leading twist cor-

rections as well as contributions due to higher twist might be signi�cant. They

were not corrected for and would a�ect the E143 results stronger than the SMC

results. From the Ellis-Ja�e sum rule, which assumes �s = 0 as well as SU(3) 
a-

vor symmetry, we would expect �q = 0:58. The strange quark helicity contribution

was determined by E143 to be �s = �0:10 � 0:03, con�rming the SMC result [2]

�s = �0:12� 0:04 (stat)�0:04 (syst).

We may also calculate the contribution of all quarks to the nucleon helicity from

the deuteron integral �d1. E143 obtains �q = 0:35�0:05, which is signi�cantly more
precise than SMC's result [5] of �q = 0:20 � 0:11. The strange quark-antiquark

contribution is determined by the E143 data to be �s = �0:08 � 0:02, compared

to �s = �0:12 � 0:04 from SMC. Fig. 50 displays the �q and �s results for the

SLAC and CERN experiments. All results follow the line de�ned by Eq. (103).
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Figure 50 �q vs. �s from all experiments. All data points fall onto one line,
since �s is linearly dependent on �q. The Ellis-Ja�e prediction is by assumption
at �s = 0.

5.2 Systematic Error and Checks

5.2.1 Results of Systematic Error Calculations

The results of the systematic error analysis are presented in Table 16, which

lists how much the di�erent sources contributed to the systematic errors of the

integrals. (See previous chapter for more information about these sources and how

their contribution to the systematic error was estimated.) The table shows that

for the proton several sources contributed strongly to the systematic error: dilution

factor, unpolarized cross-section, beam and target polarizations. For deuteron,

the main uncertainty came from the radiative corrections, followed by the target

polarization. For �n1 and �p1 � �n1 , the radiative correction, the dilution factor
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and the target polarization were the main sources of the systematic error. Due to

correlations, the beam polarization did not contribute as much to the systematic

error of �n1 as it did to the other results.

Table 16 Contribution of the systematic error sources to the integral over the
data region. Because of its small size, the nitrogen correction systematic error
was neglected for the gn1 and g

p
1 � gn1 error calculations.

�
p
1 �d1 �n1 �

p
1 � �n1

radiat. corr. 0.0021 0.0024 0.0056 0.0067

dilution fact. 0.0037 0.0012 0.0046 0.0073
F1=D

0 0.0034 0.0010 0.0023 0.0055
beam polar. 0.0029 0.0011 0.0005 0.0033
target polar. 0.0030 0.0018 0.0052 0.0074
nitrogen corr. 0.0005 0.0001 { {

combined 0.0068 0.0036 0.0092 0.0139

5.2.2 Alternate Low-x Extrapolations

The following three ways to extrapolate from the lowest x-bin to x = 0 were

proposed:

g1 = ax�� with � between �0:5 and 0

g1 = const. (183)

g1 = a ln
1

x

Table 17 lists their results for both the proton and the deuteron 29 GeV low-x

extrapolations. In either case, we used the lowest ten data points, up to x � 0:095.

We see that the smallest values of the extrapolation appear with the full Regge-

style �t g1 � x��, while the largest value appears for the g1 � ln 1=x �t, larger by

a factor of about 2. The error quoted for the Regge-style �t still covers the result

of the �t to a constant (by de�nition of the error), but does not cover the logarithm
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�t. Fig. 51 shows the g
p
1 (left) and gd1 (right) with the high-x �t and the discussed

low-x �ts. In the low-x region, the solid line corresponds to the Regge-style �t,

slowly approaching zero. The dotted line shows the logarithmic �t (appearing as

a straight line for the logarithmic scale in x), while the long dashes represent the �t

to a constant. Either kind of �t appears to be reasonable. For both the proton and

the deuteron g1 Regge-style �ts, � = �0:19 provided the integral with the average

of the integrals of � = 0 and � = �0:5 (see earlier section).

Table 17 Results of the low-x �ts using di�erent functions. The errors on the
Regge-style �t are the �t errors as explained in earlier section.

function proton deuteron

ax�� 0:0062� 0:0030 0:0012� 0:0008
const. 0.0087 0.0017
a ln 1=x 0.0147 0.0027

Figure 51 Proton and deuteron g1 (both spectrometers combined) with low- and
high-x �ts. At low x, the Regge-style �t (solid line), the logarithmic style (dotted)
and the �t to a constant g1 (long dashes) are shown.
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5.2.3 Assumption A1 and A2 are Q
2-Independent

All the results presented so far assumed that the ratio g1=F1 is independent

of Q2. This assumption was used to combine the 4.5� and 7� spectrometer and to

extract g1 at common Q
2.

A similar assumption, but also not exactly correct, is that A1 and A2 are in-

dependent of Q2. For comparison, this assumption was used here to combine the

two spectrometer data sets. For each spectrometer, �rst A1 and A2 were obtained

from Ak and A?. Then the 4.5� and 7� spectrometer data of A1 and A2 were

combined, and from those g1 was obtained. For the last step, again F1 was taken

at Q2 = 3 GeV2. Table 18 lists the results from this method together with the

results from the method of assuming g1=F1 to be independent of Q
2, as well as the

Ellis-Ja�e sum rule predictions. We see that there is noticeable di�erence in the

result depending on the assumption. This discrepancy is not accounted for in the

systematic error, and any result of the integral �1 therefore has to be considered

with care until agreement on the right extrapolation method is reached.

Table 18 Results for �p1 and �d1 at 29 GeV under the assumption of g1=F1 or
of A1 and A2 being independent of Q2. For the experimental results, only the
statistical errors are shown.

�p1 �d1

EJ pred. 0:160� 0:007 0:069� 0:004

g1=F1 ind. 0:127� 0:003 0:046� 0:003

A1 & A2 ind. 0:121� 0:003 0:043� 0:003
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5.2.4 Dependence on Direction of Target Magnetic

Field and Enhancement

A very important and easy check for a systematic trend is done by selecting only

runs in which the target �eld was pointing forward and comparing this result to the

results of runs in which the target �eld was reversed. Similarly, the enhancement

of the target polarization was sometimes positive, sometimes negative. In Table 19,

we present the results of the integral over the data region for the 29 GeV proton and

deuteron results using di�erent subsets. While the proton results all agree very well

with each other, the deuteron results for the positive and negative enhancement

with reversed B-�eld seem to be relatively far apart. Still, considering the large

error bars and the overall agreement of the other data points, we conclude that

no obvious trend can be seen with respect to the di�erent subsets. We also note

that some of these subsets contained no positron runs, and that their results have

therefore no background correction.

Table 19 Results for the 29 GeV integral over the data region for di�erent subsets
of the runs. The B-�eld of the target was either pointing forward or reverse, while
the enhancement of the target polarization was either positive or negative. The
results are shown with only the statistical error. One more decimal point than
usual is given for better comparison.

B-�eld & Enhancement proton deuteron

all runs 0:1202� 0:0032 0:0447� 0:0033

forward & positive 0:1234� 0:0054 0:0373� 0:0053
forward & negative 0:1204� 0:0058 0:0534� 0:0062

reverse & positive 0:1188� 0:0075 0:0660� 0:0083
reverse & negative 0:1137� 0:0080 0:0223� 0:0091

forward 0:1221� 0:0039 0:0440� 0:0040
reverse 0:1171� 0:0056 0:0453� 0:0062

positive 0:1219� 0:0044 0:0452� 0:0044

negative 0:1181� 0:0047 0:0443� 0:0051
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5.2.5 Inclusion of pre-ROD Data

In none of the results mentioned so far, the so-called pre-ROD data were in-

cluded. They consist of the runs from November 24, 1993 to December 1, 1993,

corresponding to run numbers from 1000 to about 1244. On the Repair Opportu-

nity Day (ROD) day of December 1, 1993, several hardware problems were �xed.

Most importantly, the mirrors in the 4.5� 4-m �Cerenkov detector were realigned,

and the electronics was changed so that from that time on the 120th pulse was read

out by the electronics. To take the problems prior to the ROD day into account,

the analysis was modi�ed for these pre-ROD runs:

� In the 4.5� spectrometer, no events were accepted for the analysis, in which the

track pointed to the bottom of the shower counter (y < �165 mm in spectro-

meter coordinates), since these events had to cross the area where the misaligned

mirror in the �Cerenkov tank was located. The �Cerenkov pulse heights of these

events would have been too low to allow a reasonably good separation of elec-

trons and pions.

� Instead of requiring that the recorded beam polarization agreed with the pre-

diction from the pseudo-random number generator, the value of the MACH line

(see Chapter 4) was used. In tests, the MACH line turned out to be the most

stable of all lines with the polarization bits.

Unfortunately, another problem existed for the pre-ROD runs. The polarization

of the proton/deuteron target was not known su�ciently well. Only two TE mea-

surement were performed, one at the begin and one at the end of the period, and

these measurements disagreed by about 20%. In addition, there are indications that

the target material in the cup settled, leaving parts of the cup �lled with only liquid

helium. An estimation was made to adjust the measurements of the target polar-

izations to take the target settling into account, but the uncertainty on the target

polarization is relatively high. Because of this, the pre-ROD data were excluded

from the regular data analysis.

The results of the integral over the data range are shown in Table 20. We see that

the statistical error is slightly smaller, while the central value changes noticeably.

161



Table 20 Results of the integral of gp1 and g
d
1 over the data range with and without

pre-ROD data. Only the statistical error is given. For easier comparison, four
digits behind the decimal point are shown. All other results presented in this
dissertation were obtained without the pre-ROD data.

proton deuteron

with pre-ROD data 0:1176� 0:0029 0:0434� 0:0031

without pre-ROD data 0:1202� 0:0032 0:0447� 0:0033

5.3 Results from 9.7 and 16.2GeV Data

The 9.7 and 16.2 GeV data were analyzed in the same way as the 29 GeV

data. However, since no data in the transverse mode were collected for the 9.7

and 16.2 data, A? was assumed to be zero. Fig. 52 presents the asymmetry A1

of both spectrometers for the 9.7 and 16 GeV proton data, and similarly Fig. 53

presents A1 for the deuteron data. The quantity xg1 is displayed in Fig. 54. Here

the structure function was evaluated at common Q2 = 3 GeV2. The original bin-

ning was retained. We see that the 9.7 and 16 GeV deuteron results are not as

statistically precise as the proton data. Furthermore, a relatively large portion of

the 9.7 GeV data at high x was cut out because of the resonances appearing there.

The 16.2 GeV data range from Q2 � 0:5 GeV2 to Q2 � 3 GeV2, while the 9.7 GeV

data have Q2 between 0.3 and 1 GeV2. This means that most of the data were

obtained from interactions with nucleons and not with single quarks.

An integration of the data does not make as much sense as for the 29 GeV data,

since the data range is smaller for both data sets which would require a longer ex-

trapolation. Furthermore, with such low Q2, higher twist e�ects may in
uence the

data. We still present the integrals over the data range in Table 21. For complete-

ness, the 29 GeV integrals are again listed.
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Figure 52 Asymmetry Ap
1 from 9.7 and 16.2 GeV data.

Figure 53 Asymmetry Ad
1 from 9.7 and 16.2 GeV data.
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Figure 54 Spin-structure function g1 for proton and deuteron at beam energies
9.7 and 16 GeV, both spectrometers combined, evolved to Q2 = 3 GeV2.

Table 21 Integrals of g1 over x for the data range at Q2 = 3 GeV2. Only the
statistical errors are shown.

beam energy x data range �p1 (data range) �
d
1 (data range)

29 GeV 0.0290 { 0.7995 0:120� 0:003 0:045� 0:003

16 GeV 0.0204 { 0.4979 0:099� 0:003 0:042� 0:006
9 GeV 0.0327 { 0.2446 0:042� 0:003 0:012� 0:004
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5.4 Application of Evolution Equations

This section presents results for the evolution of the E143 g
p
1 and gd1 results to

common Q2
0 = 3 GeV2. All results mentioned so far used the assumption that the

ratio g1=F1 is independent of Q
2. The only exception was the result which was cal-

culated with the assumption that A1 and A2 are independent of Q
2. As mentioned

before, both assumptions are only approximately correct. A better way to obtain

g1 at common Q2 involves the GLAP evolution equations which were introduced

earlier (see page 16). They take into account the leading twist QCD corrections,

which are the corrections due to gluon interactions. They can be written in orders

of �s. The analysis presented here restricts itself to the lowest order terms of the

leading twist corrections. Furthermore, no higher twist corrections (in orders of

1=
p
Q2, 1=Q2 etc.) were considered.

The analysis follows very closely the method described by Altarelli, Nason, and

Ridol� [17]. The code was �rst tested with the same input data as in Ref. [17]. The

results were compared to the results of Ref. [17] and found to agree well. Then the

code was applied to the E143 data.

The main equation for the analysis is Eq. (77):

g
p;d
1 (x;Q2) � g

p;d
1 (x;Q2

0) =
2

9
log

�s(Q
2
0)

�s(Q2)�Z 1

x

dy

y
g
p;d
1 (y;Q2)Pqq(x=y) +

2

3

Z 1

x

dy

y
�g(y;Q2)Pqg(x=y)

� (184)

First, the spin-structure function g1 was obtained with the x and Q
2 from the actual

data in each bin, i.e., no evolution to common Q2 was performed. A �t to the data

was used to analytically evaluate the �rst convolution integral according to Eq. (78).

Like in Ref. [17], the �ts to g1 were chosen to be of the form

gp1(x) = x0:2(1� x)3(A +Bx + Cx2 +Dx3); (185)

gd1(x) = x0:2(1� x)6(A +Bx + Cx2 +Dx3): (186)

The parameters A, B, C, and D were the �t parameters. If a gluon contribu-

tion was assumed, also the second convolution integral in Eq. (184) was evaluated.

Afterwards, Eq. (184) could be solved for g1(x;Q
2
0).
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The gluon contribution was assumed to have the shape

�g(x) = Cgx
�0:3(1� x)7 (187)

with the normalization constant Cg such that

Z 1

0

�g(x) dx = 5
�s(Q

2
EMC)

�s(Q
2
EXP)

: (188)

Here Q2
EMC was the average Q2 of the EMC experiment, which was 10.7 GeV2, and

Q2
EXP was the Q2 average of the experiment for which the data were evolved. For

this analysis, Q2
EXP was taken to be 3 GeV2, the same as Q2

0. Fig. 55 shows the

integrand of the convolution integral

1

z
�Pqg�g

�x
z

�
(189)

with Cg = 1 for di�erent x. The values of the strong coupling constant �s were

calculated by the formulas from Ref. [114] using three quark 
avors and � = 0:383.

Figure 55 Integrand of gluon convolution integral with Cg = 1.

As mentioned above, the evolution equations were implemented by �tting the

g1(x;Q
2) data to a function which was independent of Q2. In order to obtain

consistent results, we iterated the procedure. First, a �t to the experimental data

was used to obtain the evolved g1(x;Q
2
0). Then, these evolved g1(x;Q

2
0) values were

used for the �t, which again was used to calculate the convolution integrals and
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to evolve g1(x;Q
2) to g1(x;Q

2
0), and so on. The changes were, however, relatively

small, and a stable system developed after very few iterations. The results presented

here were obtained with 10 iterations.

Fig. 56 displays the evolved and unevolved g1 data points for the E143 proton

29 GeV data of the 4.5� spectrometer. The data points to the left with symbol �
show the unevolved data points, g1(x;Q

2). To the right, at the same Bjorken x, but

shifted for clarity, are the evolved data points, all evolved to Q2
0 = 3 GeV2. Here the

points with error bars and symbol + are the results using the standard assumption

of g1=F1 being Q
2-independent. The two other points are for the GLAP evolution

equation results: The diamonds indicate the results without gluon contribution, the

squares indicate the results with gluon contribution. Fig. 57 shows the results for

the 7� spectrometer, and Figs. 58 and 59 present the data for the E143 deuteron

29 GeV structure function. As expected, the gluon contribution has an e�ect only

in the low-x region.

The data from both spectrometers, both evolved to Q2
0 = 3 GeV2 with the

GLAP evolution equations, were combined and used to obtain the integrals �p1,

�d1, �
n
1 , and �p1 � �n1 . Table 22 presents the results. The column under the title

\evolution" indicates how the structure functions were evolved to the commonQ2
0 =

3 GeV2. \g1=F1 Q2-ind." indicates that the simple evolution as described in the

earlier sections was used, assuming that g1=F1 was independent of Q2. \GLAP,

no gluons" and \GLAP, gluons" indicates that the GLAP evolution equations as

described in this chapter were applied, either assuming no gluon contribution or

assuming gluon contribution. The integrals were calculated in two ways from the

g1 results. The �rst way, noted as \standard", obtained the integral over the data

range by summing up the data directly. The unmeasured region contributed through

the extrapolations to x = 0 and x = 1 as described in the previous sections. For

the second way, noted as \�t integrated", the �t to the structure functions was

integrated from x = 0 to x = 1.

Table 22 shows that the GLAP evolution equations decrease the proton and

deuteron integrals by 1 to 2%. The neutron integral �n1 and the Bjorken integral

�p1��n1 change by similar amounts. Whether or not a gluon contribution is assumed
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Figure 56 E143 proton 29 GeV g1 results unevolved and evolved to Q
2 = 3 GeV2

for 4.5� spectrometer data. See text for details.

Figure 57 E143 proton 29 GeV g1 data unevolved and evolved to Q2 = 3 GeV2

for 7� spectrometer data. See text for details.
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Figure 58 E143 deuteron 29 GeV g1 results unevolved and evolved to Q2 =
3 GeV2 for 4.5� spectrometer data. See text for details.

Figure 59 E143 deuteron 29 GeV g1 results unevolved and evolved to Q2 =
3 GeV2 for 7� spectrometer data. See text for details.
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Table 22 E143 results for the integral over g1, integrated over the data range or
over the full range from x = 0 to x = 1. In the �rst part, the proton integral �

p
1

is shown, in the second the deuteron integral, in the third the neutron integral
as calculated from the proton and deuteron structure functions. In the fourth
section, noted with "'b", is the integral of g

p
1 � gn1 . For better comparison, one

more digit than usual is given.

data evolution integral data range 0 to 1

E143 p g1=F1 Q
2-ind. standard 0:1202� 0:0032 0:1269� 0:0032

E143 p GLAP, no gluons standard 0:1158� 0:0025 0:1225� 0:0025

E143 p GLAP, gluons standard 0:1162� 0:0025 0:1234� 0:0025

E143 p g1=F1 Q
2-ind. �t integrated 0.1187 0.1276

E143 p GLAP, no gluons �t integrated 0.1149 0.1236
E143 p GLAP, gluons �t integrated 0.1150 0.1248

E143 d g1=F1 Q
2-ind. standard 0:0447� 0:0033 0:0461� 0:0033

E143 d GLAP, no gluons standard 0:0426� 0:0026 0:0441� 0:0026
E143 d GLAP, gluons standard 0:0429� 0:0026 0:0449� 0:0026
E143 d g1=F1 Q

2-ind. �t integrated 0.0413 0.0392
E143 d GLAP, no gluons �t integrated 0.0409 0.0397
E143 d GLAP, gluons �t integrated 0.0411 0.0419

E143 n g1=F1 Q
2-ind. standard �0:0273� 0:0079

E143 n GLAP, no gluons standard �0:0272� 0:0061
E143 n GLAP, gluons standard �0:0264� 0:0061

E143 b g1=F1 Q
2-ind. standard 0:1542� 0:0097

E143 b GLAP, no gluons standard 0:1497� 0:0075
E143 b GLAP, gluons standard 0:1499� 0:0075

changes the results relatively little. We recall that the size of the gluon contribution

with �g = 5 at Q2 = 10:7 GeV is actually larger than current estimates.

Integrating the �t causes a problem in the deuteron results. As can be seen in

Table 22, the integral for the data range is larger than the integral over the whole

x-region. This is due to the �t being negative at low x. For this reason, we did

not consider this type of evaluation for the later cases, the neutron and Bjorken

integral.
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Several improvements of this method are possible: Instead of using �ts of the

type described in Eqs. (185) and (186), other �ts to g1 may be used. Instead of

assuming �g to have the functional form Eq. (187), alternate forms of �g are

possible. And of course, higher order leading twist or higher twist corrections may

be included.

Overall, the application of the GLAP evolution equations was successful. The

results obtained with the GLAP evolution equations are noticeably but not widely

di�erent results from the ones assuming g1=F1 being independent of Q
2. This indi-

cates that the evolution presented in the papers published so far by the E143 col-

laboration is approximately correct. An evolution with more sophisticated GLAP

equations promises better results. The disadvantage of using these evolution equa-

tions is, however, their model-dependence.

5.5 Comparison to Previously

Published E143 Results

The E143 results for the spin-structure functions were published in four di�erent

letters. Ref. [90] presented g
p
1, Ref. [107] presented gd1 , and Ref. [59] presented g

p
2

and gd2 . Their results covered only the data for the beam energy 29 GeV. Data

from all three energies were published in Ref. [61] where the Q2-dependence of gp1

and gd1 was studied. A long paper to summarize all results and discuss more details

than the publications so far will be submitted at a later time.

The results in [90], [107], and [59] were obtained from the DST1 analysis, while

the Q2-dependence paper [61] used the DST2 analysis. The code which applied all

necessary corrections to the raw asymmetries also improvedwith time, and therefore

each of the four papers used slightly di�erent code to extract the structure functions.

Furthermore, the published proton result from Ref. [90] was used in Ref. [107] for

the extraction of the neutron result and the test of the Bjorken sum rule, although it

was obtained with di�erent code than the deuteron result of Ref. [107]. The results

of this dissertation were obtained with one consistent code. Table 23 compares

the earlier published results for �p1 and �d1 with the results from this dissertation.
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Table 23 Comparison of previously published E143 results of �1 with the results
from this dissertation.

Ref. [90] and [107] this work

�
p
1 0:127� 0:004 (stat)�0:010 (syst) 0:127� 0:003 (stat)�0:008 (syst)

�d1 0:042� 0:003 (stat)�0:004 (syst) 0:046� 0:003 (stat)�0:004 (syst)
�n1 �0:037� 0:008 (stat)�0:011 (syst) �0:027� 0:008 (stat)�0:010 (syst)

�
p
1 � �n1 0:163� 0:010 (stat)�0:016 (syst) 0:154� 0:010 (stat)�0:016 (syst)

Many changes were applied to the analysis code between the publication of the

29 GeV proton data [90] and the 29 GeV deuteron data [107]. Important changes

were also made since the publication or the deuteron data [107]; the most impor-

tant of them are listed here. [All changes were included in the analysis of this

dissertation.]

� For the DST2 analysis, new and improved timing constants were used for the

tracking code. Also, a correction was made to the �Cerenkov times to take into

account that a stronger pulse was reaching the threshold value of the discrimi-

nator slightly earlier than a weaker pulse. These new timing constants resulted

in improved tracking.

� The corrections for the depolarization of the ammonia due to heating by the

beam were applied. They increased each of the integrals �p1 and �d1 by about

0.0009 (absolute).

� The cut, how close the track had to point to the target, was raised from 10 mm

to 13 mm.

� The range for the acceptable E=p ratio (E energy of cluster, p momentum of

track) was originally 0.8 to 1.2. This range was later 0.8 to 1.25.

� Improved radiative corrections to the asymmetry were available.

� One more x-bin (bin #35) of the 4.5� 29 GeV data was used.

� All events above Q2 = 10 GeV2 were included. By error, these high-Q2 data

were excluded during the previous analyses. They have a noticeable, but not
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strong in
uence on the highest x-bins.

� Several runs were taken out for various reasons; a few runs were recovered.

� The parameterization of the unpolarized structure function F2 now includes the

data from Ref. [11].

Most of these changes had already been implemented for the results of the Q2-

dependence paper [61]. The results from Ref. [61] also included the pre-ROD data.

The pre-ROD data were not included for the proton paper [90], the deuteron pa-

per [107], or the g2-paper [59] and were also not included for this dissertation. The

in
uence of the pre-ROD data is discussed in an earlier section of this chapter. Fur-

thermore, a programming bug a�ected the results of the Q2-dependence paper [61],

decreasing �p1 by about 0.0014 (absolute) and increasing �d1 by about 0.002 (abso-

lute). This mistake did not a�ect any of the earlier publications [59] [90] [107] and

was corrected for the analysis presented in this dissertation.
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CHAPTER 6

CONCLUSION AND OUTLOOK

The present work added substantial information to our knowledge about the nu-

cleon spin-structure functions in deep-inelastic scattering. It provided | compared

to previous experiments | high-precision data of both g
p
1 and gd1 for the x-range

0.03 to 0.8. The measurement of the transverse asymmetry A? was also highly

improved, which allowed us to extract g1 from the 29 GeV data without having to

include a systematic error due to any assumption on A?. Because both the proton

and deuteron spin-structure functions were measured in the same experiment, the

systematic errors were minimized when combining the proton and deuteron data to

obtain the neutron structure function gn1 or the integrals �n1 or �p1 � �n1 .

The E143 results of the integrals �p1 and �d1 clearly con�rm the violation of

the Ellis-Ja�e sum rules for the proton and deuteron by at least three standard

deviations in each case. The neutron integral �n1 , obtained by combining the proton

and deuteron results, was, however, not in clear disagreement with the Ellis-Ja�e

sum rule of the neutron, since the disagreement was only slightly more than one

standard deviation. The result of �p1 � �n1 was found to be within less than one

standard deviation of the Bjorken sum rule. These results are therefore consistent

with the previous experiments and agree with conclusions that the Ellis-Ja�e sum

rules are violated, but that the important Bjorken sum rule is con�rmed.

Experiment E143 established, with the smallest error bars so far, that only about

30% of the nucleon spin is carried by quarks and that �s is around�10%. This once
again indicates the necessity to consider models in which other particles than only
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quarks play a role for the spin structure of the nucleon, and to study the in
uence

of SU(3) symmetry breaking.

The data were evolved to a common Q2 not only with the usual approximate

technique, but also with a second method, involving low-order GLAP evolution

equations. The analysis using the E143 results of this dissertation indicates that

this type of analysis has a measurable, but not large e�ect on the results. Similar

and more elaborate studies of this kind are currently performed at various institutes.

The dissertation also presents measurements of the spin-structure function g
p
1

and gd1 for beam energies of 16.2 and 9.7 GeV. Their average Q2 is lower than the

one of the 29 GeV results. Together with the E143 29 GeV and data from earlier

experiments, they provide a basis to test the Q2-dependence of the spin-structure

functions.

Another interesting question is the shape and magnitude of the spin-structure

functions at higher x and lower Q2. For this Q2 range, perturbative QCD calcu-

lations, like the ones used to calculate the leading order QCD corrections, are no

longer applicable. The E143 results, including the results from the resonance region,

which were not part of this dissertation and which will be published soon, will serve

at the high-Q2 end as the continuation of future low-Q2 experimental results.

During the coming years, the results of E143 may serve as input for phenomeno-

logical calculations and will be fundamental in tests of theoretical models. One of

the currently interesting topics is the magnitude of the gluon distribution. Esti-

mations of this quantity were already obtained with the previously published E143

results. New experiments at CERN and SLAC are expected to measure the gluon

spin-distribution directly.

On the shorter term, new data on g1 in the deep-inelastic scattering region will

soon become available. SMC is continuing its measurements, hence decreasing the

statistical errors of its results. New data are also soon expected to arrive from

the HERMES [115] detector at the Deutsches Elektronen-Synchrotron (DESY) in

Hamburg, Germany. Its kinematical coverage is similar to the one of E143, but it

can also detect and identify outgoing hadrons (semi-inclusive reaction) and will be

able to obtain additional information about the structure of the nucleons.
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At SLAC, experiment E154 ran in Fall 1995. It is the �rst experiment using the

upgraded A-Line, which allows beam energies of up to 50 GeV to be delivered to

End Station A. Similarly to E142, it measured the neutron asymmetry An
k
with

a polarized 3He target. E154 will publish its �rst results in short time. For early

1997, SLAC is expected to perform experiment E155, using essentially the same

polarized proton and deuteron target as E143. Also running at a beam energy of

50 GeV, it will further reduce the statistical errors on the spin-structure function

measurements and will be able to obtain data points at Bjorken x values as low

as x = 0:015.
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APPENDIX A

ASYMMETRY FOR

(L=2)-STATE IN DEUTERON

In this appendix, the result of Eq. (80) is derived. The equation connects the

asymmetry fromD-state deuterons (L=2) to the asymmetry from S-state deuterons

(L=0). Let us consider deuterons in the D-state 100% polarized to Jz = +1.

As shown earlier, they have to 10% spin Sz = +1, to 30% spin Sz = 0 and to 60%

spin Sz = �1. LetN be the total number of detected electrons, andNSz the number

of electrons coming from deuterons with spin Sz. Obviously, N = N+1+N0+N�1.

The subset N+1 is scattered with the same asymmetry as for the (L = 0)-state since

for both sets the spin is Sz = +1. Therefore the asymmetry for the N+1-subset is

N+
+1 �N�+1

N+
+1 +N�+1

= AL=0: (190)

The subset N0 is scattered without asymmetry, therefore N+
0 = N�0 = N0=2. And

the subset N�1 is scattered with the opposite asymmetry as the subset N+1:

N+
�1 �N�

�1

N+
�1 +N�

�1

= �AL=0 (191)

The total asymmetry for the (L = 2)-state is

AL=2 =
N+
+1 +N+

0 +N+
�1 �N�+1 �N�0 �N�

�1

N+
+1 +N+

0 +N+
�1 +N�+1 +N�0 +N�

�1

: (192)

This reduces to

AL=2 =
N+
+1 +N+

�1 �N�+1 �N�
�1

N
: (193)

Since N+
+1 �N�+1 = N+1AL=0 and N+

�1 �N�
�1 = �N�1AL=0 we obtain

AL=2 =
N+1AL=0 �N�1AL=0

N
=

=
0:1NAL=0 � 0:6NAL=0

N
=

= 0:1AL=0 � 0:6AL=0 = �0:5AL=0:

(194)

This is the result given in Eq. (80).
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APPENDIX B

TABLES: PROTON 29GEV

Table 24 Ak and A? proton 29 GeV results for the 4.5� spectrometer with sta-
tistical errors. The borders of the x-bins are listed in Table 13. Ak(uncorr) and
A?(uncorr) are the asymmetries not yet corrected for radiative e�ects.

<x> <Q2> Ak(uncorr) A?(uncorr) Ak A?

0:031 1:27 0:034� 0:020 0:081� 0:052 0:044� 0:025 0:084� 0:066
0:035 1:40 0:077� 0:015 0:034� 0:033 0:086� 0:019 0:037� 0:040
0:039 1:52 0:046� 0:014 �0:022� 0:023 0:055� 0:016 �0:019� 0:027
0:044 1:65 0:064� 0:013 �0:003� 0:019 0:072� 0:014 0:001� 0:021
0:049 1:78 0:072� 0:012 0:010� 0:017 0:079� 0:013 0:014� 0:019
0:056 1:92 0:072� 0:012 �0:004� 0:016 0:078� 0:013 0:000� 0:017
0:063 2:07 0:074� 0:011 0:005� 0:015 0:079� 0:012 0:009� 0:016
0:071 2:22 0:078� 0:011 0:005� 0:014 0:083� 0:011 0:009� 0:014
0:079 2:38 0:096� 0:011 �0:022� 0:014 0:100� 0:011 �0:017� 0:014
0:090 2:53 0:076� 0:012 �0:002� 0:014 0:079� 0:012 0:002� 0:015
0:101 2:69 0:109� 0:012 �0:004� 0:015 0:112� 0:012 0:001� 0:015
0:113 2:84 0:104� 0:012 �0:019� 0:015 0:106� 0:012 �0:015� 0:015
0:128 3:00 0:093� 0:013 �0:004� 0:015 0:095� 0:013 0:001� 0:016
0:144 3:15 0:083� 0:013 �0:025� 0:016 0:084� 0:013 �0:020� 0:016
0:162 3:30 0:110� 0:013 0:008� 0:016 0:111� 0:013 0:012� 0:016
0:182 3:45 0:107� 0:014 �0:011� 0:017 0:108� 0:014 �0:006� 0:017
0:205 3:59 0:094� 0:014 0:035� 0:017 0:095� 0:014 0:040� 0:017

0:230 3:73 0:115� 0:015 �0:008� 0:018 0:116� 0:015 �0:004� 0:018

0:259 3:85 0:105� 0:015 0:008� 0:019 0:106� 0:015 0:012� 0:019
0:292 3:98 0:094� 0:016 �0:037� 0:020 0:095� 0:016 �0:033� 0:020
0:328 4:09 0:108� 0:018 �0:042� 0:022 0:109� 0:018 �0:038� 0:022
0:370 4:20 0:078� 0:020 0:036� 0:025 0:080� 0:020 0:040� 0:025

0:416 4:30 0:138� 0:023 �0:016� 0:028 0:140� 0:022 �0:012� 0:028
0:468 4:40 0:138� 0:026 �0:060� 0:033 0:140� 0:026 �0:057� 0:033
0:526 4:47 0:131� 0:030 �0:035� 0:038 0:133� 0:030 �0:032� 0:038
0:592 4:55 0:062� 0:036 �0:055� 0:046 0:064� 0:036 �0:053� 0:046

178



Table 25 Ak and A? proton 29 GeV results for the 7� spectrometer with statis-
tical errors. Ak(uncorr) and A?(uncorr) are the asymmetries not yet corrected
for radiative e�ects.

<x> <Q2> Ak(uncorr) A?(uncorr) Ak A?

0:079 3:17 0:142� 0:039 �0:077� 0:067 0:150� 0:043 �0:070� 0:073

0:090 3:48 0:101� 0:027 0:020� 0:039 0:107� 0:029 0:026� 0:042

0:101 3:79 0:132� 0:023 0:012� 0:029 0:137� 0:024 0:019� 0:031
0:113 4:11 0:149� 0:021 �0:017� 0:026 0:153� 0:022 �0:010� 0:026

0:128 4:43 0:156� 0:020 �0:044� 0:024 0:158� 0:020 �0:037� 0:025

0:144 4:78 0:153� 0:019 �0:003� 0:023 0:155� 0:019 0:004� 0:023

0:162 5:13 0:167� 0:019 0:007� 0:022 0:168� 0:019 0:013� 0:022
0:182 5:49 0:188� 0:019 0:032� 0:022 0:188� 0:018 0:038� 0:022

0:205 5:86 0:212� 0:019 0:013� 0:022 0:212� 0:018 0:019� 0:022
0:230 6:24 0:148� 0:019 �0:007� 0:022 0:148� 0:019 �0:001� 0:022
0:259 6:60 0:247� 0:020 0:000� 0:023 0:248� 0:020 0:006� 0:023
0:292 6:97 0:194� 0:021 �0:023� 0:024 0:195� 0:021 �0:017� 0:024
0:328 7:34 0:193� 0:022 �0:034� 0:026 0:193� 0:022 �0:028� 0:026
0:370 7:69 0:188� 0:024 0:014� 0:028 0:189� 0:024 0:019� 0:028
0:416 8:04 0:242� 0:026 �0:057� 0:031 0:243� 0:026 �0:053� 0:031
0:468 8:37 0:221� 0:030 0:003� 0:034 0:222� 0:029 0:008� 0:034
0:526 8:68 0:231� 0:034 0:000� 0:040 0:232� 0:033 0:003� 0:040
0:592 8:99 0:221� 0:041 �0:023� 0:048 0:223� 0:040 �0:020� 0:048
0:666 9:26 0:151� 0:051 �0:031� 0:059 0:154� 0:050 �0:029� 0:059
0:750 9:53 0:218� 0:068 �0:070� 0:080 0:222� 0:068 �0:069� 0:081
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Table 26 g1=F1, A1 and A2 proton 29 GeV results (both spectrometers). The
�rst error is the statistical error, the second error on A1 is the systematic error.
The highest x-bins were pairwise combined.

<x> <Q2> g1=F1 A1 A2

0:031 1:27 0:062� 0:034 0:055� 0:034� 0:007 0:140� 0:108

0:035 1:40 0:119� 0:025 0:115� 0:025� 0:007 0:066� 0:066

0:039 1:52 0:076� 0:023 0:078� 0:023� 0:007 �0:029� 0:045

0:044 1:65 0:104� 0:021 0:104� 0:021� 0:007 0:006� 0:036

0:049 1:78 0:120� 0:020 0:119� 0:020� 0:007 0:030� 0:032
0:056 1:92 0:123� 0:020 0:124� 0:020� 0:007 0:007� 0:030

0:063 2:07 0:132� 0:019 0:130� 0:019� 0:008 0:025� 0:029

0:071 2:22 0:145� 0:020 0:144� 0:020� 0:008 0:027� 0:028
0:079 2:47 0:184� 0:020 0:188� 0:020� 0:009 �0:026� 0:028
0:090 2:77 0:152� 0:020 0:151� 0:020� 0:009 0:023� 0:028
0:101 3:09 0:216� 0:020 0:216� 0:020� 0:010 0:028� 0:028
0:113 3:40 0:226� 0:020 0:229� 0:021� 0:011 �0:008� 0:028
0:128 3:71 0:226� 0:021 0:231� 0:021� 0:012 �0:006� 0:028
0:144 4:04 0:224� 0:022 0:228� 0:022� 0:013 0:001� 0:029
0:172 4:56 0:295� 0:016 0:292� 0:017� 0:014 0:066� 0:021
0:218 5:24 0:326� 0:019 0:322� 0:019� 0:017 0:080� 0:024
0:276 5:89 0:416� 0:023 0:424� 0:024� 0:021 0:056� 0:029
0:350 6:57 0:419� 0:030 0:427� 0:031� 0:026 0:072� 0:038
0:443 7:23 0:610� 0:042 0:645� 0:045� 0:032 0:075� 0:053
0:560 7:79 0:640� 0:064 0:684� 0:070� 0:037 0:148� 0:083
0:711 9:41 0:571� 0:133 0:642� 0:147� 0:042 0:075� 0:169
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Table 27 Results of structure function g1 from the proton 29 GeV 4.5� spectro-
meter data with statistical errors. g1(exp) is the structure function at the mea-
sured x and Q2 value, while g1(3 GeV

2) is the structure function evolved to
common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was performed with the
assumption that g1=F1 is Q

2-independent, not with GLAP evolution equations.

<x> <Q2> g1(3 GeV
2) g1(exp)

0:031 1:27 0:283� 0:155 0:239� 0:131

0:035 1:40 0:483� 0:102 0:418� 0:089

0:039 1:52 0:277� 0:082 0:245� 0:072

0:044 1:65 0:337� 0:068 0:304� 0:061

0:049 1:78 0:347� 0:058 0:318� 0:053
0:056 1:92 0:316� 0:051 0:295� 0:047
0:063 2:07 0:299� 0:044 0:283� 0:041
0:071 2:22 0:293� 0:040 0:281� 0:038
0:079 2:38 0:328� 0:037 0:318� 0:036
0:090 2:53 0:246� 0:036 0:241� 0:036
0:101 2:69 0:330� 0:036 0:325� 0:035
0:113 2:84 0:297� 0:035 0:295� 0:034
0:128 3:00 0:254� 0:034 0:254� 0:034
0:144 3:15 0:213� 0:033 0:214� 0:033
0:162 3:30 0:272� 0:032 0:274� 0:032
0:182 3:45 0:250� 0:031 0:253� 0:032
0:205 3:59 0:214� 0:031 0:216� 0:031
0:230 3:73 0:244� 0:031 0:246� 0:031
0:259 3:85 0:211� 0:030 0:211� 0:031
0:292 3:98 0:173� 0:030 0:172� 0:030
0:328 4:09 0:183� 0:030 0:179� 0:030
0:370 4:20 0:124� 0:030 0:119� 0:029
0:416 4:30 0:185� 0:030 0:175� 0:028
0:468 4:40 0:156� 0:029 0:142� 0:027

0:526 4:47 0:124� 0:028 0:107� 0:024
0:592 4:55 0:048� 0:028 0:038� 0:022
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Table 28 Results of structure function g1 from the proton 29 GeV 7� spectrometer
data with statistical errors. g1(exp) is the structure function at the measured
x and Q2 value. g1(3 GeV

2) is the structure function evolved to common Q2 =
3 GeV2. The evolution to Q2 = 3 GeV2 was performed with the assumption that
g1=F1 is Q

2-independent.

<x> <Q2> g1(3 GeV
2) g1(exp)

0:079 3:17 0:345� 0:101 0:347� 0:102

0:090 3:48 0:233� 0:062 0:238� 0:064

0:101 3:79 0:271� 0:047 0:280� 0:048

0:113 4:11 0:273� 0:039 0:285� 0:041

0:128 4:43 0:259� 0:034 0:272� 0:036
0:144 4:78 0:238� 0:030 0:251� 0:031
0:162 5:13 0:240� 0:027 0:253� 0:028
0:182 5:49 0:252� 0:024 0:265� 0:026
0:205 5:86 0:262� 0:023 0:273� 0:024
0:230 6:24 0:169� 0:022 0:173� 0:022
0:259 6:60 0:262� 0:021 0:263� 0:021
0:292 6:97 0:188� 0:020 0:184� 0:020
0:328 7:34 0:168� 0:019 0:159� 0:018
0:370 7:69 0:148� 0:019 0:134� 0:017
0:416 8:04 0:162� 0:018 0:140� 0:015
0:468 8:37 0:128� 0:017 0:102� 0:013
0:526 8:68 0:111� 0:016 0:079� 0:011
0:592 8:99 0:087� 0:016 0:051� 0:009
0:666 9:26 0:046� 0:015 0:021� 0:007
0:750 9:53 0:045� 0:014 0:015� 0:005
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Table 29 Results of structure function g1 for proton 29 GeV (both spectrometers)
evolved to Q2 = 3 GeV2. The highest x-bins were pairwise combined. The �rst
error is the statistical error, the second is the systematic error. The evolution to
Q2 = 3 GeV2 was performed with the assumption that g1=F1 is Q

2-independent.

<x> <Q2> g1(3 GeV
2)

0:031 1:27 0:283� 0:155� 0:035

0:035 1:40 0:483� 0:102� 0:031

0:039 1:52 0:277� 0:082� 0:027

0:044 1:65 0:337� 0:068� 0:024
0:049 1:78 0:347� 0:058� 0:022

0:056 1:92 0:316� 0:051� 0:021

0:063 2:07 0:299� 0:044� 0:020
0:071 2:22 0:293� 0:040� 0:019
0:079 2:47 0:330� 0:035� 0:018
0:090 2:77 0:243� 0:031� 0:017
0:101 3:09 0:308� 0:028� 0:016
0:113 3:40 0:287� 0:026� 0:015
0:128 3:71 0:257� 0:024� 0:015
0:144 4:04 0:226� 0:022� 0:014
0:172 4:56 0:252� 0:014� 0:013
0:218 5:24 0:219� 0:013� 0:012
0:276 5:89 0:213� 0:012� 0:011
0:350 6:57 0:156� 0:011� 0:009
0:443 7:23 0:151� 0:010� 0:008
0:560 7:79 0:095� 0:010� 0:006
0:711 9:41 0:046� 0:010� 0:003
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APPENDIX C

TABLES: DEUTERON 29GEV

Table 30 Ak and A? deuteron 29 GeV results for the 4.5� spectrometer with sta-
tistical errors. Ak(uncorr) and A?(uncorr) are the asymmetries not yet corrected
for radiative e�ects.

<x> <Q2> Ak(uncorr) A?(uncorr) Ak A?

0:031 1:27 0:039� 0:025 �0:017� 0:071 0:035� 0:030 �0:014� 0:083
0:035 1:40 0:007� 0:018 �0:094� 0:048 0:003� 0:021 �0:092� 0:055
0:039 1:52 0:047� 0:017 0:089� 0:043 0:043� 0:019 0:091� 0:049
0:044 1:65 �0:007� 0:015 0:045� 0:037 �0:011� 0:017 0:047� 0:040
0:049 1:78 �0:006� 0:014 0:011� 0:032 �0:010� 0:015 0:013� 0:034
0:056 1:92 0:015� 0:014 0:029� 0:030 0:011� 0:014 0:032� 0:032
0:063 2:07 0:013� 0:013 �0:031� 0:028 0:010� 0:014 �0:029� 0:029
0:071 2:22 0:017� 0:013 �0:037� 0:027 0:014� 0:013 �0:035� 0:028
0:079 2:38 0:026� 0:013 0:015� 0:027 0:023� 0:013 0:017� 0:028
0:090 2:53 0:040� 0:014 0:002� 0:028 0:038� 0:014 0:005� 0:029
0:101 2:69 0:030� 0:014 0:037� 0:029 0:028� 0:014 0:039� 0:030
0:113 2:84 0:039� 0:015 �0:018� 0:030 0:037� 0:015 �0:015� 0:031
0:128 3:00 0:080� 0:015 �0:025� 0:031 0:079� 0:015 �0:023� 0:031
0:144 3:15 0:054� 0:015 0:008� 0:032 0:053� 0:015 0:011� 0:032
0:162 3:30 0:047� 0:016 �0:024� 0:033 0:046� 0:016 �0:022� 0:033
0:182 3:45 0:055� 0:017 �0:003� 0:034 0:054� 0:016 0:000� 0:034
0:205 3:59 0:049� 0:017 0:002� 0:036 0:049� 0:017 0:004� 0:036

0:230 3:73 0:020� 0:019 �0:028� 0:038 0:020� 0:018 �0:025� 0:038
0:259 3:85 0:021� 0:020 0:124� 0:041 0:021� 0:019 0:126� 0:041
0:292 3:98 0:054� 0:021 �0:030� 0:044 0:054� 0:021 �0:028� 0:044
0:328 4:09 0:077� 0:023 0:025� 0:049 0:078� 0:023 0:027� 0:049

0:370 4:20 0:071� 0:026 0:045� 0:055 0:072� 0:026 0:047� 0:055

0:416 4:30 0:062� 0:030 �0:081� 0:063 0:063� 0:030 �0:080� 0:063
0:468 4:40 0:009� 0:036 �0:005� 0:074 0:010� 0:035 �0:004� 0:075
0:526 4:47 0:064� 0:042 �0:021� 0:089 0:064� 0:042 �0:020� 0:090

0:592 4:55 0:057� 0:052 �0:075� 0:109 0:057� 0:052 �0:073� 0:110
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Table 31 Ak andA? deuteron 29 GeV results for the 7� spectrometer. Ak(uncorr)
and A?(uncorr) are the asymmetries not yet corrected for radiative e�ects.

<x> <Q2> Ak(uncorr) A?(uncorr) Ak A?

0:079 3:17 �0:016� 0:046 �0:115� 0:111 �0:021� 0:049 �0:111� 0:119

0:090 3:48 0:047� 0:032 0:082� 0:069 0:043� 0:033 0:086� 0:072

0:101 3:79 0:047� 0:026 0:023� 0:053 0:043� 0:027 0:026� 0:054

0:113 4:11 0:025� 0:024 �0:037� 0:047 0:022� 0:024 �0:034� 0:049

0:128 4:44 0:057� 0:023 �0:030� 0:044 0:053� 0:023 �0:026� 0:045
0:144 4:78 0:112� 0:022 0:005� 0:042 0:109� 0:022 0:009� 0:043

0:162 5:13 0:053� 0:022 �0:037� 0:041 0:051� 0:022 �0:034� 0:041

0:182 5:49 0:134� 0:022 0:031� 0:041 0:133� 0:021 0:034� 0:041

0:205 5:86 0:068� 0:022 �0:027� 0:041 0:067� 0:022 �0:023� 0:041
0:230 6:23 0:088� 0:023 �0:056� 0:043 0:088� 0:023 �0:053� 0:043
0:259 6:60 0:051� 0:024 0:010� 0:045 0:051� 0:024 0:013� 0:045
0:292 6:97 0:101� 0:026 �0:039� 0:048 0:101� 0:025 �0:036� 0:048
0:328 7:33 0:106� 0:028 �0:023� 0:052 0:108� 0:027 �0:021� 0:052
0:370 7:69 0:142� 0:030 �0:026� 0:057 0:143� 0:030 �0:024� 0:057
0:416 8:03 0:089� 0:034 0:037� 0:063 0:090� 0:033 0:039� 0:063
0:468 8:37 0:124� 0:038 �0:020� 0:072 0:125� 0:038 �0:017� 0:072
0:526 8:67 0:171� 0:045 �0:021� 0:085 0:171� 0:045 �0:019� 0:085
0:592 8:98 0:094� 0:055 0:156� 0:103 0:093� 0:055 0:159� 0:103
0:666 9:26 0:087� 0:070 �0:150� 0:131 0:085� 0:069 �0:148� 0:131
0:750 9:52 0:191� 0:095 �0:063� 0:174 0:189� 0:095 �0:060� 0:175
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Table 32 g1=F1, A1 and A2 deuteron 29 GeV results (both spectrometers). The
�rst error is the statistical error, the second error on A1 is the systematic error.
The highest x-bins were pairwise combined.

<x> <Q2> g1=F1 A1 A2

0:031 1:27 0:045� 0:039 0:046� 0:039� 0:007 �0:022� 0:137

0:035 1:40 �0:001� 0:028 0:008� 0:028� 0:007 �0:152� 0:091

0:039 1:52 0:065� 0:026 0:056� 0:026� 0:006 0:154� 0:081

0:044 1:65 �0:013� 0:024 �0:018� 0:024� 0:006 0:079� 0:068

0:049 1:78 �0:014� 0:023 �0:015� 0:023� 0:005 0:023� 0:060
0:056 1:92 0:020� 0:023 0:016� 0:023� 0:004 0:057� 0:056

0:063 2:07 0:014� 0:023 0:019� 0:023� 0:004 �0:053� 0:054

0:071 2:22 0:021� 0:023 0:027� 0:023� 0:004 �0:065� 0:053
0:079 2:48 0:034� 0:023 0:032� 0:023� 0:004 0:020� 0:054
0:090 2:78 0:072� 0:023 0:068� 0:023� 0:005 0:042� 0:054
0:101 3:11 0:061� 0:023 0:054� 0:023� 0:005 0:075� 0:053
0:113 3:43 0:056� 0:024 0:061� 0:024� 0:006 �0:039� 0:053
0:128 3:75 0:127� 0:025 0:133� 0:025� 0:007 �0:037� 0:054
0:144 4:07 0:153� 0:025 0:151� 0:026� 0:008 0:035� 0:055
0:173 4:60 0:143� 0:019 0:146� 0:020� 0:009 0:005� 0:041
0:218 5:28 0:126� 0:023 0:137� 0:024� 0:011 �0:040� 0:047
0:276 5:94 0:143� 0:029 0:132� 0:030� 0:013 0:068� 0:058
0:350 6:62 0:286� 0:038 0:284� 0:042� 0:017 0:058� 0:077
0:443 7:28 0:248� 0:055 0:265� 0:063� 0:022 0:047� 0:111
0:560 7:85 0:396� 0:088 0:385� 0:105� 0:028 0:203� 0:178
0:712 9:40 0:368� 0:184 0:537� 0:226� 0:036 �0:248� 0:361
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Table 33 Results of structure function g1 from the deuteron 29 GeV 4.5� spec-
trometer data with statistical errors. g1(exp) is the structure function at the
measured x and Q2 value, while g1(3 GeV

2) is the structure function evolved to
common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was performed with the
assumption that g1=F1 is Q

2-independent.

<x> <Q2> g1(3 GeV
2) g1(exp)

0:031 1:27 0:197� 0:173 0:165� 0:145

0:035 1:40 �0:002� 0:111 �0:002� 0:096

0:039 1:52 0:226� 0:090 0:199� 0:079

0:044 1:65 �0:041� 0:075 �0:037� 0:067

0:049 1:78 �0:038� 0:064 �0:035� 0:058
0:056 1:92 0:048� 0:055 0:045� 0:052
0:063 2:07 0:030� 0:048 0:029� 0:046
0:071 2:22 0:041� 0:043 0:039� 0:042
0:079 2:38 0:073� 0:041 0:071� 0:040
0:090 2:53 0:111� 0:040 0:109� 0:039
0:101 2:69 0:081� 0:039 0:080� 0:038
0:113 2:84 0:094� 0:038 0:093� 0:038
0:128 3:00 0:190� 0:037 0:190� 0:037
0:144 3:15 0:124� 0:036 0:125� 0:036
0:162 3:30 0:098� 0:035 0:099� 0:035
0:182 3:45 0:112� 0:034 0:113� 0:034
0:205 3:59 0:096� 0:033 0:096� 0:034
0:230 3:73 0:035� 0:033 0:035� 0:033
0:259 3:85 0:044� 0:033 0:044� 0:033
0:292 3:98 0:082� 0:032 0:081� 0:032
0:328 4:09 0:111� 0:033 0:108� 0:032
0:370 4:20 0:092� 0:032 0:088� 0:031
0:416 4:30 0:064� 0:032 0:060� 0:030
0:468 4:40 0:009� 0:031 0:008� 0:028

0:526 4:47 0:046� 0:031 0:039� 0:026
0:592 4:55 0:031� 0:030 0:024� 0:023
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Table 34 Results of structure function g1 from the deuteron 29 GeV 7� spec-
trometer data with statistical errors. g1(exp) is the structure function at the
measured x and Q2 value, while g1(3 GeV

2) is the structure function evolved to
common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was performed with the
assumption that g1=F1 is Q

2-independent.

<x> <Q2> g1(3 GeV
2) g1(exp)

0:079 3:17 �0:060� 0:109 �0:061� 0:110

0:090 3:48 0:097� 0:067 0:099� 0:068

0:101 3:79 0:081� 0:049 0:084� 0:051

0:113 4:11 0:033� 0:041 0:034� 0:042

0:128 4:44 0:079� 0:035 0:082� 0:037
0:144 4:78 0:153� 0:031 0:160� 0:033
0:162 5:13 0:062� 0:028 0:065� 0:029
0:182 5:49 0:159� 0:025 0:165� 0:026
0:205 5:86 0:071� 0:024 0:073� 0:024
0:230 6:23 0:084� 0:022 0:085� 0:023
0:259 6:60 0:047� 0:022 0:046� 0:021
0:292 6:97 0:081� 0:021 0:078� 0:020
0:328 7:33 0:077� 0:020 0:072� 0:019
0:370 7:69 0:090� 0:019 0:080� 0:017
0:416 8:03 0:050� 0:018 0:042� 0:015
0:468 8:37 0:056� 0:017 0:043� 0:014
0:526 8:67 0:063� 0:017 0:043� 0:011
0:592 8:98 0:030� 0:016 0:017� 0:009
0:666 9:26 0:017� 0:015 0:008� 0:007
0:750 9:52 0:027� 0:014 0:009� 0:005
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Table 35 Results of structure function g1 for deuteron 29 GeV (both spectro-
meters) evolved to Q2 = 3 GeV2. The highest x-bins were pairwise combined.
The �rst error is the statistical error, the second the systematic error. The
evolution to Q2 = 3 GeV2 was performed with the assumption that g1=F1 is
Q2-independent.

<x> <Q2> g1(3 GeV
2)

0:031 1:27 0:197� 0:173� 0:033
0:035 1:40 �0:002� 0:111� 0:028

0:039 1:52 0:226� 0:090� 0:023

0:044 1:65 �0:041� 0:075� 0:018

0:049 1:78 �0:038� 0:064� 0:014

0:056 1:92 0:048� 0:055� 0:011
0:063 2:07 0:031� 0:048� 0:009
0:071 2:22 0:041� 0:043� 0:008
0:079 2:48 0:056� 0:038� 0:008
0:090 2:78 0:107� 0:034� 0:007
0:101 3:11 0:081� 0:031� 0:007
0:113 3:43 0:065� 0:028� 0:007
0:128 3:75 0:132� 0:025� 0:007
0:144 4:07 0:140� 0:023� 0:007
0:173 4:60 0:111� 0:015� 0:007
0:218 5:28 0:074� 0:013� 0:006
0:276 5:94 0:064� 0:013� 0:005
0:350 6:62 0:088� 0:012� 0:005
0:443 7:28 0:049� 0:011� 0:004
0:560 7:85 0:044� 0:010� 0:003
0:712 9:40 0:022� 0:010� 0:002
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APPENDIX D

TABLE: NEUTRON 29GEV

Table 36 Neutron A1, A2 and g1 results for both spectrometers combined at beam
energy 29 GeV. The �rst error is the statistical error, the second error on gn1 is
the systematic error. Each line in this table shows the average of three of the
original 28 x-bins with exception of the last line, which shows the average of the
highest four bins.

<x> A1 g1=F1 g1

0:037 �0:014� 0:043 �0:014� 0:043 �0:036� 0:152� 0:063
0:051 �0:142� 0:034 �0:134� 0:034 �0:333� 0:086� 0:037
0:072 �0:114� 0:033 �0:120� 0:033 �0:213� 0:058� 0:024
0:103 �0:088� 0:034 �0:082� 0:034 �0:105� 0:041� 0:018
0:146 0:013� 0:040 0:005� 0:039 �0:001� 0:032� 0:017
0:207 �0:019� 0:051 �0:040� 0:049 �0:025� 0:026� 0:016
0:294 �0:216� 0:078 �0:173� 0:074 �0:043� 0:024� 0:014
0:420 �0:041� 0:145 �0:057� 0:132 �0:014� 0:022� 0:011
0:634 �0:027� 0:343 0:001� 0:290 0:001� 0:017� 0:006
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APPENDIX E

TABLES: PROTON 16 AND 9GEV

Table 37 Proton Ak results for 7
� spectrometer at beam energies of 16 GeV (top),

9 GeV (bottom) with statistical errors. Ak(uncorr) is the asymmetry not cor-
rected for radiative e�ects.

<x> <Q2> Ak(uncorr) Ak

0:056 1:16 0:079� 0:036 0:086� 0:043
0:063 1:26 0:023� 0:026 0:030� 0:031
0:071 1:37 0:082� 0:023 0:088� 0:026
0:079 1:47 0:074� 0:021 0:079� 0:023
0:090 1:58 0:105� 0:020 0:110� 0:022
0:101 1:69 0:094� 0:019 0:098� 0:020
0:113 1:80 0:102� 0:018 0:105� 0:019
0:128 1:91 0:110� 0:018 0:112� 0:018
0:144 2:03 0:116� 0:017 0:118� 0:017
0:162 2:14 0:100� 0:017 0:102� 0:017
0:182 2:26 0:102� 0:017 0:104� 0:017
0:205 2:36 0:114� 0:018 0:115� 0:018
0:230 2:47 0:134� 0:018 0:135� 0:018
0:259 2:57 0:163� 0:019 0:164� 0:019
0:292 2:67 0:157� 0:019 0:159� 0:019
0:329 2:76 0:124� 0:020 0:126� 0:020
0:370 2:85 0:155� 0:021 0:156� 0:021
0:416 2:94 0:139� 0:023 0:141� 0:023
0:468 3:02 0:147� 0:025 0:149� 0:025

0:080 0:69 0:072� 0:022 0:075� 0:025

0:090 0:74 0:060� 0:017 0:062� 0:019
0:101 0:78 0:053� 0:015 0:055� 0:016

0:113 0:82 0:069� 0:014 0:072� 0:015
0:128 0:86 0:045� 0:013 0:047� 0:014

0:144 0:90 0:043� 0:013 0:045� 0:014
0:162 0:93 0:062� 0:013 0:064� 0:013

0:182 0:97 0:083� 0:012 0:085� 0:013
0:205 1:00 0:064� 0:012 0:066� 0:013

0:231 1:03 0:079� 0:012 0:081� 0:013
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Table 38 Proton Ak results for 4.5� spectrometer at beam energies of 16 GeV
(top), 9 GeV (bottom) with statistical errors. Ak(uncorr) is the asymmetry not
corrected for radiative e�ects.

<x> <Q2> Ak(uncorr) Ak

0:022 0:47 0:018� 0:019 0:020� 0:024

0:024 0:51 0:061� 0:015 0:063� 0:019

0:027 0:55 0:054� 0:014 0:056� 0:017
0:031 0:59 0:049� 0:013 0:052� 0:016

0:035 0:64 0:031� 0:012 0:034� 0:015

0:039 0:68 0:036� 0:012 0:039� 0:014

0:044 0:73 0:046� 0:011 0:050� 0:012
0:049 0:78 0:069� 0:010 0:072� 0:012

0:056 0:83 0:047� 0:010 0:050� 0:012
0:063 0:88 0:064� 0:011 0:067� 0:011
0:071 0:92 0:039� 0:011 0:042� 0:012
0:079 0:97 0:042� 0:011 0:045� 0:012
0:090 1:01 0:058� 0:011 0:060� 0:012
0:101 1:06 0:067� 0:011 0:069� 0:012
0:113 1:10 0:046� 0:012 0:048� 0:012
0:128 1:14 0:057� 0:012 0:059� 0:012
0:144 1:18 0:053� 0:012 0:055� 0:012
0:162 1:22 0:065� 0:012 0:067� 0:012
0:182 1:26 0:049� 0:012 0:050� 0:013
0:205 1:29 0:058� 0:013 0:059� 0:013
0:230 1:32 0:044� 0:013 0:046� 0:013
0:259 1:35 0:038� 0:014 0:039� 0:014
0:292 1:38 0:051� 0:014 0:052� 0:014

0:035 0:31 0:046� 0:014 0:047� 0:019
0:039 0:33 0:009� 0:013 0:010� 0:017

0:044 0:35 0:044� 0:013 0:045� 0:016
0:049 0:36 0:041� 0:013 0:043� 0:016
0:056 0:38 0:039� 0:013 0:040� 0:015

0:063 0:40 0:025� 0:012 0:026� 0:015

0:071 0:41 0:029� 0:013 0:030� 0:015
0:080 0:43 0:031� 0:013 0:031� 0:015
0:090 0:44 0:017� 0:012 0:018� 0:014

0:101 0:45 0:023� 0:012 0:024� 0:014

0:113 0:47 0:040� 0:011 0:040� 0:013
0:128 0:48 0:000� 0:011 0:001� 0:013
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Table 39 Proton g1=F1, A1, and g1 results for 7
� spectrometer at beam energies

of 16 GeV (top), 9 GeV (bottom) with statistical errors. g1(exp) is the structure
function at the measured x and Q2 value, while g1(3 GeV

2) is the structure
function evolved to common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was
performed with the assumption that g1=F1 is Q2-independent, not with GLAP
evolution equations.

<x> <Q2> g1=F1 A1 g1(3 GeV
2) g1(exp)

0:056 1:16 0:124� 0:062 0:125� 0:062 0:319� 0:158 0:274� 0:136

0:063 1:26 0:045� 0:046 0:045� 0:046 0:103� 0:104 0:090� 0:091
0:071 1:37 0:138� 0:040 0:138� 0:040 0:278� 0:080 0:249� 0:072

0:079 1:47 0:128� 0:038 0:129� 0:038 0:231� 0:068 0:210� 0:062

0:090 1:58 0:189� 0:037 0:190� 0:037 0:301� 0:059 0:279� 0:055
0:101 1:69 0:178� 0:037 0:179� 0:037 0:253� 0:052 0:237� 0:049
0:113 1:80 0:202� 0:036 0:204� 0:037 0:257� 0:046 0:243� 0:044
0:128 1:91 0:228� 0:036 0:230� 0:037 0:259� 0:041 0:248� 0:040
0:144 2:03 0:253� 0:037 0:255� 0:038 0:257� 0:038 0:248� 0:037
0:162 2:14 0:232� 0:039 0:234� 0:040 0:210� 0:036 0:204� 0:035
0:182 2:26 0:252� 0:042 0:255� 0:042 0:203� 0:034 0:200� 0:033
0:205 2:36 0:298� 0:045 0:301� 0:046 0:213� 0:032 0:211� 0:032
0:230 2:47 0:373� 0:050 0:377� 0:051 0:236� 0:032 0:234� 0:031
0:259 2:57 0:482� 0:054 0:490� 0:055 0:267� 0:030 0:267� 0:030
0:292 2:67 0:496� 0:060 0:504� 0:061 0:238� 0:029 0:238� 0:029
0:329 2:76 0:419� 0:067 0:427� 0:068 0:171� 0:027 0:172� 0:027
0:370 2:85 0:555� 0:075 0:567� 0:077 0:189� 0:026 0:190� 0:026
0:416 2:94 0:530� 0:086 0:543� 0:088 0:146� 0:024 0:147� 0:024
0:468 3:02 0:594� 0:100 0:610� 0:103 0:130� 0:022 0:130� 0:022

0:080 0:69 0:159� 0:053 0:160� 0:053 0:284� 0:095 0:236� 0:079
0:090 0:74 0:139� 0:043 0:140� 0:043 0:222� 0:068 0:189� 0:058
0:101 0:78 0:132� 0:040 0:133� 0:040 0:188� 0:056 0:163� 0:049
0:113 0:82 0:184� 0:039 0:186� 0:040 0:234� 0:050 0:208� 0:044

0:128 0:86 0:129� 0:040 0:131� 0:041 0:146� 0:046 0:133� 0:041

0:144 0:90 0:134� 0:041 0:136� 0:042 0:135� 0:042 0:126� 0:039
0:162 0:93 0:204� 0:043 0:207� 0:044 0:184� 0:039 0:175� 0:037
0:182 0:97 0:294� 0:045 0:299� 0:046 0:237� 0:036 0:230� 0:035

0:205 1:00 0:244� 0:047 0:249� 0:048 0:174� 0:034 0:173� 0:034

0:231 1:03 0:320� 0:050 0:328� 0:051 0:203� 0:031 0:206� 0:032
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Table 40 Proton g1=F1, A1, and g1 results for 4.5
� spectrometer at beam energies

of 16 GeV (top), 9 GeV (bottom) with statistical errors. g1(exp) is the structure
function at the measured x and Q2 value, while g1(3 GeV

2) is the structure
function evolved to common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was
performed with the assumption that g1=F1 is Q

2-independent.

<x> <Q2> g1=F1 A1 g1(3 GeV
2) g1(exp)

0:022 0:47 0:028� 0:032 0:028� 0:032 0:182� 0:211 0:120� 0:139

0:024 0:51 0:089� 0:026 0:089� 0:026 0:522� 0:155 0:356� 0:106

0:027 0:55 0:083� 0:025 0:083� 0:026 0:432� 0:133 0:303� 0:094

0:031 0:59 0:080� 0:025 0:080� 0:025 0:372� 0:116 0:268� 0:084

0:035 0:64 0:056� 0:024 0:056� 0:024 0:229� 0:100 0:170� 0:074
0:039 0:68 0:069� 0:024 0:069� 0:024 0:252� 0:086 0:192� 0:066
0:044 0:73 0:093� 0:023 0:093� 0:023 0:300� 0:075 0:234� 0:058
0:049 0:78 0:143� 0:023 0:144� 0:023 0:413� 0:067 0:329� 0:053
0:056 0:83 0:106� 0:024 0:107� 0:024 0:272� 0:063 0:222� 0:051
0:063 0:88 0:153� 0:026 0:153� 0:026 0:347� 0:059 0:289� 0:049
0:071 0:92 0:102� 0:028 0:103� 0:028 0:207� 0:057 0:176� 0:048
0:079 0:97 0:118� 0:031 0:119� 0:031 0:212� 0:055 0:183� 0:048
0:090 1:01 0:173� 0:034 0:174� 0:034 0:276� 0:054 0:243� 0:048
0:101 1:06 0:215� 0:037 0:217� 0:037 0:307� 0:052 0:274� 0:047
0:113 1:10 0:163� 0:040 0:164� 0:041 0:206� 0:051 0:188� 0:047
0:128 1:14 0:215� 0:044 0:217� 0:045 0:244� 0:050 0:225� 0:046
0:144 1:18 0:217� 0:048 0:219� 0:049 0:220� 0:049 0:206� 0:046
0:162 1:22 0:287� 0:053 0:290� 0:053 0:260� 0:048 0:247� 0:045
0:182 1:26 0:233� 0:059 0:236� 0:059 0:188� 0:047 0:181� 0:046
0:205 1:29 0:297� 0:065 0:301� 0:066 0:213� 0:047 0:209� 0:046
0:230 1:32 0:248� 0:072 0:251� 0:073 0:157� 0:046 0:157� 0:046
0:259 1:35 0:228� 0:080 0:232� 0:082 0:127� 0:045 0:129� 0:045
0:292 1:38 0:327� 0:090 0:332� 0:092 0:157� 0:043 0:163� 0:045

0:035 0:31 0:093� 0:037 0:093� 0:037 0:382� 0:151 0:238� 0:094
0:039 0:33 0:022� 0:036 0:022� 0:036 0:080� 0:133 0:052� 0:086

0:044 0:35 0:104� 0:037 0:104� 0:037 0:336� 0:120 0:225� 0:080

0:049 0:36 0:105� 0:039 0:106� 0:039 0:303� 0:113 0:210� 0:078
0:056 0:38 0:107� 0:041 0:107� 0:041 0:272� 0:105 0:195� 0:075
0:063 0:40 0:075� 0:043 0:076� 0:043 0:171� 0:098 0:126� 0:072
0:071 0:41 0:095� 0:049 0:095� 0:049 0:191� 0:099 0:145� 0:075

0:080 0:43 0:110� 0:053 0:111� 0:053 0:197� 0:095 0:153� 0:074
0:090 0:44 0:067� 0:054 0:068� 0:055 0:107� 0:087 0:086� 0:070
0:101 0:45 0:100� 0:057 0:101� 0:057 0:142� 0:081 0:118� 0:067
0:113 0:47 0:182� 0:059 0:184� 0:060 0:230� 0:075 0:197� 0:064

0:128 0:48 0:006� 0:063 0:006� 0:064 0:007� 0:071 0:006� 0:063
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APPENDIX F

TABLES: DEUTERON 16 AND 9GEV

Table 41 Deuteron Ak results for 7
� spectrometer at beam energies of 16 GeV

(top), 9 GeV (bottom) with statistical errors. Ak(uncorr) is the asymmetry not
corrected for radiative e�ects.

<x> <Q2> Ak(uncorr) Ak

0:056 1:16 0:066� 0:092 0:061� 0:103
0:063 1:26 0:001� 0:066 �0:003� 0:073
0:071 1:36 0:057� 0:055 0:053� 0:059
0:079 1:47 �0:069� 0:050 �0:072� 0:053
0:090 1:58 0:123� 0:047 0:120� 0:048
0:101 1:69 0:056� 0:043 0:053� 0:045
0:113 1:80 0:029� 0:039 0:026� 0:040
0:128 1:91 0:020� 0:036 0:018� 0:037
0:144 2:03 0:041� 0:035 0:039� 0:035
0:162 2:14 0:060� 0:034 0:059� 0:034
0:182 2:25 0:096� 0:035 0:096� 0:035
0:205 2:36 0:045� 0:036 0:044� 0:036
0:230 2:47 0:040� 0:037 0:040� 0:037
0:259 2:57 0:040� 0:038 0:041� 0:038
0:292 2:67 0:113� 0:039 0:114� 0:039
0:329 2:76 0:157� 0:042 0:158� 0:041
0:370 2:85 0:037� 0:044 0:038� 0:044
0:416 2:93 0:053� 0:048 0:054� 0:048

0:468 3:01 0:165� 0:053 0:166� 0:053

0:080 0:69 0:017� 0:033 0:013� 0:036
0:090 0:74 �0:009� 0:025 �0:012� 0:027
0:101 0:78 0:019� 0:023 0:016� 0:024

0:113 0:82 0:026� 0:021 0:024� 0:022

0:128 0:86 0:054� 0:020 0:052� 0:021
0:144 0:90 0:013� 0:019 0:012� 0:020
0:162 0:93 0:037� 0:019 0:036� 0:020

0:182 0:97 0:028� 0:018 0:027� 0:019

0:205 1:00 0:004� 0:018 0:004� 0:019
0:231 1:03 0:043� 0:018 0:043� 0:019
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Table 42 Deuteron Ak results for 4.5
� spectrometer at beam energies of 16 GeV

(top), 9 GeV (bottom) with statistical errors. Ak(uncorr) is the asymmetry not
corrected for radiative e�ects.

<x> <Q2> Ak(uncorr) Ak

0:022 0:47 �0:014� 0:054 �0:019� 0:063

0:024 0:51 �0:030� 0:041 �0:036� 0:048

0:027 0:55 �0:007� 0:037 �0:013� 0:044
0:031 0:59 0:017� 0:035 0:012� 0:041

0:035 0:64 �0:005� 0:033 �0:009� 0:037

0:039 0:68 0:059� 0:031 0:056� 0:034

0:044 0:73 �0:017� 0:025 �0:021� 0:027
0:049 0:78 0:049� 0:024 0:046� 0:026

0:056 0:83 0:006� 0:023 0:004� 0:025
0:063 0:87 0:023� 0:023 0:021� 0:024
0:071 0:92 0:028� 0:023 0:026� 0:024
0:079 0:97 �0:014� 0:023 �0:016� 0:024
0:090 1:01 0:040� 0:023 0:038� 0:024
0:101 1:06 0:020� 0:023 0:018� 0:024
0:113 1:10 0:017� 0:023 0:016� 0:024
0:128 1:14 0:063� 0:024 0:062� 0:024
0:144 1:18 0:051� 0:024 0:050� 0:024
0:162 1:22 �0:024� 0:024 �0:025� 0:025
0:182 1:25 0:042� 0:025 0:042� 0:025
0:205 1:29 0:041� 0:026 0:041� 0:026
0:230 1:32 0:015� 0:026 0:015� 0:027
0:259 1:35 0:021� 0:028 0:022� 0:028
0:292 1:37 0:059� 0:029 0:060� 0:030

0:035 0:31 �0:009� 0:023 �0:013� 0:028
0:039 0:33 0:021� 0:021 0:017� 0:025

0:044 0:35 0:005� 0:020 0:002� 0:024
0:050 0:36 0:025� 0:020 0:022� 0:023
0:056 0:38 �0:013� 0:019 �0:016� 0:022

0:063 0:40 0:001� 0:019 �0:002� 0:021

0:071 0:41 0:035� 0:020 0:032� 0:022
0:080 0:43 �0:002� 0:019 �0:004� 0:021
0:090 0:44 0:010� 0:018 0:008� 0:020

0:101 0:45 0:040� 0:018 0:038� 0:020

0:113 0:47 0:000� 0:017 �0:002� 0:019
0:128 0:48 �0:016� 0:017 �0:018� 0:019
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Table 43 Deuteron g1=F1, A1, and g1 results for 7
� spectrometer at beam energies

of 16 GeV (top), 9 GeV (bottom) with statistical errors. g1(exp) is the structure
function at the measured x and Q2 value, while g1(3 GeV

2) is the structure
function evolved to common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was
performed with the assumption that g1=F1 is Q

2-independents.

<x> <Q2> g1=F1 A1 g1(3 GeV
2) g1(exp)

0:056 1:16 0:088� 0:149 0:089� 0:149 0:214� 0:360 0:183� 0:309

0:063 1:26 �0:005� 0:109 �0:005� 0:109 �0:010� 0:234 �0:009� 0:206

0:071 1:36 0:083� 0:092 0:083� 0:092 0:158� 0:174 0:142� 0:156

0:079 1:47 �0:118� 0:086 �0:119� 0:086 �0:199� 0:145 �0:182� 0:132

0:090 1:58 0:206� 0:083 0:207� 0:084 0:308� 0:124 0:286� 0:115
0:101 1:69 0:097� 0:081 0:097� 0:082 0:128� 0:107 0:120� 0:101
0:113 1:80 0:051� 0:076 0:051� 0:076 0:059� 0:089 0:056� 0:085
0:128 1:91 0:036� 0:075 0:037� 0:075 0:038� 0:078 0:036� 0:075
0:144 2:03 0:084� 0:076 0:085� 0:076 0:077� 0:070 0:075� 0:068
0:162 2:14 0:136� 0:079 0:137� 0:080 0:110� 0:064 0:108� 0:063
0:182 2:25 0:233� 0:085 0:235� 0:086 0:167� 0:061 0:164� 0:060
0:205 2:36 0:115� 0:092 0:116� 0:093 0:072� 0:058 0:072� 0:057
0:230 2:47 0:112� 0:101 0:113� 0:102 0:061� 0:055 0:061� 0:055
0:259 2:57 0:120� 0:111 0:122� 0:112 0:057� 0:052 0:057� 0:052
0:292 2:67 0:356� 0:122 0:362� 0:124 0:143� 0:049 0:144� 0:049
0:329 2:76 0:527� 0:138 0:538� 0:140 0:178� 0:046 0:179� 0:047
0:370 2:85 0:136� 0:155 0:139� 0:159 0:038� 0:043 0:038� 0:043
0:416 2:93 0:203� 0:180 0:208� 0:184 0:045� 0:040 0:045� 0:040
0:468 3:01 0:662� 0:209 0:680� 0:215 0:115� 0:036 0:114� 0:036

0:080 0:69 0:028� 0:078 0:029� 0:078 0:048� 0:131 0:040� 0:109
0:090 0:74 �0:028� 0:062 �0:028� 0:062 �0:042� 0:092 �0:036� 0:079
0:101 0:78 0:038� 0:058 0:039� 0:058 0:051� 0:077 0:044� 0:067

0:113 0:82 0:062� 0:057 0:063� 0:058 0:073� 0:067 0:065� 0:060
0:128 0:86 0:144� 0:058 0:146� 0:059 0:149� 0:060 0:137� 0:055
0:144 0:90 0:034� 0:060 0:035� 0:061 0:032� 0:055 0:030� 0:052

0:162 0:93 0:115� 0:063 0:117� 0:064 0:093� 0:051 0:089� 0:049

0:182 0:97 0:092� 0:066 0:094� 0:067 0:066� 0:047 0:065� 0:046
0:205 1:00 0:014� 0:070 0:015� 0:071 0:009� 0:044 0:009� 0:044
0:231 1:03 0:169� 0:075 0:173� 0:076 0:092� 0:041 0:095� 0:042
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Table 44 Deuteron g1=F1, A1, and g1 results for 4.5
� spectrometer at beam ener-

gies of 16 GeV (top), 9 GeV (bottom) with statistical errors. g1(exp) is the struc-
ture function at the measured x and Q2 value, while g1(3 GeV

2) is the structure
function evolved to common Q2 = 3 GeV2. The evolution to Q2 = 3 GeV2 was
performed with the assumption that g1=F1 is Q

2-independent.

<x> <Q2> g1=F1 A1 g1(3 GeV
2) g1(exp)

0:022 0:47 �0:025� 0:086 �0:026� 0:086 �0:162� 0:542 �0:104� 0:349

0:024 0:51 �0:050� 0:068 �0:050� 0:068 �0:283� 0:384 �0:188� 0:256

0:027 0:55 �0:019� 0:065 �0:019� 0:065 �0:094� 0:324 �0:065� 0:223

0:031 0:59 0:018� 0:063 0:018� 0:063 0:081� 0:281 0:057� 0:199

0:035 0:64 �0:016� 0:061 �0:016� 0:061 �0:062� 0:238 �0:045� 0:174
0:039 0:68 0:097� 0:059 0:098� 0:059 0:340� 0:206 0:255� 0:155
0:044 0:73 �0:038� 0:051 �0:038� 0:051 �0:118� 0:158 �0:091� 0:122
0:049 0:78 0:091� 0:051 0:091� 0:051 0:250� 0:140 0:198� 0:111
0:056 0:83 0:008� 0:053 0:008� 0:053 0:019� 0:128 0:015� 0:104
0:063 0:87 0:048� 0:056 0:048� 0:056 0:103� 0:120 0:086� 0:100
0:071 0:92 0:063� 0:060 0:063� 0:060 0:120� 0:113 0:102� 0:096
0:079 0:97 �0:043� 0:065 �0:043� 0:065 �0:072� 0:109 �0:062� 0:094
0:090 1:01 0:109� 0:069 0:109� 0:070 0:163� 0:104 0:144� 0:092
0:101 1:06 0:057� 0:075 0:058� 0:075 0:076� 0:099 0:068� 0:089
0:113 1:10 0:054� 0:081 0:054� 0:081 0:063� 0:094 0:058� 0:086
0:128 1:14 0:227� 0:088 0:229� 0:089 0:236� 0:092 0:219� 0:085
0:144 1:18 0:198� 0:097 0:199� 0:097 0:182� 0:089 0:172� 0:084
0:162 1:22 �0:106� 0:106 �0:107� 0:107 �0:086� 0:086 �0:083� 0:083
0:182 1:25 0:197� 0:118 0:199� 0:119 0:141� 0:085 0:137� 0:083
0:205 1:29 0:208� 0:132 0:211� 0:133 0:131� 0:083 0:130� 0:082
0:230 1:32 0:083� 0:147 0:084� 0:149 0:046� 0:080 0:046� 0:081
0:259 1:35 0:126� 0:165 0:128� 0:168 0:060� 0:078 0:062� 0:081
0:292 1:37 0:375� 0:187 0:381� 0:190 0:151� 0:075 0:160� 0:080

0:035 0:31 �0:026� 0:054 �0:026� 0:054 �0:104� 0:213 �0:063� 0:129
0:039 0:33 0:036� 0:052 0:036� 0:052 0:125� 0:182 0:079� 0:115

0:044 0:35 0:004� 0:054 0:004� 0:054 0:011� 0:167 0:007� 0:109

0:050 0:36 0:054� 0:056 0:054� 0:057 0:148� 0:154 0:101� 0:105
0:056 0:38 �0:044� 0:059 �0:044� 0:059 �0:107� 0:142 �0:075� 0:100
0:063 0:40 �0:006� 0:061 �0:006� 0:062 �0:013� 0:132 �0:009� 0:096
0:071 0:41 0:104� 0:069 0:104� 0:070 0:197� 0:132 0:148� 0:099

0:080 0:43 �0:013� 0:075 �0:013� 0:075 �0:022� 0:126 �0:017� 0:098
0:090 0:44 0:030� 0:078 0:030� 0:078 0:044� 0:116 0:036� 0:093
0:101 0:45 0:156� 0:081 0:157� 0:082 0:206� 0:107 0:171� 0:089
0:113 0:47 �0:009� 0:085 �0:009� 0:086 �0:011� 0:100 �0:009� 0:086

0:128 0:48 �0:085� 0:091 �0:086� 0:092 �0:089� 0:094 �0:079� 0:084
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