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Abstract

This dissertation attempts to probe hadronization, the process by which the

fundamental quarks described by quantum chromodynamics produce the jets

of hadrons that we observe in experiments. The measurements are made using

e+e− collisions at the SLAC Linear Collider (SLC), operating at the Z0 reso-

nance with the SLC Large Detector (SLD), and the unique capabilities of the

SLC/SLD facility are exploited. First, the spectra of charged hadrons (π±, K±,

and p/p̄) are measured. This is accomplished with the SLD Cherenkov Ring

Imaging Detector (CRID), one of a first generation of devices that have been

developed for efficient particle identification over a wide momentum range.

The use of the CRID is central to this dissertation, and its design and per-

formance are described in detail here. The measured spectra agree with other

measurements at the Z0 and extend the momentum coverage. Next, the excel-

lent spatial resolution of the SLD tracking systems, along with the small and

stable beam spots of the SLC, is employed to identify jets produced from heavy

b or c quarks and to separate them from the remaining light-quark (uds) jets.

This removes the effects of heavy quark fragmentation and decays of heavy-

quark hadrons from our study of hadronization. The first measurements of

particle spectra in light-quark jets are then presented. Finally, the highly-

polarized incident electron beam of the SLC, together with the electroweak

asymmetries of the quarks, is exploited to separate quark and antiquark jets.

Significant differences in quark-antiquark production of protons and of kaons

are observed at high momenta. This signal suggests a “leading particle effect,”

where the particles containing the primary quark of a jet are more likely to

populate the high-momentum phase space than are other hadrons.
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Chapter 1

Overview

Although our current “Standard Model” of particle physics has had remarkable

success in explaining many of the phenomena we observe in experiments, there

is one area that has proven resistant to a solid understanding. That area is the

process of hadronization, whereby the quarks and gluons that are described in

the Standard Model become the hadrons that we observe in our experiments.

It is the desire to understand more about the hadronization process that pro-

vides the motivation for this dissertation. In this overview, we first discuss

the Standard Model briefly, then we describe the general features of our mea-

surement, and finally we give an outline of the remainder of the dissertation.

The measurement was performed at the Stanford Linear Accelerator Center

(SLAC), using data collected in the 1993 and 1994–95 runs of the SLAC Linear

Collider (SLC) with the SLC Large Detector (SLD). The SLC/SLD facility has

several unique capabilities that make this measurement possible.

1.1 The Standard Model

The current state of understanding in particle physics is that we know of twelve

fundamental fermions—three pairs of leptons and three pairs of quarks—and

three interactions (electromagnetism, and the weak and strong nuclear forces)

1



2 CHAPTER 1. OVERVIEW

mediated by gauge bosons (the gluon for the strong force, the photon for elec-

tromagnetism, and the W± and Z0 for the weak force). These elements are

partially unified in a quantum field theory that we call the Standard Model.

The fourth interaction, gravity, has not yet been unified into a common field

theory, although there have been some attempts to do so [1].

The leptons are those particles that do not participate in the strong inter-

action. They are arranged in three pairs, each pair containing one electrically

charged and massive particle (e, µ, τ) and one neutral and massless particle

(νe, νµ, ντ). The charged partners participate in the electromagnetic interac-

tion, while all particles interact via the weak nuclear force. The weak force

is parity-violating. For example, only left-handed particles (and right-handed

antiparticles) participate in the part of the weak interaction mediated by W±

exchange (charged-current weak interactions).

The quark sector is arranged much like the leptons, except that both part-

ners of each set are charged and massive. The three sets are down and up
(u

d

)
,

strange and charm
(c

s

)
, and bottom and top

(t
b

)
. The upper partner of each set

has charge +2
3, and the lower has charge −1

3. The quarks all participate in

the electromagnetic and weak interactions, but in addition, quarks interact via

the strong nuclear force. The properties of all twelve particles are summarized

in Table 1.1 [2]. All of these fermions are accompanied by their antimatter

counterparts.

It is one of the great triumphs of modern particle physics to embed all of

these phenomena into a quantum field theory with one Lagrangian (the Stan-

dard Model). This theory is based on the symmetry of gauge groups, with elec-

tromagnetic and weak interactions unified by the Glashow–Weinberg–Salam

theory (SU(2)L×U(1)Y) [3, 4, 5], and the strong interaction described by quan-

tum chromodynamics (SU(3)) [6, 7]. Of course, our understanding is not com-

plete. Ideally, one would like a single gauge group to describe both parts of the

Standard Model, one would prefer to have fewer non-fundamental parameters,

such as the particle masses, and one would like to include gravity into the

framework as well. Although the Standard Model has been quite successful at
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LEPTONS
Particle Mass (GeV/c2) Charge Baryon Num.

e 0.511×10−3 −1 0

νe < 5×10−9 0 0

µ 0.106 −1 0

νµ < 0.3×10−3 0 0

τ 1.78 −1 0

ντ < 0.03 0 0

QUARKS
Particle Mass (GeV/c2) Charge Baryon Num.

u 0.002–0.008 +2
3

1
3

d 0.005–0.015 −1
3

1
3

c 1.0–1.6 +2
3

1
3

s 0.1–0.3 −1
3

1
3

t 180±12 +2
3

1
3

b 4.1–4.5 −1
3

1
3

Table 1.1: Properties of the fundamental particles.
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predicting many experimental observations, it has not provided quantitative

predictions of hadronization, as will be discussed in the next chapter.

1.2 Measurement of Hadronization

One of the primary ways to probe hadronization is to measure the spectra of

various species of hadrons produced in jets in e+e− annihilation. Although one

can also measure more inclusive observables, such as the momentum spectrum

of all charged particles, there is more dynamical information in the spectra of

specific particle types because we can learn how the spectra are affected by the

mass of the hadron. One might expect the hadron mass to play a dynamical

role in the hadronization process (see section 2.4.3, for example). Furthermore,

by measuring both mesons (qq̄ combinations) and baryons (qqq combinations),

we may be able to probe different aspects of the hadronization process.

Therefore, it is of interest to measure the spectra of the stable∗ charged

hadrons (π, K, and p) produced in e+e− annihilation. In order to do this, we

need a way to determine the identity of the hadrons whose ionization tracks we

measure in our detector. The SLD detector has an excellent capability in this

regard with its Cherenkov Ring Imaging Detector (CRID), one of a new type of

device for delivering excellent identification efficiency over a broad momentum

range (see Chapter 4).

The measurement of identified hadron spectra in e+e− annihilation at the Z0

has been done by other experiments. Although we contribute by covering differ-

ent momentum ranges and by providing a complementary technique, the basic

measurement of spectra is not unique. Moreover, we would like to probe the

hadronization process deeper than the basic measurement of hadron spectra

allows. The way we approach this is by adding information about the primary

quark that initiates the hadronization in a jet.
∗Here “stable” is relative to the time or distance scales at which we can measure. Because

our detectors are on the scale of meters in size, with measurement precision on the scale of
centimeters or better, the conventional definition of stable hadrons in this context is those
with a lifetime τ> 3×10−10 seconds.
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In addition to its excellent particle identification capability, the SLD detec-

tor has exceptional tracking resolution. The combination of the SLD central

drift chamber and silicon-pixel vertex detector can measure the impact param-

eter of tracks to 11 µm in the plane perpendicular to the beam. Combined with

the small and stable beam spots of the SLC and the long decay length of b and

c hadrons (several mm), this gives an excellent capability to identify events

containing the heavy b and c quarks. Because the masses of these quarks are

above the masses of the lighter hadrons and above the scale of the hadroniza-

tion process, the properties of spectra in heavy-quark jets are expected to be

different from those in the light-quark jets (u, d, and s quarks). It is therefore

important to disentangle the spectra in heavy-quark jets from those in light-

quark jets, which should then represent the “true” hadronization process.

Finally, the combination of SLC and SLD has a unique capability in the

operation of a highly-polarized electron beam. Thanks to the electroweak in-

teraction being strongly parity-violating, there is a large forward-backward

asymmetry of the production of quarks and antiquarks in e+e− interactions at

the Z0 resonance for a particular electron helicity. We exploit this to separate

quark jets from antiquark jets on a statistical basis. We can then measure

particle and antiparticle spectra in quark jets and the corresponding spectra

in antiquark jets. The differences in these spectra should teach us about the

propagation of the primary quark quantum numbers through the hadroniza-

tion process.

In particular, the quark-antiquark separation allows us to search for a lead-

ing particle effect in e+e− annihilation, which is similar to an effect that has

been observed for some time in hadron-hadron interactions. In hadron-hadron

interactions,∗ one of the particles in the final state may often carry a large

fraction of the available energy. This particle is usually one which is identical

to one of the incident hadrons, but it can be one which shares many but not all

quantum numbers with an incident particle with a lesser degree of enhance-

ment [8]. The effect is also seen in lepton-proton scattering, for example in the

∗with diffractive scattering explicitly excluded
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ratio of π+ to π− production in νp scattering. This effect has not previously

been observed in e+e− annihilation; however, previous measurements did not

attempt to separate quark-jets from antiquark-jets.

1.3 Outline of Dissertation

The remainder of this dissertation proceeds as follows. We start by reviewing

the theory of strong interactions and models of hadronization in Chapter 2.

Then we discuss the accelerator and detector apparatus in Chapter 3. Because

particle identification is central to our measurement, we focus on the SLD

CRID in the following four chapters, starting with an overview of its design in

Chapter 4, and a more-detailed description of the gas delivery and monitoring

systems in Chapter 5. We continue with a discussion of the reconstruction

and particle identification algorithm in Chapter 6, and then we review the

performance achieved by the CRID in Chapter 7. Next, we proceed to the

details of our measurement with a discussion of event and track selection in

Chapter 8 and the analysis technique and results in Chapter 9. Finally, we

summarize the main results in Chapter 10.



Chapter 2

The Theory of Strong

Interactions

Since our measurement focusses on the strong interaction, we present a brief

summary of quantum chromodynamics (QCD), which is the standard theory

of strong interactions. After a short description of the background and devel-

opment of QCD, we describe the QCD Lagrangian, and then go on to discuss

the application of QCD to e+e− annihilation. Next we turn to the study of

hadronization within the framework of QCD and describe several models for

hadronization.

2.1 The Development of QCD

The theory of strong interactions has gone through several false starts in ex-

plaining the interactions of hadrons (particularly protons and neutrons) before

arriving at our current theory, quantum chromodynamics (which describes in-

teractions between quarks and gluons, which compose hadrons). In 1964, Gell-

Mann [9] and Zweig [10] independently proposed a trio of particles (quarks)

whose SU(3) flavor symmetry would be responsible for the array of known

hadrons. These quarks (u, d, and s) were intended more as a notational device,

7
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useful for creating a “periodic table” of hadrons, and were not generally consid-

ered to be constituent particles of mesons and baryons until later.

Although this SU(3) flavor symmetry was successful at explaining the ob-

served quantum numbers of hadrons, it did have a few difficulties. The exis-

tence of symmetric particle states, like the Ω− (sss), the ∆++ (uuu), and the ∆−

(ddd), presented a conflict with the Pauli exclusion principle. Also, there were

more available multiplets of the SU(3) group than were observed in hadron

species. This led Han and Nambu in 1965 to postulate the existence of an

additional dynamical quantum number, color, associated with an exact SU(3)

symmetry [11]. All hadrons were then assumed to be singlets under the new

color quantum number, thus solving the symmetry problems.

Meanwhile, the SLAC–MIT deep inelastic scattering experiments in 1968

discovered scaling in the proton structure functions [12]. Using current al-

gebra techniques, Bjorken [13] was able to explain this scaling in terms of

point-like substructure in nucleons. At the same time, Feynman had developed

the parton model to explain hadronic collisions [14]. This model introduces a

probability distribution f (x) for the proton to contain a point-like constituent

(a parton) with fraction x of the proton momentum. The important ideas of the

parton model were that the distribution f (x) be independent of the particular

scattering process and of the proton’s total momentum and that the partons

behave like quasi-free particles with little interaction among themselves. This

latter property required the strong interaction to be asymptotically free, i.e.,

as the distance scale of interaction becomes smaller (or equivalently as the

momentum probing the interaction becomes larger), the interaction becomes

weaker. This asymptotic behavior is exactly the opposite to that seen in quan-

tum electrodynamics (QED). It took several years for the connection between

partons and Gell-Mann’s quarks to become accepted.

In 1973, Gross and Wilczek [6] and Politzer [7] laid the foundations of mod-

ern QCD by making the connection with non-commutative Yang–Mills theo-

ries [15] and demonstrating the asymptotic freedom of these theories. Yang–

Mills theories had been studied earlier in the context of the weak interaction
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and shown to be renormalizable∗ [17]. The non-commutative nature of these

field theories gives rise to couplings among the gauge fields that make the

interaction grow stronger with increasing distance, thus producing the asymp-

totic freedom that was needed in the strong interaction. In fact, only non-

Abelian gauge theories can be both asymptotically free and renormalizable

[18, 19]. QCD produced the first coherent model of quark dynamics. In this

model quarks exist in the fundamental representation of the SU(3) color group,

triplets, and the strong interaction is mediated by gauge fields called gluons,

which exist in the adjoint representation of SU(3), octets. Only color singlets

are allowed as free particles (i.e., qqqor qq̄), which can explain why quarks are

not observed directly in any experiment.

Further evidence in favor of QCD came in 1975 when the Mark I collabora-

tion at SPEAR observed a tendency for particle collimation (“jets”) in e+e− an-

nihilation as the center-of-mass energy was increased to 6.7 and 7.4 GeV [20].

Together with the observation that the angular distribution of these jet axes

followed that expected for spin-1
2 fermions, this was accepted as evidence of un-

derlying quark jets. The lower-energy e+e− collisions studied prior to then had

produced generally isotropic hadronic events. Hadronic jets are interpreted as

the manifestation of a hard interaction producing a high momentum q or q̄. The

quark dresses itself into a colorless form by producing many new qq̄ pairs out of

the vacuum. These quarks and antiquarks combine to make a “jet” of hadrons

travelling roughly along the direction of the initial hard quark. A few years

later, experiments at the 17-GeV PETRA ring reported three-jet events as well

as two-jet events [21]. These were believed to represent e+e− → qq̄g events.

By this time, the quark-parton model was able to explain strong-interaction

behavior in e+e−, lepton-hadron, and hadron-hadron collisions. In the years

since then, all available experimental evidence has only served to support QCD

as the theory of the strong interactions.

∗In fact, the asymptotic freedom of Yang–Mills theories had been known a year earlier by
’t Hooft, but remained unpublished. For an account of this, see [16].
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2.2 The QCD Lagrangian

Following the example of QED, but keeping in mind the non-Abelian nature of

SU(3), we may write the QCD Lagrangian as:

LQCD =−
1
4

Ga
µνGa,µν +∑

k

q̄k
(
iγµDµ−mk

)
qk, (2.1)

where a represents the gluon color indices, k represents the different quark

flavors, Ga
µν is the gauge field strength tensor

Ga
µν ≡ ∂µAa

ν−∂νAa
µ+gsf abcAb

µAc
ν, (2.2)

and Dµ is the generalized covariant derivative

Dµ≡ ∂µ− igsT
aAa

µ. (2.3)

In these expressions, the Aa
µ are the gauge fields, qk are the quark fields, gs

is the quark-gluon vertex coupling, the Ta are the SU(3) group generators, and

the f abc are the SU(3) Lie-algebra structure constants. The structure constants

embody the non-Abelian aspects of the group and are defined by

[Ta,Tb] = i f abcTc. (2.4)

2.3 Perturbative QCD

With the exception of lattice gauge theory [22], the only tool available for cal-

culating observables directly from the QCD Lagrangian is perturbation theory.

Fortunately, a consequence of asymptotic freedom is that the strong coupling

constant αs≡ g2
s/4π decreases with increasing momentum of interaction. Thus,

hard processes lend themselves well to perturbation theory. Here “hard” means

that the momentum scale Q2 of the process is large compared to the fundamen-

tal scale of the strong interaction, ΛQCD, which has value ∼ 0.2 GeV (the precise
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definition of ΛQCD will be discussed below). At large scales, Q2� Λ2
QCD, the

strong coupling constant αs becomes sufficiently small to allow perturbative

expansions in αs to be reliable, and the collimation of jets is strong enough that

hard partons appear as distinct jets in the final state. Hence, we can identify

these jets with quarks and gluons and use perturbation theory to describe the

properties of events in terms of quark- and gluon-jets. Unfortunately, even at

Q2 = M2
Z0, the coupling constant is not all that small, αs(M2

Z0) ' 0.12, making

the higher orders of the perturbative series not necessarily negligible. Fur-

thermore, the non-Abelian nature of QCD leads to a large number of Feynman

diagrams, even at low loop order. In addition, higher multiplicities of jets in the

final state also complicate the calculations in a similar manner. These factors

all make perturbative QCD calculations much more difficult than their QED

analogs.

A particularly nice environment in which to study QCD exists in e+e− anni-

hilation at high energies. This is because the initial state has only electroweak

interactions and can be calculated to high accuracy. The strong interaction

is thus involved only in the final state. Furthermore, if the initial-state e+e−

energy,
√

s, is high enough (
√

s� 0.2 GeV), then the interaction is sufficiently

asymptotic that we may apply perturbation theory reliably, at least for observ-

ables that are insensitive to the infrared structure of the theory.

A conventional view of e+e− scattering, for example at the SLC, is shown in

Fig. 2.1. The e+e− → hadrons reaction can be thought of as proceeding via four

stages. In the first stage (i), we have the hard scattering process of e+e− → qq̄.

This stage can be calculated from electroweak physics, for which perturbative

calculations can be performed to high accuracy. In stage (ii), perturbative QCD

can be used to calculate modifications to the (tree-level) result of stage (i). We

call the end result of this stage the parton level. Next is stage (iii) in which

the partons (quarks or gluons) become bound into colorless hadrons. This

stage is known as hadronization or fragmentation and is fundamentally non-

perturbative. The boundary between stage (ii) and stage (iii) must occur at

scales around ΛQCD. Finally, we have stage (iv), where the hadrons produced
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(i) (ii)

q

K

K
K

n

K°

D*

γ

π

φ

∆

π

πq

g

e+

e–

Z°

(iii) (iv)

5-96 8086A8

Figure 2.1: The stages of a typical e+e− → hadrons interaction are shown.

in stage (iii) may decay to lighter hadrons. The boundary between these two

stages depends on which strongly-decaying resonances one wishes to consider

part of the hadronization process and which part of the final state. The decay

rates of these resonances are generally well-measured, and thus stage (iv) can

be modelled accurately from purely phenomenological input. Stage (ii) will be

discussed in the remainder of this section, and stage (iii) in the following sec-

tion. The other two stages are well-understood from the theory of electroweak

interaction or from phenomenology, so we omit discussion of their details.

2.3.1 Renormalization

In most perturbative calculations with field theories, there exist divergences

that need to be removed in order to obtain physical results. These exist even

in quantum electrodynamics. Typically, they arise from the assumption that

particles are localized at one point in space-time and have no extent.
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The standard technique of removing divergences is known as renormaliza-

tion. In QED, for example, there are divergent self-coupling diagrams for the

electron. We renormalize the theory by calling the coupling that appears in the

Lagrangian a bare coupling, e0, and noting that this bare coupling is not ob-

servable in nature. Only the amplitudes for physical processes are observable,

and so we must choose one of these processes to define our physical coupling, e.

The Thomson scattering of the electron is usually chosen. If we calculate this

process in perturbation theory, we get a divergent answer; however, we can

simply absorb divergences into the bare coupling e0 and into wavefunction

renormalization factors Zψ and ZA, and renormalize the theory to be finite.

Theories for which the bare couplings and wavefunction renormalizations are

sufficient to absorb divergences at all orders of perturbation theory are said to

be renormalizable. Not all theories are renormalizable (for example, the simple

scalar λφ6 theory is not), but ’t Hooft showed in 1971 that all Yang–Mills gauge

theories are renormalizable [17].

A particular computational technique of renormalization, that of dimen-

sional regularization [23], is especially useful for QCD because it preserves the

gauge invariance of the theory. This is in contrast to simpler techniques, such

as assigning a cutoff to internal loop momenta. The dimensional regularization

technique consists of analytically continuing loop integrals from 4 dimensions

to 4−2ε dimensions. In the limit that ε→ 0, one recovers the original diver-

gences as poles in ε. In order to preserve the units of the interaction terms in

the Lagrangian, though, the gs couplings are replaced with µεgs, where µ is an

arbitrary scale parameter.

This technique still must be coupled with a particular prescription of how to

define the physical coupling gs, or equivalently αs = g2
s/4π, which now becomes

a function of the arbitrary scale µ. The most commonly used prescription is

the modified minimal subtraction or MS scheme [24]. In any perturbative

calculation at finite order in αs, however, there is a residual dependence on

µ, which one must address. There are other prescriptions for renormalization

which claim advantages for particular situations [25, 23], there are various
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prescriptions for choosing the scale µ [26, 27, 28], and there is an extensive

literature on this subject (for a summary, see [29]).

All renormalization prescriptions have in common the feature that any phys-

ical observable is independent of the scale parameter µ if the calculation could

be carried out to all orders of perturbation theory. This can be expressed in the

renormalization group equation [30]:[
µ

∂
∂µ

+β(gs)
∂

∂gs
−nγ(gs)

]
Γ(n)

R = 0, (2.5)

where Γ(n)
R (pi,gs,µ) is the Green’s function for the n-particle amplitude, the pi

are the four-momenta of the external particles, and the β-function, β(g), and

the anomalous dimension, γ(g), are defined as:

β(gs)≡ µ
∂gs

∂µ
(2.6)

γ(gs)≡−
µ

2ZΓ

∂ZΓ
∂µ

. (2.7)

Expanding Eq. (2.6) for the scale-dependence of the coupling and switching

from gs to αs, we get

β(αs)≡ µ
∂αs

∂µ
=−

β0

2π
α2

s−
β1

4π2α3
s−

β2

64π3α4
s− . . . (2.8)

For the specific case of SU(3) QCD, we have:

β0 = 11−
2
3

nf (2.9)

β1 = 51−
19
3

nf , (2.10)

where nf is the number of active fermions contributing to internal loops. The

β2 and subsequent terms are dependent on the specific renormalization scheme

chosen.
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The solution to Eq. (2.8) to first order is

αs(µ
2) =

4π

β0 log µ2

Λ2

, (2.11)

where Λ is the fundamental QCD scale ΛQCD, defined as the scale at which αs

ceases to be small ( lim
µ2→Λ2

αs(µ
2) = ∞). If we continue the expansion to next-to-

leading (NLO) order in Eq. (2.8), we may write:

αs(µ
2) =

4π

β0 log µ2

Λ2

1−
2β1

β2
0

log
(

log µ2

Λ2

)
log µ2

Λ2

 . (2.12)

Because the higher order terms of Eq. (2.8) depend on the renormalization

scheme, Λ becomes scheme-dependent at higher order, so we generally speak

about Λ for a specific scheme, e.g. ΛMS. Current experimental measurements

put ΛMS on the order of 200 MeV/c [2].

2.3.2 Fixed Order Matrix Elements

We now consider the perturbative calculation of observables for hadronic jets in

e+e− annihilation. Although the total cross section has been calculated to O(α3
s)

[31], all other observables are only available to second order in αs. As described

earlier, the tree level cross section for e+e− → qkq̄k is given by electroweak

physics. The only input from QCD at tree level is the number of colors Nc.

The electroweak Born cross section is given by

σ0 =
4πα2

3s
NcRqk(s), (2.13)

where α is the electromagnetic fine structure constant, s is the square of the

CM energy, and Rqk(s) is the ratio to the lowest order QED cross section, which
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includes contributions from the γ and Z0 propagators and their interference:

Rqk(s) = e2
qk

+2(ve−aePe)eqkvqk Reχ(s)

+(v2
e +a2

e)(v2
qk

+a2
qk

)(1−AePe) |χ(s)|2 .
(2.14)

Here, χ(s) is the ratio of the Z0 and γ propagators

χ(s) =
1

4sin22θW

s

s−M2
Z + iΓZMZ

. (2.15)

In these expressions, eqk is the charge of the quark flavor qk, θW is the Weinberg

weak mixing angle, MZ and ΓZ are the mass and width of the Z0, vi and ai are the

vector and axial-vector electroweak couplings of fermion i, Ai ≡ 2viai/(v2
i + a2

i ),

and Pe is the polarization of the incident electron beam (Pe = +1 for right-

handed e−). The polarization of the incident positrons is assumed to be zero. In

the Standard Model, ae =−1, ve =−1+ 4sin2θW, aqk = +1 and vqk = 1− 8
3 sin2θW

for qk = u,c, t, while aqk = −1 and vqk =−1+ 4
3 sin2θW for qk = d,s,b. In the limit

where s'M2
Z, we can take

Rqk(s) =
(v2

e +a2
e)(v2

qk
+a2

qk
)(1−AePe)

16sin42θW

s

(s−M2
Z)2 +Γ2

Zs2/M2
Z
. (2.16)

The angular distribution of the electroweak cross section is given by

dσ
dΩ

=
3σ0

16π

[
1+cos2θ +2Aqk

Ae−Pe

1−AePe
cosθ

]
, (2.17)

where θ is the angle between qk and the incoming e− beam. The cosθ term

in this expression gives a parity-violating forward-backward asymmetry even

when the electron polarization is zero. At the SLC, however, we may produce

a larger asymmetry by varying the electron polarization and considering the

left-right forward-backward asymmetry

Ãqk
FB =

NLF −NRF−NLB +NRB

NLF +NRF +NLB +NRB
=

3
4
|Pe|Aqk, (2.18)
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where NLF is the number of events observed with left-handed electron polariza-

tion (Pe< 0) and with qk in the forward hemisphere (cosθ > 0), and so forth for

the other combinations.

If we consider the three-jet process e+e− → qq̄g, we may now see effects

proportional to αs. To leading order, the cross section for three-jet production

in the massless quark limit is given by [32]:

dσ
dx1dx2

= σ0 ·
αs

2π
CF

x2
1 +x2

2

(1−x1)(1−x2)
, (2.19)

where σ0 is the Born cross section above, CF = 4/3 is the quark color factor,

and x1 and x2 are the scaled quark jet energies (xi ≡ 2Ei/
√

s). This cross section

diverges in the collinear limit where x1→ 1 or x2→ 1, but in this regime three-

jet final states are indistinguishable from two-jet states, and corresponding di-

vergences in the one-loop propagator and vertex corrections cancel the collinear

divergences.

One can go on to calculate a higher multiplicity of final-state jets at tree

order [33], or to calculate the two-jet or three-jet cross sections at higher order

[34, 35, 36, 37]. The calculations involve many Feynman diagrams and the

formulas are complex (so we do not reproduce them here). However, the two-

jet and three-jet calculations are only available to O(α2
s) at present. As a result,

one should not expect matrix element calculations to describe well the details

of e+e− reactions where multiple gluon emissions play an important role, such

as four-jet or higher final states.

2.3.3 Parton Shower

Another approach to calculating perturbative QCD processes which does a

better job of reproducing the soft structure of jets is the method of parton

showers, which leads to a simple technique of calculation, particularly in it-

erative computer programs. This method is based on the leading logarithm

approximation (LLA) to perturbative QCD, where leading logarithmic terms
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Figure 2.2: A typical diagram of partons produced by a parton shower model.

αn
s(Q2) logn(Q2/Λ2) are summed to all orders n. This approximates the calcu-

lation of the soft structure of jets down to scales ∼ ΛQCD. Refinements that

include sub-leading terms are also possible (we discuss one of these in sec-

tion 2.3.4).

In the parton shower approach, the production of partons is viewed as a

Markov chain of successive branching of off-shell partons: q→ qg, g→ gg, or

g→ qq̄, as shown in Fig. 2.2. In the LLA, it is possible to treat these branchings

as classical probabilities (i.e., no interference) [38]. In the splitting process

a→ bc, we let τ represent the virtuality scale of a (e.g. τ = logQ2/Λ2, with Q2 the

four-momentum squared of a), and we denote by z the fraction of the parent’s

momentum carried away by daughter b. Then the evolution of the probability

Pa→bc that a branching a→ bc will take place during the virtuality interval

(τ,τ+dτ) is given by the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP)
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equation [38, 39, 40]

dPa→bc

dτ
=
∫

dz
αs(τ)

2π
Pba(z), (2.20)

where the scale-independent splitting functions Pba are given by:

Pqq(z) =
4
3

1+z2

1−z

Pgq(z) =
4
3

1+(1−z)2

z

Pgg(z) = 6(
1−z

z
+

z
1−z

+z(1−z))

Pqg(z) =
1
2

(z2 +(1−z)2).

(2.21)

The probability that a parton starting with virtuality τmax will reach τ with-

out undergoing any splittings is then given by the Sudakov factor Sa(τ):

Pno-emission(τmax,τ) = exp

(
−
∫ τmax

τ
dτ′

dPa→bc

dτ′

)
=

Sa(τmax)

Sa(τ)
(2.22)

Sa(τ) = exp

(
−
∫ τ

τ0

dτ′
∫ zmax(τ′)

zmin(τ′)
dz

αs(Q2)

2π
Pba(z)

)
, (2.23)

where τ0≡ logQ2
0/Λ2 and Q0 is a shower virtuality cutoff, zmax and zmin are kine-

matic cutoffs based on the virtuality τ′. This Sudakov factor can be pretabu-

lated in Monte Carlo programs, and the evolution of any individual parton can

then be determined by finding τ such that

Sa(τ) =
Sa(τmax)

R
, (2.24)

where R is a random number between 0 and 1.

The main parameters of parton shower models are the virtuality cutoff Q0

and the scale Λ.∗ Various parton shower models differ in their choice of the

∗Because the parton shower calculation is not complete at any order in αs, however, it is not
possible to relate the parton shower Λ to the standard ΛMS (or any other ΛQCD).
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virtuality parameter τ, in their choice of the scale Q2 for the running of αs,

and in their definition of z (e.g. ratio of energy, longitudinal momentum, or

light-cone momentum). In general, parton shower calculations give a poor ap-

proximation for the hard three-jet rate, but this can be improved by matching

the first stages of parton shower branching with a matrix element calculation.

In addition, the inclusion of sub-leading logarithms may modify Eq. (2.21) to

an extra order in αs in the case of the next-to-leading logarithm approximation

(NLLA) [41], or it may impose the additional constraint of angular ordering on

the gluon emissions in the case of the modified leading logarithmic approxima-

tion [42] discussed below.

2.3.4 Modified Leading Logarithmic Approximation

A refinement of the LLA parton shower technique was put forward by Dok-

shitzer and Troyan [42]. This modified leading logarithmic approximation

(MLLA) is built upon the double logarithmic approximation (DLA) [43], which

resums only terms of order αn
s(Q2) log2n(Q2/Λ2) and is useful for qualitative

predictions of spectra but is only useful quantitatively for calculations of the

evolution of hadron multiplicities. In the MLLA, single logarithmic terms

αn
s(Q2) logn(Q2/Λ2) are included in a consistent fashion via angular ordering.

The prediction of MLLA is for the parton (gluon) spectrum in a hard gluon

jet. This is given by [42]:

xpD̄g
g(ξ,Y,λ) =

4Nc(Y +λ)

bB(B+1)

∫ ε+i∞

ε−i∞

dω
2πi

x−ω
p K (ω,λ)

×Φ(−A+B+1,B+2,−ω(Y +λ)), (2.25)

where Y = log(E/Q0), λ = log(Q0/Λ), ξ = log(1/xp), a= (11
3 Nc+ 2

3nf /N2
c ), b= 11

3 Nc−
2
3nf , A = 4Nc/bω, B = a/b, Nc = 3, and

K (ω,λ)≡
Γ(A)

Γ(B)
(ωλ)B Ψ(A,B+1,ωλ). (2.26)
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For three massless quark flavors, b= 9, A= 4/3ω, and B= 101/81. The functions

Φ and Ψ are the two degenerate solutions of the confluent hypergeometric

equation. In these expressions, Λ is the QCD scale parameter, and Q0 is the

energy cutoff of the parton evolution (xp > Q0/E). The integration contour

over ω goes parallel and to the right-hand side of the imaginary axis. If we

want instead the fragmentation of quarks to gluons D̄g
q(xp,Y,λ), we can simply

multiply by 4/9 = CF/CA.

If our aim is to calculate the spectrum of light hadrons, such as π±, in the

context of local parton-hadron duality (see section 2.4.3), we might choose the

cutoff Q0 to approach Λ (since Mπ ∼ Λ). In this case, λ→ 0, and we get the

limiting spectrum [42]:

D̄0
g(ξ,Y) =

4Nc

b
Γ(B)

∫ π/2

−π/2

dτ
π

e−Bα

[
coshα +(1−2ζ)sinhα

4Nc
b Y α

sinhα

]B/2

× IB

(√
16Nc

b
Y

α
sinhα

[coshα +(1−2ζ)sinhα]

)
, (2.27)

in which α = α0 + iτ, for tanhα0 = 2ζ−1 and ζ = 1−ξ/Y, and IB(z) is the modified

Bessel function of order B. This spectrum can be approximated by a distorted

Gaussian [44]:

xpD̄0
q(ξ)∼

N (Y)
√

2πσ
exp

[
1
8

k−
1
2

sδ−
1
4

(2+k)δ2 +
1
6

sδ3 +
1
24

kδ4
]
, (2.28)

with δ≡ (ξ−ξ∗)/σ,

N (Y) = Γ(B)

[
4Nc

b
Y

]−B+1
2

IB+1

(√
16NcY/b

)
, (2.29)

and

ξ∗ =
Y
2

(
1+

a
24

√
48
bY

+ O(Y−1)

)
(2.30)
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σ =

√
Y
3

(
bY
48

)1/4
(

1−
b
64

√
48
bY

+ O(Y−1)

)
(2.31)

s=−
a
16

√
3
Y

(
48
bY

)1/4

+ O(Y−5/4) =−
a
16

1
σ

(2.32)

k =−
27
5Y

(√
bY
48
−

b
24

+ O(Y−1/2)

)
. (2.33)

Thus, the parton spectrum in jets (in the limit Q0 ' Λ) is expected to have

an approximate Gaussian shape in ξ = log(1/xp), often referred to as a “hump-

backed” shape, due to the underlying parton dynamics. The development of

the parton shower causes the parton multiplicity to rise with increasing ξ, but

this development ceases at some cutoff scale, Q0, where hadronization takes

over, and the spectrum decreases at the soft limit. As the center of mass

energy increases, the maximum of this distribution, ξ∗, shifts toward higher

ξ, approximately linearly in Y (i.e., logE).

2.4 Hadronization

Since no free quarks have ever been observed directly by experiment [45], any

complete theory of strong interactions must explain why quarks exist only

in color-singlet hadrons. This characteristic is known as confinement. Al-

though the asymptotic freedom of QCD implies that as the distance between

two quarks increases, their coupling increases, it has not been rigorously proven

that SU(3) QCD implies confinement. In the absence of a theoretical expla-

nation of confinement, we seek experimental constraints on the process of

hadronization. One phenomenological framework for these constraints is that

of fragmentation functions.

2.4.1 Fragmentation Function

The process by which free quarks and gluons become the hadrons that we

observe in nature is known as hadronization or fragmentation. In principle,
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this process is determined by the (unknown) dynamics of confinement. Let

us define the particle spectrum for a hadronic species h at CM energy
√

s

as F h(x,s). We can then express this spectrum in terms of fragmentation

functions Dh
k(z,µ2):

F h(x,s)≡
1

σtot

dσ
dx

(e+e− → hX) = ∑
k

∫ 1

x

dy
y

Ck(s,y,αs(µ
2)) Dh

k(
x
y
,µ2), (2.34)

where σtot is the total hadronic cross section (e+e−→X), x= 2Eh/
√

s is the scaled

energy of h, k represents primary parton flavor, y is the scaled momentum of the

parent k that produces hadron h, and Ck(s,y,αs(µ2)) is the production of parton

species k with scaled energy y = 2Ek/
√

s. At lowest order,

Ck(s,y,αs) =
σ(e+e− → qkq̄k)

σtot
. (2.35)

The fragmentation functions Dh
k

(
z,µ2

)
can be shown to obey a DGLAP evo-

lution equation [46]:

1
µ2

∂
∂µ2Dh

k

(
z,µ2)=

αs(µ)

2π ∑
j

∫ 1

z

dy
y

Pjk(y)Dh
j

(
z
y
,µ2
)
, (2.36)

where j ranges over all parton species. The fragmentation function also obeys

certain other relations. First, from energy conservation in the event, we can

see that

∑
h

∫ 1

0
dz zDh

k

(
z,µ2)= 1. (2.37)

Second, if we define n̄h as the average multiplicity of particle type h per event,

we have

∑
k

∫ 1

zmin

dz Dh
k

(
z,µ2)= n̄h, (2.38)

where zmin ≡ 2Mh/
√

s. Finally, we might expect certain relations from CP
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conservation or isospin symmetry. For example

Dh
k(z,µ2) = Dh̄

k̄(z,µ2) (2.39)

Dπ+

u (z,µ2) = Dπ+

d̄ (z,µ2) (2.40)

Dπ+

u (z,µ2) = Dπ−
d (z,µ2) (2.41)

· · ·

The fragmentation functions Dh
k

(
z,µ2

)
are the basic features that we would

like to probe experimentally. Unfortunately, we cannot identify the individ-

ual partons that hadronize and thus cannot measure the Dh
k

(
z,µ2

)
directly.

Traditionally, only the inclusive spectra F h(x) were experimentally accessi-

ble. With heavy-flavor tagging, however, we can separate light-quark (uds)

events from the e+e− → bb̄ or cc̄ events. This is important because it is known

experimentally that fragmentation in heavy-quark jets differs from that in

light-quark jets [47]. Furthermore, we can use the polarization of the SLC

electron beam, together with the electroweak forward-backward asymmetry of

quarks (Eq. (2.17)), to separate quark from antiquark jets. This can provide

constraints on Dh
k

(
z,µ2

)
−Dh

k̄

(
z,µ2

)
, for k = u,d,s.

2.4.2 Hadronization Models

Currently, there is no complete theory of the non-perturbative process of frag-

mentation that derives from QCD. Therefore, we necessarily rely on models.

This is not, however, a failing of QCD so much as it is a failing of our (cur-

rent) calculational techniques. Furthermore, these models are motivated in

many ways by features of QCD, so they are not entirely ad hoc. Hadroniza-

tion models can be tested against a large number of experimental properties,

both exclusive and inclusive. Accurately predicting these properties, without

an infinite number of adjustable parameters, is the acid test of hadronization

models. Moreover, good models of hadronization are important not only be-

cause they represent our best understanding of hadronization, but also because
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they represent nature well enough to serve as a good simulation of particle

physics experiments. In modern collider experiments, such simulation is es-

sential for understanding detector performance. A more detailed overview of

hadronization models is available in [48].

Independent Fragmentation

The earliest models of fragmentation were introduced by Field and Feynman

in 1978 and were based on the idea that each parton fragments independently

via a recursive scheme [49]. In the independent fragmentation (IF) model, a

primary quark q1 may start by combining with an antiquark q̄2 from a pair

q2q̄2 created out of the vacuum. The meson M1 formed from q1q̄2 has longi-

tudinal momentum fraction z1 = (E + p‖)M1/(E + p‖)q1 distributed according to

some fragmentation function f (z1). Next, the remaining q2 combines with a q̄3,

and the resulting meson M2 has momentum fraction z2 = (E + p‖)M2/(E + p‖)q2.

The IF ansatz is that z1,z2, . . . are distributed according to the same universal

function f (z). The process continues until there is insufficient energy to create

any more hadrons. If the initial jet is a gluon, one can either convert it to a

quark jet of random flavor, or one can split it into two quark jets via a DGLAP

splitting kernel, Eq. (2.21).

In addition to the above prescription for longitudinal momentum, one also

needs to generate transverse momentum for the produced hadrons. Typically,

this is done with a Gaussian distribution exp(−p2
T/2σ2

T), where the width σT

is chosen ∼ 300 MeV/c to match experimental data. There is nothing in the

IF prescription to specify the hadron species produced, so some sort of ad hoc

scheme is introduced. One can introduce suppression factors for the various

quark flavors to be created from the vacuum:

u : d : s : c : b' 1 : 1 :γs : 0 : 0, (2.42)

motivated by the difference in quark masses. One can also introduce similar
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factors for pseudoscalar, vector, and tensor mesons:

P : V : T ' 1 : γV : γT . (2.43)

The original Field–Feynman model only treated mesons, but one can introduce

baryons by adding another suppression factor, γB, for the probability of produc-

ing a pair of diquarks out of the vacuum instead of a qq̄ pair [50]. All of these

parameters (γs, γV , γT , γB) are to be determined by tuning the model to match

experimental data. Typical values used are:

γs' 0.3 γB' 0.1 (2.44)

γV ' 1 γT ' 0. (2.45)

The tensor mesons had not been observed in e+e− until recently, and the rates

of their production are low; therefore, models generally neglect them. Although

one might naively expect γV =3 from spin-counting, experimental observations

support roughly equal production of pseudoscalar and vector mesons [51]. The

baryon production fraction of 10% reproduces the multiplicities of baryons rea-

sonably well, but more complex dynamics (such as the popcorn mechanism

where baryons and antibaryons are separated in the fragmentation chain by

one or more mesons [52]) are required to reproduce spectra.

Thus, for any given hadron species h, this model predicts a fragmentation

function

Dh
k

(
z,µ2)= η f (z) +η

∫ 1

z

dy
y

f (1−y)Dh
k

(
z
y
,µ2
)
, (2.46)

where η is a factor that takes into account the ad hoc hadron species selection

parameters. A typical f (z) is the Field and Feynman function

f (z) = 1−a+3a(1−z2), (2.47)

with a a tunable parameter.



2.4. HADRONIZATION 27

Although the IF model is conceptually very simple, it has one important

theoretical problem in that it is impossible to conserve both longitudinal mo-

mentum and energy in a single independent jet∗. Therefore, IF models have

some additional ad hoc prescriptions for rescaling momenta or otherwise fixing

up momentum conservation.

Despite these problems, IF does a good job at reproducing global jet prop-

erties [53]. However, with more recent measurements of the string effect in

e+e− annihilation, as discussed below, we can now consider this class of models

excluded. Nevertheless, they are still useful, for example in pp̄ Monte Carlos,

where details of the soft structure of jets are of less interest.

String Models

A refinement of the independent fragmentation technique is the string model,

originally presented by Artru and Mennessier [54], but extended in the popular

JETSET event generator of Andersson, Gustafson, and Sjöstrand at Lund

University [55, 56]. This model is motivated by the idea of color flux tubes

as a model for confinement. The color flux tube acts like a string with uniform

energy density per unit length. Thus, as two quarks separate, they stretch such

a string between them, and the potential energy rises linearly with separation

distance. Eventually the string energy is sufficient to create a qq̄ pair from

the vacuum, and thus fragment the string into two pieces. These two pieces

are still expanding strings, so the process repeats until all remaining string

energy is lower than hadronic masses.

For the case of qq̄ pair production (e+e− → qq̄), the string models proceed

very much like IF models with similar ad hoc parameters for determining

hadron flavor. Energy and momentum are conserved, however, at each step

of the fragmentation in string models, so there is no rescaling procedure at the

end of the fragmentation process. Furthermore all quark quantum numbers

are conserved globally.

∗It is also impossible to conserve charge, baryon number, strangeness, etc., but this is
perhaps less troublesome since the quark selection is done in an ad hoc scheme.
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The Lund group initially employed a fragmentation function

f (z) =
α +1

z
(1−z)α, (2.48)

with α as an adjustable parameter. This function, however, did not reflect the

fact that all qq̄ production vertices are causally disconnected, and therefore

their time-ordering is Lorentz frame-dependent. Thus, all vertices should be

treated symmetrically so that it is possible to start from either end of the string

and get the same answer. This led to the “left-right symmetric” fragmentation

function

f (z) =
(1−z)

z

a

exp(−bM2
T/z), (2.49)

where M2
T = M2 + p2

T is the transverse mass of the hadron, and a and b are

free parameters. This simplifies the program implementation since the string

breakup can be done starting at either end and proceed consistently along the

string.

String fragmentation must be combined with some perturbative calculation

of the underlying hard process, typically either a second-order matrix element

calculation [56] or an LLA parton shower [57]. If the event contains a hard

gluon jet, the gluon acts as a “kink” in the string with one half of the string

connected to each of the remaining quark/antiquark jets (see Fig. 2.3). The

JETSET matrix element model uses the GKS O(α2
s) calculations [35].

In the case of the JETSET parton shower model, the shower evolution is

performed with respect to the mass squared, τ = m2, and z is interpreted as the

energy fraction in the center of mass of frame of the parent parton. The scale of

the running αs is set to Q2 = z(1−z)m2' p2
T . Angular ordering is imposed as an

extra constraint on the mass and z values of each branching. Once the parton

shower evolves to its cutoff, the fragmentation string is connected between the

partons in the order that they were produced from the parton shower, with

each gluon acting as a kink, and qq̄ pairs dividing the string. This is not the

only possible way to connect the partons with a string, but represents the most
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Figure 2.3: String fragmentation in a qq̄g event. The string is stretched between the
quark and antiquark, with the gluon acting as a “kink” in the string.

straightforward choice. The JETSET parton shower model has been tuned to

reproduce well most experimental observables in e+e− data [58], but the large

number of parameters necessary lessens our ability to constrain the underlying

dynamics of the model.

The connection of the string between the various jets produces a natural

effect on the hadron flow in the regions between jets. We might expect, for ex-

ample, the region between the q and q̄ jets in Fig. 2.3 to be less populated than

the region between either and the g jet. This so-called “string effect” has been

observed at PETRA [59] and also at LEP [60]. However, it has been shown that

the “string effect” can be explained on the basis of soft gluon interference in the

MLLA framework [61], so it is not really a confirmation of the string model.

Nevertheless, the experimental observation requires successful hadronization

models to reproduce it.

UCLA Model

The UCLA model of Buchanan and Chun [62] is an extension of the Lund string

model with the hadron species parameters determined by phase-space, spin

counting, and isospin counting. In the JETSET scheme, Mh and pT are chosen

first, and then z is drawn from f (z), where
∫

f (z)dz= 1 for each hadronic species.
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In the UCLA model, f (z) is a universal function with ∑h
∫

f h(z)dz= 1. Thus a

and b remain free parameters, but all of the suppression of vector and strange

mesons and baryons is accomplished through the increased masses of those

particles and Clebsch–Gordon coefficients for the coupling of spins. This model

has had remarkable success in fitting a wide range of data, but agreement

is not perfect. In particular, the production of baryons is not entirely well-

reproduced and is still an area of development [63].

Color Dipole Models

Another relative of the Lund string model is the color dipole model of Gustafson

and Pettersson [64]. The standard implementation of this model is the ARI-

ADNE program [65]. In the color dipole model, a parton shower is described in

terms of the splittings of color dipoles formed between partons. Instead of the

usual angular ordering (as in JETSET PS), this imposes an ordering on the

transverse momentum p2
⊥ of the radiated gluons. This shower evolution is cut

off at some scale, Q0, and the resulting partons are hadronized via the standard

JETSET string scheme. The general features of ARIADNE are similar to

those of the JETSET parton shower model, but the details of the dynamics are

different.

Cluster Models

Cluster models represent a very simple model of hadronization where the par-

tons present at the end of the perturbative process are combined into “colorless

clusters” [66]. Because second-order matrix elements cannot yield more than

four partons, cluster models are invariably combined with parton shower cal-

culations. The most successful of these models has been the HERWIG Monte

Carlo of Marchesini and Webber [67], which includes soft gluon interference

via a MLLA framework with angular ordering of gluon bremsstrahlung.

In the HERWIG model, the parton shower evolution variable is τ = E2
aξ,

where ξ = pb · pc/(EbEc)' 1−cosθbc, pb and pc are the four-momenta of the two
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child partons, and θbc is the angle between b and c. The splitting variable is

defined to be the ratio of energies z= Eb/Ea, and the scale of αs used is taken as

Q2 = 2z2(1−z2)τ' p2
T . The shower cutoff in HERWIG is typically Q0∼ 0.65GeV.

Because τ explicitly involves the angle of emission, angular ordering and gluon

coherence effects are automatic. On the other hand, the kinematics of each

splitting are not determined until the entire shower is complete, at which point

parton masses are propagated backwards and the momenta of each splitting

determined.

In cluster models, the parton shower proceeds by successive branching (see

Eq. (2.20)) until all partons reach a virtuality cutoff of Q2
0. After all partons

reach this cutoff, the gluons decay to qq̄ pairs. Since the color of all partons

is tracked throughout the shower, it is straightforward to combine quarks and

antiquarks into colorless clusters. The clusters then decay to hadrons via two-

body phase-space kinematics. Because the parton shower typically produces

a large spread in cluster masses, a parameter Mc can be added which is the

maximum cluster mass (e.g. Mc' 5 GeV in HERWIG). Clusters whose masses

are above Mc are decayed to a pair of lighter clusters. Baryon production is

generally done purely via phase-space, but an ad hoc parameter Pdiqk can be

introduced to give the probability for a gluon to split to a diquark-antidiquark

pair rather than qq̄.

Besides the pure cluster fragmentation of HERWIG, one can have a com-

bined string-cluster fragmentation, as in the CALTECH-II model of Gottschalk

[68]. In this case, the parton shower is cut off at a relatively high Q0 (∼ 1 GeV),

and string fragmentation is used to produce colorless clusters (instead of had-

rons, as in JETSET PS). These clusters are then decayed by phase-space.

The advantage of cluster fragmentation models is that, like the UCLA model,

with all decays controlled by phase-space there are very few arbitrary param-

eters to tune. The down-side to this is that there are no parameters to control

the locality of baryon number or strangeness conservation in rapidity, for ex-

ample. Furthermore, early versions of HERWIG had no mechanism to produce

“leading” baryons in jets, since the baryon number of each cluster is 0. Hence,
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there could be no difference in production between q and q̄ jets. Later versions

of HERWIG (since 5.7) addressed this via the CLDIR parameter [69].

2.4.3 Local Parton-Hadron Duality

Going a step further than the cluster-model concept of a simple hadroniza-

tion stage on top of the parton shower dynamics, is the ansatz of local parton-

hadron duality (LPHD) put forward by Azimov, Dokshitzer, Khoze, and Troyan

[70]. This stipulates that the momentum spectra of hadrons are simply propor-

tional to the spectrum of partons produced up to some cutoff scale, Q0, in the

MLLA framework. LPHD is equivalent to the claim that fragmentation is re-

sponsible for none of the dynamics of hadrons. If D̄g
k(ξ,E,Q0) is the distribution

of gluons in a jet of energy E, then the fragmentation function for species h is

given by

Dh
k(ξ,E) = KhD̄g

k(ξ,E,Q0), (2.50)

where Kh is a constant that depends only on the hadron species h. Thus, LPHD

claims that the duality of parton and hadron properties that is seen globally,

e.g. in jets at leading order QCD or in the coherence of gluons observed in the

“string effect,” extends as locally as we care to test it.

This is a remarkable hypothesis, for it would allow the spectra of hadrons

to be calculated analytically. It is also somewhat counter-intuitive, because

conservation of quantum numbers prohibits a one-to-one correspondence of

gluons and hadrons on an event-by-event basis; instead, the proportionality of

spectra must hold as a statistical property. Furthermore, the inclusive spectra

of hadron species are made up of not only the direct products of fragmentation,

but also the hadrons coming from decays of more massive resonances. One

might expect these different sources to have very different spectra [71]. It is

claimed in [72], however, that somehow the effects of resonance production

and decays might be subsumed in the MLLA+LPHD picture, with the sum of

all the resonant decay contributions giving the inclusive spectrum predicted
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by MLLA. An additional problem is the lack of leading particle effects in the

LPHD formalism (see [71]). Because u, d, and s jets∗ should produce the same

spectrum of gluons in the MLLA framework, LPHD would therefore predict

identical spectra of hadrons in jets of different quark flavor with the same en-

ergy. Reference [74] views this as a shortcoming and cautions against trusting

the high-momentum part of the LPHD prediction.

Fundamentally, the usefulness of LPHD as a model for hadronization is

a matter to be resolved by experimental measurements. The predictions of

LPHD are readily testable, and the general features have been shown to hold

∗Heavy quark jets (c and b), on the other hand, are expected to give different spectra in
MLLA because of the heavy quark masses (dead-cone effect) [73]
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remarkably well [70, 71]. The spectra of hadrons in e+e− are roughly Gaussian

in ξ [70]. The peak positions ξ∗ have been shown to increase with increasing

center of mass energy
√

s [72]. The observation of leading particle effects would

not invalidate LPHD as a model, but simply limit its region of applicability.

It has been speculated that for different hadrons, the mass of the hadron Mh

serves as a bound on the cutoff Q0 (see section 2.3.4). Thus, one might expect

that the higher the mass Mh, the lower the peak position ξ∗. This behavior has

not yet been so well established. When considering just the meson data alone,

or just the baryon data, (see Fig. 2.4) a dependence with mass is observed [71].

Whether this dependence is linear with Mh, as predicted from Eq. (2.30), is

still unclear. Furthermore, it would be useful to test the peak positions of the

spectra of hadrons produced directly from fragmentation. One might expect

that LPHD only applies to these spectra (despite the claims of [72]). However,

this would require a program of unfolding the production spectra of all sorts of

resonances.



Chapter 3

The SLC and SLD

The current chapter discusses briefly the experimental apparatus employed

in our measurement. This consists of the Stanford Linear Collider (SLC),

which accelerates and collides electrons and positrons at 45.6 GeV/c, and the

SLC Large Detector (SLD), which measures many properties of the resulting

collisions. A more complete discussion of the SLC can be found in [75], while

the details of the SLD are described in [76].

3.1 The Stanford Linear Collider

The SLC is an accelerator project started in 1983. It uses the two-mile

SLAC linac for a prototype of a new class of machines, linear colliders, which

are likely to be the only way to push e+e− experiments past their current

maximum energies (LEP 2 at about 200 GeV/c). Storage rings lose energy

to synchrotron radiation, which is produced in proportion to the centripetal

acceleration of the circulating electrons and positrons. The energy lost to syn-

chrotron radiation increases like Eloss∼ E4
CM/R. Thus, as energies increase, one

must build storage rings of increasing radius to reduce the synchrotron losses.

For example, the LEP ring has a radius of 4.2 km, which is probably within an

order of magnitude of the largest feasible radius. Linear colliders do not suffer

35
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from this problem; instead, the challenge is to achieve sufficient luminosity

when each pair of particle bunches only gets one chance to collide.

Rather than two linear accelerators facing each other, as would be the case

for a true linear collider, the SLC demonstrates the principle using one linac

for both electrons and positrons (see Fig. 3.1). Both particle bunches are accel-

erated down the SLAC linac and separated by a dipole magnet at the end of

the linac, where they enter the SLC arcs. The arcs bend the beams around suf-

ficiently slowly that synchrotron radiation does not induce excessive emittance

growth. The beams then collide head-on at the SLC Interaction Point (IP),

where they are focussed to micron sizes by superconducting quadrupoles. The

entire SLC operates at 120 Hz. In contrast to storage rings, operation of the

SLC has proved to be difficult and relies on complex feedback systems in order

to maintain alignment of the two sub-micron beams stably enough to produce

collisions.

3.1.1 Polarized Electron Source

A unique feature of the SLC is its use of a longitudinally polarized electron

beam, which is produced by a strained-lattice GaAs photocathode at the linac’s

electron injector. A circularly polarized laser is used to selectively excite tran-

sitions of electrons into longitudinally-polarized states in the conduction band

of the photocathode material (see Fig. 3.2). This produces a bunch of approxi-

mately 5×1010 electrons, which is then accelerated with a 30 kV electric field

and injected into the linac.

The 1992 run utilized a photocathode of bulk GaAs. This material has a the-

oretical maximum polarization of 50% due to a degeneracy in its valence band

(see Fig. 3.2). Average polarizations achieved at the SLC IP were 22.4±0.6%

for that run [77]. In the 1993 run, however, the electron gun was upgraded

to a strained GaAs lattice. This is composed of a thin layer (300 nm) of GaAs

deposited on a substrate of GaAsP. The mismatch in the lattice spacings of

these two materials puts a strain on the epitaxial GaAs, which serves to break
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the degeneracy in the valence band spin states. This led to an average polar-

ization of 63.0±1.1% achieved at the IP [78]. In the 1994–95 run, a thinner

epitaxial layer of 100 nm was used, and this boosted the delivered polarization

to 77.34±0.62% [79].

3.1.2 Transport

For each 120 Hz cycle of the SLC, two electron bunches are produced at the

electron source. These bunches are accelerated to an energy of 1.19 GeV/c and

then diverted into the north damping ring. This ring serves to reduce beam

phase-space through emission of synchrotron radiation and application of RF

power. Before entering the ring, however, a spin-rotator magnet turns the elec-

tron spins from the longitudinal into the vertical direction. This preserves the
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spin through the damping process. After a large number of turns (1/120 sec.)

in the damping rings, the bunches are kicked out of the ring and go back into

the linac.

About two-thirds of the way down the linac, the second pulse is diverted onto

a tungsten-rhenium positron target, where positrons are produced, collected,

accelerated, and sent back along the linac into the south damping ring. The

complete cycle of the SLC includes these three pulses. The bunch coming out

of the south damping ring (positrons) leads the two electron pulses down the

linac. At the end of the linac, a bending magnet splits the electron and positron

pulses and sends them into their respective arcs on the way to the SLC IP. After

collision, the beam pulses are steered into beam dumps near the IP.

The steering of the electron polarization from vertical back to longitudinal

is accomplished by inducing “spin bumps” in the north arc.∗ This process works

because the SLC arcs (fortuitously) have a betatron oscillation frequency very

close to a spin-precession resonance frequency of the electrons. A perturbation

in the orbit of the electrons through the arcs is induced, and this bump causes

the spin to precess into the desired longitudinal direction. In practice, the orbit

perturbation is optimized so as to produce the largest observed polarization at

the IP.

3.1.3 Energy Spectrometer

The beam energies of both electrons and positrons are measured on a pulse-

by-pulse basis by devices known as the Wire Imaging Synchrotron Radiation

Detectors (WISRD) [80]. These detectors are located between the IP and the

beam dumps. Their schematic design is shown in Fig. 3.3. The basic principle

is that the incoming beam is deflected by two horizontal bend magnets. These

magnets each produce a swath of synchrotron radiation which is imaged by a

multiwire proportional chamber (MWPC). In between the two horizontal bend

∗The original design used spin rotating solenoids at the exit of the damping ring (see
Fig. 3.1), but controlling the spin orientation through the spin bumps in the arcs has proven
more flexible.
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Figure 3.3: A schematic of one of the Wire Imaging Synchrotron Radiation Detectors
(WISRD) that is used for determination of the SLC beam energies.

magnets is a precisely calibrated vertical bend magnet. This magnet deflects

the beam by an angle inversely proportional to its energy, and that angle can be

determined by the distance between the two swaths, as imaged on the MWPC.

The average center of mass collision energy measured for the 1993 run was

91.26±0.02GeV and the energy spread was 110MeV [78]. The numbers for the

1994–95 run are comparable, except that the energy spread was only 60 MeV.

3.1.4 Compton Polarimeter

In order to make use of the SLC electron polarization for physics measure-

ments, it must be possible to determine precisely the polarization actually

delivered to the SLC IP. For example, the SLD measurement of ALR requires a

precision of 1% in the electron polarization. This measurement is accomplished

by a Compton polarimeter, which is a device that uses the helicity asymmetry
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in the Compton scattering cross section (σC) to determine the electron beam

polarization.

The Compton polarimeter collides 2.33eV circularly-polarized photons with

the 45 GeV electron beam. The scattered electrons lose energy but are not

deflected much in angle in the laboratory frame. The Compton cross section

can be parametrized as a function of the scattered electron energy, E. Because

σC depends on the electron and photon spin states, we can define an asymmetry

function AC(E) such that

dσC

dE
=

dσu
C

dE

[
1+PγPeAC(E)

]
, (3.1)

where dσu
C/dE is the unpolarized Compton cross section, Pe is the electron beam
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polarization, and Pγ is the laser polarization. The shape of this asymmetry

AC(E) does not depend on the incident polarizations Pe or Pγ; it is only a function

of the energy in the center-of-mass system and can be calculated from quantum

electrodynamics. Thus, the unknown electron beam polarization Pe can be

extracted from

Am≡
Nobs(Jz= 3

2)−Nobs(Jz= 1
2)

Nobs(Jz= 3
2) +Nobs(Jz= 1

2)
= adPγPeAC(E), (3.2)

where Am is the observed asymmetry, Nobs represents the number of events

observed in the two possible spin configurations, and ad is the analyzing power

of the detector used to measure the scattered electron energy. This analyzing

power depends on the transport optics of the electron beam from the Compton

IP to the Compton polarimeter detectors.

The polarimeter is shown schematically in Fig. 3.4. Compton photons are

produced by a frequency-doubled YAG laser and are circularly-polarized with

a series of Pockels cells and quarter-wave plates. After interaction with the

electron beam, the laser beam goes to an “analysis box” where its polarization

can be measured. Together with polarization measurements of the incident

beam, these post-interaction measurements serve to control uncertainty in the

photon polarization, which is one of the dominant sources of uncertainty in the

measurement of the electron beam polarization.

After interaction with the photon beam, the entire electron beam passes

through an analyzing dipole magnet. This bends the off-energy Compton-

scattered electrons into the two Compton polarimeter detectors. Two detec-

tors were built for redundancy, but in practice, the proportional tube detector

suffers from high backgrounds induced by the main electron beam and is not

used for any of the polarimetry analysis. The other detector, a multi-channel

Cherenkov device, is positioned farther from the electron beam and shows good

signal-to-noise performance.

During normal running, the Compton polarimeter operates asynchronously

from the rest of the SLD data acquisition. The Compton laser fires every 11
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beam crossings. Data is collected each beam crossing, with the laser-off events

used for a background subtraction. The helicities of both the electron and laser

beams are selected on every beam crossing in a pseudo-random manner. This

information is used to form the measured helicity asymmetry (Am). Every three

minutes or so, the polarimeter delivers a measurement of the current electron

beam polarization with a precision of about ±1.5%.

One of the difficulties with the polarization measurement is that it occurs

at an interaction point that is some 33 m downstream from the SLC IP. Be-

cause of the chromatic terms in the SLC final focus optics and the fact that

spin-precession in the SLC arcs depends on electron energy, the measured po-

larization at the Compton IP is systematically different from the luminosity-

weighted polarization at the SLC IP. In the 1993 run, this effect was estimated

to be less than 1.7±1.1% [78]. Due to tighter energy collimation on the SLC

electron beam and fewer spin precessions in the SLC arcs, the effect was re-

duced to less than 0.2±0.2% in the 1994–95 run [79].

3.1.5 SLC Performance History

From its start, the SLC has been a project beset by tight budgetary constraints,

which caused many compromises in its design. Together with the fact that

there had not been any previous experience in operating a linear collider, this

resulted in a lengthy and difficult commissioning period. Even though the SLC

was nominally completed in 1987, the first Z0 events were not observed at the

Mark II detector until April 1989. Over the course of the 1989 and 1990 runs,

Mark II recorded 826Z0 decays, with peak SLC luminosities reaching 4 Z0/hr or

3.7×1028 cm−2s−1 [81]. This is compared to a design luminosity of 1031 cm−2s−1

or 1000Z0/hr [75].

In 1991, the SLD started its engineering run. During this run, peak lumi-

nosities of 6 Z0/hr were achieved in 60 Hz operation. The slight improvement

over the previous year was due to the new superconducting final focus magnets.

A total of 370Z0 decays were recorded during this run.
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Figure 3.5: The history of the SLC beam spot sizes and area is shown.

The next run in 1992 saw the commissioning of the first polarized source.

This first physics run of the SLD produced about 10,000 Z0 decays with an

average polarization of 22%. The peak luminosities reached 30Z0/hr, due to 120

Hz operation, new feedback systems in the linac, and a sextupole alignment in

the SLC arcs. At the end of the 1992 run, during a machine physics program to

study final focus systems for the next generation of linear colliders [82], it was

realized that the linac was capable of transporting the naturally flat beams

from the damping rings without much growth in size. Instead of beam spots

of typically 2×2 µm2, this new mode of operation allowed spots of 2×0.7 µm2,

thus doubling the available luminosity (see Fig. 3.5).

The 1993 run employed this new flat beam configuration. It also employed

the new strained-lattice GaAs photocathode, which allowed the average elec-

tron polarization at the IP to reach 63%. SLD collected approximately 50,000

Z0 decays, and peak luminosities reached about 60 Z0/hr.
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For the 1994–95 run, vacuum elements in the SLC damping rings were

upgraded in order to remove instabilities which limited the maximum beam

currents. In addition, new final focus elements were installed to cancel chro-

matic aberrations that limited the vertical spot size. Neither of these upgrades

were as successful as hoped, but they did allow peak luminosities to improve

to 80 Z0/hr and, together with good machine uptime, allowed the integrated

total to reach 100,000 Z0 decays. Figure 3.6 summarizes the history of SLC

luminosity over the various run periods.
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3.2 The SLC Large Detector

The SLD was proposed in 1984 as a state-of-the-art, general-purpose detector

to study Z0 decays at the SLC with 4π-coverage [76]. Its construction was

completed in 1990 (except for a few subsystems), and the SLD was moved into

position at the interaction point of the SLC, replacing the Mark II detector.

As shown in Fig. 3.7, the SLD has a layout of concentric cylindrical layers,

each of which is a separate sub-detector measuring a different aspect of the

collision products, as is typical of modern collider detectors. Most subsystem

layers are separated into barrel and endcap components. The endcap detectors

are mounted on large doors which can be opened during downtimes for access.

The general features of the SLD are: a high-precision wire drift chamber and a
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Figure 3.7: An isometric view of the SLD detector, showing the layout of the various
component detectors. The Luminosity Monitor is not shown in this diagram.
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silicon-pixel vertex detector for charged particle tracking, a Cherenkov ring

imaging detector for particle identification, liquid-argon calorimetry (which

gives good e/π discrimination), a 0.6 T conventional solenoid, and an instru-

mented flux return for muon identification. A summary of SLD performance is

given in Table 3.1. All subsystems feature on-detector digitization with fiber

optic readout for a minimal cable plant. The various components are described

in the following subsections in order from innermost to outermost.

Most of the following discussion will focus on the barrel region, since this

is currently understood much better than the endcap regions. As the barrel

components cover some 2/3 of the available solid angle (depending on the sub-

system), this is also the majority of the phase space for particle decays. There
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solenoidal field 0.6 T
CDC spatial resolution 80 µm
momentum resolution (CDC-only) 0.010⊕0.0050pt

VXD spatial resolution 5.5–9 µm
momentum resolution (CDC+VXD) 0.0095⊕0.0026pt

impact parameter resolution (xy) 11 µm
impact parameter resolution (rz) 38 µm
electromagnetic energy resolution 15%/

√
E

hadronic energy resolution 60%/
√

E

Table 3.1: SLD performance summary.

is a standard SLD coordinate system, which will be referred to in the following

sections. The SLD z-axis is defined to be along the positron incident direction

(North). The x-axis is perpendicular to the incoming beams and lies in the

horizontal plane facing West. The y-axis is then in the vertical plane pointing

upwards. We will also refer to cylindrical coordinates, in which the radius r is

defined in the xy plane, θ is the angle with respect to the positive z-axis, and φ
is the azimuthal angle with respect to the x-axis.

3.2.1 The Vertex Detector

At the very center of the SLD lies a silicon-pixel vertex detector (VXD), com-

posed of 480 charge-coupled devices (CCDs). These CCDs are the silicon chips

commonly used in video cameras. The current vertex detector, which was in

place for the 1992 through 1994–95 runs, is the second generation of design

and is known as VXD2. There is a third generation design, VXD3, recently

installed and being commissioned for the 1996 run.

The SLC beampipe is composed of a thin cylinder of beryllium. Its outer

radius is 25mm, which limits the position of the innermost layer of the VXD2 to

29.5 mm. Including the VXD2 cooling jacket, there is a total of 0.71%radiation
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length of material between the IP and the first VXD2 layer. The outer layer

of the VXD2 is limited in radius by the relatively large VXD cryostat and is

41.5 mm from the IP.

VXD2 is constructed from sixty 9.2-cm long aluminum-ceramic ladders, ar-

ranged in four concentric cylinders. Each ladder contains eight CCDs mounted

in an overlapping fashion with half mounted on one side and half on the other.

The individual CCDs are approximately 1 cm square, with 375× 578 22-µm

square pixels. Each pixel has an active depth of 20 µm. A minimum-ionizing

track deposits roughly 1000 electrons, about half of which are collected in

the CCD pixel. Due to clustering of neighboring pixels, one expects a point

resolution of ∼ 3.5 µm, which is slightly better than the naive expectation of

22/
√

6 µm. Although there are four radial layers, each layer has incomplete cov-

erage in azimuth and overlaps the gaps in its neighboring layers (see Fig. 3.9).

The average number of CCD hits per track passing through VXD2 is 2.3, mak-

ing this effectively a two-layer device.

VXD3 takes advantage of newer fabrication technology, which allows indi-

vidual CCDs to be made as large as 1.6×8.0 cm. This permits the construction

of a three-layer device with only 96 CCDs. VXD3 will have a three-hit accep-

tance to polar angles |cosθ|< 0.85 (as compared to VXD2 with |cosθ|< 0.75 for

only two hits). In addition, the larger chips allow simpler ladder construction,

which brings the thickness per ladder of VXD3 to 0.4% radiation length at nor-

mal incidence from the 1.15% in VXD2 [83].

In order to suppress dark currents, the entire VXD is cooled to −80 ◦C.

This is accomplished with boil-off N2 gas flowing through a polyurethane-foam

cryostat. The biggest disadvantage of CCDs for vertex detection is that they

must be readout serially. Each VXD2 CCD has one readout node through which

all 240,000 pixels must be clocked. This process takes 160ms, or about 19beam

crossings. Fortunately, the occupancy of the device is low (0.01%), even when

the 19 crossings are overlaid.

All the VXD2 CCDs and ladders were surveyed to 5 µm with optical mea-

surement devices [84]. Nevertheless, the final alignment of the components
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Figure 3.9: An rz view (top) and an end view (bottom) of the current SLD Vertex
Detector (VXD2) and the planned upgrade (VXD3). Although VXD2 is composed of four
layers of CCDs, the gaps between ladders make this effectively a two-layer tracking
device. VXD3 has three complete layers which gives it better tracking capability. Also,
VXD3 extends farther in polar angle.
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Figure 3.10: Miss distance in xy for Z0→ µ+µ− and Z0→ e+e− events. The width of this
distribution implies an impact parameter resolution σb = 11 µm in xy for tracks with
negligible multiple scattering.

was performed using tracks from hadronic Z0 decays. The result of this align-

ment is a single-hit resolution (measured using the sagitta from the subset

of tracks which have three VXD hits) of 5.5 µm in the xy plane and 5.5–9 µm

in z, depending on the dip angle of the track [81]. This slight degradation in

resolution at larger dip angles is attributed to radial alignment errors and to

bowing of the CCDs.

The overall performance of VXD2 can be evaluated with two-prong Z0→

µ+µ− and Z0→ e+e− events. Shown in Fig. 3.10 is the xy miss distance between

the two tracks in such events. Since these two particles are known to come

from a common interaction point, the width of the miss-distance distribution

is
√

2 times the xy impact parameter resolution of VXD2 on a single track at

the high-momentum limit. The initial beam spot position is known to 7 µm in

the transverse plane. Thus, the high-momentum impact parameter resolution

of the VXD2 tracking system is 11 µm in xy. A similar analysis yields 38 µm

in rz [85].
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Figure 3.11: At left, a face-on view of the SLD Luminosity Monitor (LUM) showing
the tower segmentation and readout cards. On the right is an rz view showing the
longitudinal segmentation, as well as the SLC beampipe and masking.

3.2.2 The Luminosity Monitor

The SLD Luminosity Monitor (LUM) measures the rate of small-angle Bhabha

scattering, which has a well-understood cross section derived purely from QED.

The LUM consists of two silicon-tungsten calorimeters arranged in projective

towers with a high degree of segmentation and located 1 m downstream from

the interaction point in z [86]. Each of the two calorimeters has 160 towers

covering the angular region 28< θ < 65 mrad. The LUM towers are further

divided into two longitudinal segments, EM1 with a thickness of 5.5 radiation

lengths and EM2 with a thickness of 15.6 radiation lengths. The LUM energy

resolution has been determined from Bhabha events to be approximately 3%at

50 GeV [87].

3.2.3 The Central Drift Chamber

The Central Drift Chamber (CDC) is the primary tracking device of the

SLD. The CDC occupies an annulus of 20 cm to 100 cm in radius and about

180 cm in length. It is composed of 5120 sense wires in a jet-cell arrangement

(see Fig. 3.12). Each cell is roughly 6 cm wide by 5 cm high and contains

eight active sense wires, two dummy sense wires, 18 guard wires, and 25
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Figure 3.12: A schematic of the CDC cell layout.

field wires. The sense wires are 25-µm gold-coated tungsten, while the guard

and field wires are 150-µm gold-coated aluminum. The guard wires serve

to keep the gas gain uniform by controlling the field in the vicinity of the

sense wires. The sense wires are radially oriented with no stagger. Original

designs [76] called for a 5◦ tilt with respect to the radial direction in order to

remove left-right ambiguities, but this was changed to simplify construction.

Analysis determined that the ambiguities from radial cells increase processing

time somewhat in the pattern recognition, but have a minimal effect on the

overall efficiency, since the stagger of cells between superlayers eventually

resolves any ambiguities [88]. The sense and guard wires are mounted together

in Lexan blocks, which are then precisely positioned and tensioned in the

aluminum endplate. The inner and outer walls (in radius) of the CDC are



54 CHAPTER 3. THE SLC AND SLD

0

200

400

600

800

1000

A

U

V

V

U

U

A

A

V

A

–100–200 100 200 300

0

1

2

3

4

5

6

7

8

9

X   (mm)

Sense
Wire

Field
Shaping

Wire
Field
Wire

1–96
8086A4

A = Axial Layer U,V = Stereo Layer
Y

   
(m

m
)

Figure 3.13: A schematic of the CDC endplate, showing the layout of axial (A) and
stereo (U, V) layers.

made from an aluminum sheet-Hexcell fiberboard laminate, which comprises

only 1.8% and 1.6% radiation length for the inner and outer wall, respectively.

There are 10 layers of cells that make up the CDC (see Fig. 3.13). Six of

these superlayers have a stereo angle (on average±42mrad) with respect to the

beam axis, thus permitting a measurement of the z position of track hits with

only 24 times worse resolution than the xyposition. In addition, the two ends of
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each sense wire are read out into separate amplifiers, allowing reconstruction

of the z position to approximately 5 cm by using the ratio of the pulse heights

(known as charge division). This charge division information is only used in

the initial stages of pattern recognition, as the stereo layers give more precise z

information once the track has been fit. For details on the track reconstruction

algorithms, see [89].

The CDC drift gas is 75% CO2, 21% Ar, and 4% isobutane, with a 0.3% ad-

mixture of H2O, operated at atmospheric pressure. The CO2 base gas provides

low drift velocity and low diffusion, which aid the spatial resolution. Argon

is added to increase the avalanche gain, and isobutane aids quenching. The

water is added to suppress the effects of wire aging [90]. The drift velocity of

the final gas mixture is 7.9 µm/ns at the mean drift field of 0.9 kV/cm.

The local and global resolution of the CDC are shown in Fig. 3.14 as a

function of drift distance from the sense wire plane. The local resolution is

calculated from the difference in residuals of hits on a track from adjacent

wires in a cell, and this represents the intrinsic performance of the chamber.

Factors that limit the local resolution are the diffusion constant of the drift

gas, the drift velocity in the chamber, the electrostatics of the drift cell, and the

performance of the readout electronics and pulsefinding algorithm. As shown

in Fig. 3.14, the local resolution measurements are consistent with a diffusion-

dominated model (σd ∝
√

d), with the exception of the extreme ends of the cell,

where the field is varying rapidly or the drift velocity is greater.

The global resolution of the CDC is given by the residuals of all hits on a

fitted track. This includes effects from inter-cell alignment errors, variation of

the time-to-distance relation between cells, and unaccounted wire sag.∗ The

30–40 µm alignment errors implied by Fig. 3.14 are consistent with the reso-

lution of the cell-to-cell alignment procedure, as described in [91]. The mean

resolution of hits between 0.5 and 2.5 cm is 82 µm, making the SLD CDC the

most precise large-scale drift chamber ever constructed [92].

∗The gravitational sag of the wires is modelled as 34 µm at the center of the wires and is
included in the track fits. The electrostatic sag is unmodelled, but is expected to be small.



56 CHAPTER 3. THE SLC AND SLD

Drift Distance (mm)

A
ve

ra
ge

 R
es

ol
ut

io
n 

(µm
)

Global Resolution

Local Resolution

68√d (cm)

0

50

100

150

200

250

300

350

0 5 10 15 20 25 30

Figure 3.14: The local and global SLD CDC drift distance resolution measured with
tracks in hadronic events from the 1994–95 run. Also shown is the resolution expected
due to diffusion effects for the CDC gas composition. This diffusion curve has been
normalized to the minimum local resolution.

In principle, the spatial resolution and the 0.6 T magnetic field should be

sufficient to determine the momentum resolution of the CDC. However, a host

of other effects, such as hit inefficiencies, correlated misalignments, and tails

on the spatial resolution distribution, can degrade performance from the sim-

plistic expectation. Empirical measures of momentum resolution can be ob-

tained from Z0 → µ+µ− events, from comparing the two segments of cosmic

ray tracks, and from the K0
s → π+π− invariant mass width. These techniques

yield a resolution of (σpt/pt)
2 = (0.010)2 + (0.0050pt)

2, where pt is the momen-

tum component transverse to the beam axis [92]. This result is consistent
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to within a factor of two of the resolution expected from a simplistic model

which does not account for correlated misalignments and so forth. When the

VXD2 hits are added into the tracking fit, the momentum resolution improves

to (σpt/pt)
2 = (0.0095)2+(0.0026pt)

2 [85].

3.2.4 The Cherenkov Ring Imaging Detector

Situated directly outside of the CDC is the SLD Cherenkov Ring Imaging De-

tector (CRID). Since it is central to this dissertation, this detector is described

in detail in the following chapter. The barrel portion of the CRID provides the

SLD with excellent particle identification over the central 70%of its solid angle.

A combination of gaseous and liquid Cherenkov radiators, together with mo-

mentum measurement from the CDC, allows π/K/p separation up to 30 GeV/c

and e/π separation up to 6 GeV/c. Cherenkov ring imaging is still a relatively

novel technology in particle physics detectors, and successful operation of the

SLD CRID has been full of many challenges.

3.2.5 The Liquid Argon Calorimeter

Energy measurement at SLD is provided by the Liquid Argon Calorimeter

(LAC) [93]. The LAC is a sampling calorimeter composed of lead plates im-

mersed in liquid argon. The argon is the active medium, being ionized by

charged particles passing through it, while the lead serves not only to induce

particle showers but also to collect the charge. The advantage of liquid argon

over, for example, plastic scintillator is that it is not susceptible to radiation

damage, and therefore the energy response should not vary over time. The

layers of lead are broken up into alternating grounded plates and tiles held at

high voltage (−2 kV), separated by plastic spacers. Each layer of one grounded

lead plate and one lead tile is referred to as a single cell.

The LAC is segmented into projective towers, roughly 33 mrad in θ and φ.

There are 68 towers in polar angle and 192 in azimuth in the barrel section

of the LAC. In each LAC endcap there are 17 towers in polar angle and 192,
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Figure 3.15: Schematic of LAC barrel modules. Two EM modules and one HAD module
are shown. There are 48 such modules azimuthally and three longitudinally.

96, or 48 in azimuth (depending on the polar angle). In addition, the LAC

is segmented into four longitudinal layers, denoted EM1, EM2, HAD1, and

HAD2. The first two sections contain the majority of energy deposited by

electromagnetic showers (those induced by electrons or photons), while the

outer two sections extend the containment to cover hadronic showers. The

EM1 and EM2 sections are formed of 2-mm thick Pb plates separated by 2.75-

mm Ar gaps, which yields a sampling fraction of 18.4%. The HAD sections

are formed of 6-mm Pb plates and 2.75-mm Ar gaps, for a sampling fraction of

7.0%. In the HAD sections, the angular segmentation is half that of the EM
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EM1 EM2 HAD1 HAD2
φ Segmentation 192 192 96 96
θ Segmentation 102 102 48 48

Depth (num. cells) 8 20 13 13
Pb Thickness (mm) 2.0 2.0 6.0 6.0
Ar Gap (mm) 2.75 2.75 2.75 2.75
Sampling Fraction 0.184 0.184 0.070 0.070

Radiation Lengths (X0) 6.0 15.0 13.9 13.9
Interaction Lengths (λ0) 0.24 0.60 1.00 1.00

Table 3.2: Specifications of the SLD LAC.

sections in both dimensions; thus a single HAD tower backs four EM towers.

The parameters of the four layers are described in Table 3.2.

The EM sections contain approximately 99% of the energy of a 45 GeV elec-

tron, while the entire LAC contains 90–95% of the total energy of a hadronic Z0

decay [94]. The measured energy resolution of the EM and HAD sections are

15%/
√

E and 60%/
√

E, respectively [85].

3.2.6 The Warm Iron Calorimeter

The Warm Iron Calorimeter (WIC) [95] is composed of 18 layers of Iarocci

tubes [96] sandwiched in 3.2 cm gaps between 5 cm thick steel plates. The total

thickness of the WIC is 4.2 interaction lengths. Iarocci tubes are long rectangu-

lar plastic (PVC) extrusions lined with slightly conductive carbon paint, fitted

with central Cu-Be anode wires, and filled with a gas mixture of 88% CO2, 9.5%

isobutane, and 2.5% Ar. The tubes are instrumented with external Cu cathode

readouts, square pads on one side for calorimetric measurements (WIC pads)

and long strips on the other side (WIC strips) for muon tracking. Most of the

WIC strips in the barrel are oriented parallel to the beam, with two of the 16

layers arranged transverse to the beamline (see Fig. 3.16). In the endcaps, the
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Figure 3.16: Diagram of a section of the WIC, showing the single layers containing
longitudinal strips for muon tracking as well as pad tower readout. Also shown are
the double layers with crossed strips for tracking in the other plane.

inner half of the WIC has wires running horizontally, and the outer half has

wires running vertically.

The WIC serves not only as a flux return for the SLD solenoid, but also as

a tracking system for muon identification. In addition, it was intended as a

backing calorimeter to catch the 5–10% of hadronic event energy that leaks

through the LAC. However, the calibration of and accurate simulation of the

WIC calorimetric response have proven difficult. There are several factors that

contribute to this. The combination of beam-related backgrounds (primarily

SLC muons) and cross talk along the Iarocci tubes serves to produce a high

level of noise in the data and to make clustering problematic. The lack of good

test-beam data and the fact that the WIC gas gain varies considerably with

atmospheric pressure have made calibration of the energy response difficult.

Hence, the WIC pads have not been used in the SLD calorimetry reconstruction

to date [94].
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3.2.7 Data Acquisition

The SLD data acquisition design makes extensive use of the relatively long

time (8.3 ms) between SLC beam crossings. For example, little dedicated hard-

ware is required for triggering; instead, the entire calorimeter is read out

and energy sums are calculated in software, all within the 8 ms time win-

dow. Another example is the readout of the “wire systems” (the drift chambers

and CRIDs). In these systems pulses from preamplifiers are fed into Analog

Memory Units (AMUs), which are custom VLSI arrays of 256 sample-and-hold

circuit elements [97]. These pulses are then digitized in 12-bit 3-µs ADCs on

the detector face, and the resulting data are sent on via 32-Mbit/s fiber optics,

thus minimizing the required cable plant inside the SLD.

The data acquisition architecture is FASTBUS, and there is a network of 18

FASTBUS crates located on the top deck of the SLD that comprise the system.

The work of assembling events is done in ALEPH Event Builder (AEB) modules

[98]. These are modules containing Motorola 68020 CPUs and about 5 MB of

memory. The AEBs pool data from various slave modules, whose type depends

on the subsystem being read out. The calorimetric systems are processed in

Calorimeter Data Modules (CDMs), while the drift chamber and CRID systems

are processed in Waveform Sampling Modules (WSMs), the vertex detector

data are processed in Vertex Data Acquisition (VDA) modules, and the WIC

Strip data are processed in WIC Digital Readout Modules (DRMs). All of these

slave modules contain some number of 68020 CPUs and are connected to their

respective systems via fiber optics.

Triggering is determined by a dedicated trigger AEB. There are several

conditions which cause the detector to be read out. For hadronic events, there

are three main triggers: an Energy trigger based on a sum of LAC tower

response, a Track trigger based on some fast readout of the CDC cells and

requiring two tracks at large angles relative to each other, and a “Hadron”

trigger which combines the preceding two types of information, but with a

lower energy threshold and only one track required. There is also a dedicated
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trigger for small-angle Bhabhas in the LUM, and there is a Random trigger

which reads out the detector every 20±0.5 seconds.

The control software for the SLD experiment runs on a VMS cluster. The

main data acquisition machine is a VAX 8800. There is also a VAX 6420, which

is used for monitoring, time histories, and miscellaneous controls. Displays are

run via X-windows on VMS workstations or NCD X-terminals. The VAX 8800

writes data to STK 3490 tapes via a fiber optic link to the silo at the SLAC

computing center.

An average SLD event is 250–300 kilobytes in size, with about 40% of that

volume belonging to the CRID, and another 25% each coming from the drift

chamber and VXD subsystems. Event sizes, however, are strongly influenced

by background conditions, and those conditions vary rapidly with the tune of

the SLC. Typical trigger rates during low background operation are 0.2 Hz,

while real Z0 luminosity is typically 30–70 Z0/hr, or about one-tenth to one-

twentieth of that trigger rate.

3.2.8 Detector Simulation

In order to unfold the detector response from physical quantities of interest,

all modern high-energy physics experiments rely on extensive computer sim-

ulations of the response of their detectors. The SLD simulation is based on

the standard GEANT 3.21 package [99], which tracks particles through a de-

scription of the detector material and magnetic field and simulates multiple

scattering and energy loss. For showering in the calorimeters, SLD uses a hy-

brid scheme of a parametrized shower shape for the electromagnetic portion of

the showers [100], and the GEANT GHEISHA [101] package for the hadronic

interactions.

Once a particle is tracked into a particular detector subsystem, there is

code to simulate the response of that detector and to produce data in the same

format as the raw data coming from the actual experiment. Details of the

simulation of the tracking systems can be found in [89]. A discussion of the
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simulation of the calorimetry can be found in [94, 87]. The simulation of

response in the CRID is discussed in sections 7.15 and 7.16.

In order to simulate the beam-induced backgrounds, as well as noisy elec-

tronics channels, raw data from random triggers is overlaid with the results of

the simulation. These random triggers are sampled in a luminosity-weighted

fashion, so that they represent the conditions corresponding to actual hadronic

events selected for analysis. After the random trigger data is merged with the

“data” produced by the simulation, the event is processed with the standard

SLD reconstruction package.

The input to all of this simulation is one of several QCD event generators.

For the current data set, the JETSET 7.4 parton shower model was used to

supply hadronic particles as input to the detector simulation. The parameters

of JETSET have been tuned by the SLD collaboration to fit available world

data, and the decays of charm and bottom hadrons have been parametrized

with the CLEO decay package [102]. These inputs result in good agreement

with the charged and neutral multiplicities and spectra observed in the SLD.
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Chapter 4

The SLD CRID

This chapter discusses briefly the principles of ring imaging Cherenkov detec-

tors and presents an overview of the design of the SLD Cherenkov Ring Imag-

ing Detector (CRID). Some of the other contemporary ring imaging devices are

reviewed briefly. A fuller discussion of the principles of ring imaging detectors

can be found in [103]. A more complete discussion of the SLD CRID design can

be found in [76], and a thorough survey of ring imaging detectors is available

in [104].

4.1 Cherenkov Radiation

The phenomenon of Cherenkov radiation∗ occurs when a particle traverses a

dielectric medium with a velocity exceeding the phase velocity of light in that

medium. The particle polarizes molecules in the medium as it passes. When

the velocity of the particle is low, this creates no net polarization and no field

at large distances; however, if the velocity of the particle is sufficiently high, it

can create net polarization and produce coherent radiation, much like a shock

wave in fluid mechanics.

∗In the Russian literature, the effect is known as Vavilov–Cherenkov radiation, recognizing
the role of Vavilov, who was Cherenkov’s supervisor at the Lebedev Physics Institute, in the
interpretation of the phenomenon [105, 106].

65
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The discovery of such radiation is attributed to P. A. Cherenkov [107], who

in 1934, while investigating luminescence in uranyl salt solutions excited by

gamma rays from radium, observed weak blue light in a nearby crucible of

pure sulfuric acid. This radiation was attributed to Compton electrons by

S. I. Vavilov [108], and Cherenkov confirmed this by interposing a magnetic

field. Cherenkov went on to characterize the angular distribution, intensity,

and spectral distribution of this effect, as well as its dependence on the index

of refraction and the velocity of the incident particle. The first observations of

blue light in solutions of radium, however, were made much earlier by M. Curie

in 1910 and refined by L. Mallet in 1926–29 [109], who showed that the spec-

trum was continuous (i.e., not composed of discrete spectral lines).

Three years after Cherenkov’s observations, the effect was explained within

classical electromagnetic theory by I. E. Tamm and I. M. Frank [110]. They had

to overcome the commonly held assumption at the time that only accelerated

charges radiate (this is true only in vacuum) and a general hesitancy to inves-

tigate faster than light particles [106]. The quantum theoretical calculation by

Ginsberg followed in 1940 [111], but this resulted in only minor modifications

to the Tamm–Frank theory. In 1958, Tamm and Frank were awarded the Nobel

prize in physics together with Cherenkov. Vavilov had died seven years earlier,

and was therefore not recognized by the Nobel committee.

For a charged particle travelling with velocity v= βc in a medium with index

of refraction n, the polar angle θc of Cherenkov radiation with respect to the

particle’s direction is given by

cosθc =
1
nβ
, (4.1)

while the azimuthal distribution of the radiation is uniform. The Tamm–Frank

relation gives the spectrum of the Cherenkov radiation:

dN
dE

=

(
α
~c

)
Z2Lsin2θc, (4.2)
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where dN is the number of photons with energy between E and E + dE, α is

the electromagnetic fine structure constant, L is the path length of the particle

through the medium, and Ze is the charge of the particle. Note that in the

case of a constant index n, this spectrum rises linearly with E. Thus, for most

materials (with relatively constant n), Cherenkov photons are usually peaked

towards short wavelengths.

In general, optical media have a dispersion n = n(E), so we must integrate

Eq. (4.2) over the detectable bandwidth ∆E to get the number of photons pro-

duced. Furthermore, what really matters is the number of photons detected

in a physical Cherenkov detector, so we must include an efficiency function

ε(E) = Q(E) ·T(E), which is the product of detector quantum efficiency and the

transmission through any media that are present (as well as factors for other

losses, such as mirror reflectivity or readout electronics efficiency), to arrive at:

Ndet. =

(
α
~c

)
Z2L

∫
∆E

ε(E)

[
1−

1
β2n2(E)

]
dE. (4.3)

In the limit where n(E) is relatively flat (i.e., away from any absorption

bands), we may approximate Eq. (4.3) by

Ndet. = N0Z2Lsin2θc, (4.4)

where N0 is the parameter

N0 =

(
α
~c

)∫
∆E

ε(E)dE (4.5)

which describes the response of a particular Cherenkov detector. Note that the

constant α/~c has a value of 370 eV−1cm−1 in convenient units. For reference,

a typical glass-windowed visible-light photomultiplier tube has a bandwidth

from 2.0 to 3.2 eV and an N0 of 60–70 cm−1, assuming perfect radiator trans-

mission [103]. A typical ring imaging detector achieves N0 values of 30–80 cm−1

in the ultraviolet.
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4.2 Principles of Cherenkov Ring Imaging

Traditional threshold Cherenkov counters use the presence or absence of pho-

tons to identify particles. The discussion of threshold counters is beyond the

scope of this work, but a review can be found in [112]. The idea of using a

measurement of the Cherenkov ring radius, rather than presence or absence of

photons, in combination with a momentum measurement for particle identifi-

cation was first put forward by Roberts in 1960 [113]. However, his design had

small angular acceptance and utilized optical image intensifiers, which yielded

N0 values of only 2–15 cm−1 [103]. These factors made it insufficient for any

application in detectors.

The first practical ring imaging detector was proposed by T. Ypsilantis and

J. Séguinot in 1977 [115]. This prototype utilized an admixture of benzene

in a gas-filled multiwire proportional chamber (MWPC), rather than photo-

multiplier tubes, for the detection of photons. With this technique, it became
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Figure 4.1: Quantum Efficiency Q(E) or Transmission T(E) as a function of photon
energy E for various materials. The two curves for TMAE represent the measurements
of [114] (solid) and [104] (dashed).
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Figure 4.2: Diagram of a typical multistep avalanche chamber (MSAC). Dimensions
and details differ from the 1979 detector of Charpak et al., but the fundamental fea-
tures of conversion, preamplification, and transfer stages are the same. This example
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practical to build large-area detectors that could resolve single photons with

good spatial resolution.

The next generation of prototype was developed by Charpak, Majewski,

Melchart, Sauli, and Ypsilantis in 1979, and utilized a multistep avalanche

chamber (MSAC) with triethylamine (TEA) in He gas as the photocathode

[116]. TEA has roughly half the quantum efficiency of benzene, but it extends

to longer wavelengths (see Fig. 4.1). This makes the task of producing trans-

parent windows much easier; for example, one can use CaF2 instead of the

more costly MgF2 or LiF. It also increases the requirement for extremely low

O2 and H2O contamination, since these two compounds are very absorptive in

the wavelength region of the TEA quantum efficiency.

A diagram of a typical MSAC is shown in Fig. 4.2. The first visual Cheren-

kov ring images were seen by viewing the avalanche sparks with a photo-

graphic camera. This prototype initially achieved an N0 of 27 cm−1, but later

achieved N0 = 56cm−1 when the mirror was replaced with one having better UV
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reflectivity [104]. The Fermilab E605 experiment in 1981–83 went on to refine

this design into the first ring imaging detector used successfully for particle

identification (see section 4.4).

In 1980, a new photocathode material, tetrakis(dimethylamino)ethylene

(TMAE), was explored by Anderson [117]. This compound had previously been

used by NASA to track rocket trajectories in the upper atmosphere because

it fluoresces green upon reaction with oxygen [103]. TMAE has an ionization

potential of 5.4 eV and good quantum efficiency [114], thus permitting the use

of fused quartz for windows instead of CaF2.

The ability to cover large areas with transparent windows favored the use

of time projection chambers (TPCs) for the detection of the Cherenkov photons.

In this way, relatively few electronics channels could read out a large active

area. After a demonstration of the ability to drift single photoelectrons 13-

cm in a TPC by Barrelet et al. in 1981–82 [118], several groups converged on

designs utilizing TMAE in quartz-windowed TPCs with MWPC readout. These

designs became the Omega RICH [119], the DELPHI RICH [120], and the SLD

CRID [76].

Cherenkov ring imaging is still a novel technology in particle physics de-

tectors, and these ring imaging detectors represent the first large-scale uses

of that technology in multipurpose detectors. Ring imaging offers significant

advantages, however, over competing particle identification technologies.

Time of flight (TOF) is a relatively straightforward particle identification

method that relies on precise timing measurements to compute β, given a

known distance L travelled from the interaction point. The best TOF counters

have achieved σt ' 60 ps in small scale prototypes [121], which would yield

σβ/β2' 2×10−2 at L' 1 m. By comparison, a typical ring imaging detector has

resolution of σβ/β2 = 7×10−5 in the high-momentum gas-radiator region, and

even in the proximity-focussed liquid-radiator region has typically a resolution

of σβ/β2 = 1× 10−3. This implies that a TOF detector at 1 m radius would

require 3 ps timing to perform as well as a typical ring imaging detector, even

for low momentum (1 GeV/c) particles [103].
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The most common particle identification technology currently in use, for

example at the LEP detectors, is ionization energy loss (dE/dx). This relies

on the Bethe–Bloch relation [122] for energy loss of a charged particle trav-

elling through a known material as a function of its velocity β. Identification

is typically very good in the non-relativistic region up to ∼ 1 GeV/c. In the

relativistic-rise region (> 3 GeV/c), however, the separation is generally much

less significant. In order to achieve 2–3σ of significance, precise corrections

must be made for the varying geometric path length of tracks crossing a drift

cell, for charge attenuation as a function of drift length, for gain variations due

to changing gas pressure or density, for gain variations as a function of the

electronics readout, or electrostatics, geometry, and performance of the cells,

and for overlapping or partially-overlapping hits and cross talk. An example

describing such corrections in detail can be found in [123]. Furthermore, the

distribution of energy loss has a Landau tail, so truncated means and other

more sophisticated statistical analyses are required. In practice, this technique

is not used on a track-by-track basis at high momentum; instead, a purely sta-

tistical analysis is performed. In contrast, Cherenkov ring imaging has errors

σθ that are roughly Gaussian, and separation in a design like the SLD CRID is

typically sufficient up to 20 GeV/c or more for individual track identification.

4.3 SLD CRID Design

Although the Omega RICH, DELPHI RICH, and SLD CRID designs are all

similar, we describe the SLD CRID design in some detail here. The three sys-

tems were developed concurrently and there was much contact and exchange

between the two groups [124]. Much of our discussion applies equally to the

DELPHI RICH design. The similar environments impose similar design con-

straints upon the choice of radiators, detector geometry, and so forth. Some of

the differences are highlighted in section 4.4.

The environment of hadronic Z0 decays at the SLC produces charged parti-

cles over a wide momentum range. In order to get good particle identification
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performance over this range, two Cherenkov radiators are employed. So as to

cover most of the available solid angle, the SLD incorporates both Barrel and

Endcap CRIDs. The Barrel CRID was completed two years earlier than the

Endcap CRIDs and is the more mature system. In addition, the SLD track

finding is better understood in the barrel region. Therefore, we will focus ex-

clusively on the Barrel CRID, which is depicted in Figs. 4.3 and 4.4.

The components of the Barrel CRID can be seen in Fig. 4.3. The liquid

Cherenkov radiator (C6F14) is contained in 40 quartz-windowed trays. The

gaseous radiator (C5F12) fills the vessel and relies on a set of 400 spherical
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Figure 4.4: End-on view of the SLD Barrel CRID. One sector is shown in the radial
view. There are 10 such sectors in each of the two halves (north and south).

mirrors to focus the Cherenkov photons onto the 40 TPCs that make up the ac-

tive photon detection area of the Barrel CRID. The quartz-windowed TPCs are

filled with C2H6 and 0.1% TMAE. The Cherenkov photons ionize the TMAE,

and the resulting photoelectrons are drifted by an electric field to multi-wire

proportional chamber (MWPC) detectors located at the outer end of the TPCs.

An Endcap CRID sector is shown in Fig. 4.5. The design of the Endcaps

is similar to that of the Barrel, except that the Endcaps use only a gaseous

C4F10 radiator and must drift the photoelectrons perpendicular to the magnetic

field. The liquid radiators were omitted for cost reasons, but this is not terribly

harmful because the momentum threshold for tracking in the forward angular

regions is significantly higher than in the central region. Since there is no liq-

uid radiator, all Cherenkov photons can be focussed by mirrors onto relatively
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Figure 4.5: View of an SLD Endcap CRID. Each of the two endcaps is composed of five
sectors, each containing one TPC and six UV mirrors. One such sector is shown here.
The design is similar to the SLD Barrel CRID.

small (28.0 cm × 43.2 cm × 5.15–5.60 cm) TPCs. There are five TPCs and 60

mirrors in each of the two Endcaps. The drift gas is a mixture of 85% C2H6 and

15% CO2, which is selected to minimize the Lorentz angle. A summary of the

hardware performance to date of the Endcap CRIDs can be found in [125].
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4.3.1 Radiators

The SLD Barrel CRID is designed to provide particle identification over 70%

of the available solid angle and for momenta up to 6 GeV/c (e/π) or 30 GeV/c

(π/K/p). This is accomplished by a combination of liquid C6F14 and gaseous

C5F12 radiators. Cherenkov angle curves for these two radiators are shown in

Fig. 4.6. The two fluorocarbon radiators used in the SLD CRID were chosen for

their refractive indices, so as to provide particle identification coverage with

a minimal gap in momentum. They were also chosen for their transmission

at relevant UV wavelengths, for their relatively low chromatic dispersion, and

for their compatibility with other materials used in the CRID. Furthermore,

fluorocarbons are non-flammable, unlike isobutane (C4H10), for example, which

was also considered at one time for use as a gaseous radiator.

The liquid C6F14 is contained in quartz-windowed trays of thickness 1 cm

(see Fig. 4.3) and has an index of refraction n = 1.2723 at λ = 190 nm [103].
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Figure 4.7: The average number of photons per liquid Cherenkov ring observed in
hadronic events in the SLD CRID as a function of the track dip angle.

The Cherenkov light from the liquid radiator trays is imaged directly onto the

TPCs. This situation, in which no optical elements are involved between the

Cherenkov radiator and the photon detector, is known as proximity focussing.

In this case, resolution on the Cherenkov angle relies on the relative thinness of

the radiator compared to the distance from the radiator to the detection plane.

The images of the Cherenkov rings start out as conic sections, but are distorted

by refraction at the radiator window. In addition, total internal reflection can

cause a loss of photons, but in practice this loss is at most 50% for track dip

angles less than 45◦ and part of that loss is offset by the longer path lengths

seen by tracks entering at large angles to the radiator plane (see Fig. 4.7).

The gaseous C5F12 radiator is contained within the volume of the CRID ves-

sel, most of which lies outside the radius of the TPCs. A set of 400UV-reflective

spherical mirrors [126] installed on the outer cylinder of the CRID vessel is

used to reflect the Cherenkov photons onto the 40 TPCs. A spherical mirror
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focusses parallel rays emitted at different points along a track’s trajectory into

a single point at a focal distance equal to half of the mirror’s spherical ra-

dius [115]. This is important because otherwise the 45-cm average path length

would completely obscure the necessary precision in Cherenkov angle.

The C5F12 radiator gas has a condensation point of 30 ◦C. In order to keep it

gaseous with some safety margin, the entire Barrel CRID is designed to operate

at 40 ◦C. To date, however, this high-temperature operating point has not been

achieved because of safety concerns for the SLD drift chamber. Instead, the

CRID is operated at 35 ◦C, and the gaseous radiator is mixed with nitrogen in

a ratio of roughly 85% C5F12 to 15% N2. This yields an index of refraction of

about n = 1.0017at λ = 190nm [127].

4.3.2 TPCs

The Cherenkov photons from the two radiators are imaged onto 40 quartz-

windowed TPCs, where they photoionize the C2H6 drift gas with TMAE dopant.

The resulting single photoelectrons are drifted parallel to the SLD magnetic

field by an electric field of 400 V/cm to proportional wire planes (MWPCs)

at the outer edge of the CRID (see Fig. 4.8). The volume inside the TPCs is

126.8 cm long by 30.7 cm wide, with a thickness that tapers from 5.6 cm at the

high voltage end to 9.2 cm at the detector end. This taper prevents transverse

diffusion from causing electron losses near the faces of the TPC. The taper is

not symmetric; instead, there is more taper on the outer side of the TPC (the

gas radiator side) to compensate for the small radial component of the SLD

magnetic field, which imparts a Lorentz force on the drifting photoelectrons

(see section 7.4).

The two large-area surfaces of the TPCs are composed of fused quartz,

while the other surfaces are G-10.∗ All the pieces are held together by DP-190

epoxy.† In addition, the side surfaces are double-walled as seen in Fig. 4.9. This

provides a small gas volume (referred to as the “DMZ”) that can be purged with
∗G-10 fiberglass epoxy, NVF Technical Products, Kennet Square, PA.
†DP-190 epoxy, 3M Inc., St. Paul, MN.
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Also shown is the standard TPC coordinate system employed in the CRID reconstruc-
tion.

N2 in order to prevent any of the C5F12, which has a large electron absorption

cross section, from leaking into the drift volume through the glue joints.

The inner and outer surfaces of both the quartz and G-10 sides of the TPCs

are covered with metal traces, placed on a 3.175mm pitch. The quartz surfaces

have large Cu-Be etched arrays to provide the traces, while the G-10 walls use

copper strips. The potentials of all these traces are set via a resistor ladder
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the interconnection of various electrostatic traces.

connecting the 55 kV high voltage end of the TPC with the 1.5 kV detector end.

In addition, there are spark gaps across every four resistors in order to protect

the resistors from possible spark damage. The potentials of these traces shape

the field inside the TPC, together with an additional Cu-Be wire field cage that

serves to reduce the danger of corona discharge from the sharp edges of the

TPC traces [128, 129]. The field cage wires can be seen in Fig. 4.10.

4.3.3 Drift Gas

The selection of the drift gas is governed by concerns for UV transparency and

long electron lifetime. In addition, a high gas gain and good quenching prop-

erties are required, and electron diffusion should be minimized. Early tests

employed a mixture of CH4 and C2H6, but later tests showed that pure C2H6

was sufficient [130]. Clearly, a single-component gas simplifies the gas delivery
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system. Furthermore, gas mixtures have the difficulty that drift velocity varies

with the precise mixture and is therefore less stable.

The TMAE is introduced into the drift gas by bubbling the gas through

liquid TMAE in a constant temperature bath. The concentration is thus deter-

mined by the vapor pressure of TMAE. For the 1994–95 run, the TMAE bubbler

was operated at 27 ◦C. This corresponds to a TMAE concentration of ∼ 0.1%,

which yields an absorption length of 1.9 cm. The drift gas delivery system is

described in more detail in Chapter 5.
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Figure 4.11: A schematic of the SLD CRID MWPC detector is shown in (a), and the
field lines from an electrostatic simulation of the detectors is shown in (b).

4.3.4 Detectors

Detection of the photoelectrons is accomplished by a proportional wire plane

composed of 93 7-µm carbon filaments on a 3.175 mm pitch. The wires are

10.35 cm long and oriented along the radial direction of the CRID. The ra-

dial coordinate of the photoelectrons is determined by reading out both ends

of the resistive wire with separate amplifiers and comparing the amplitudes

obtained. This process of charge division is the same as that used in the SLD

CDC, and is unique among ring imaging devices. The DELPHI RICH detectors

use cathode strips for readout of the third coordinate [120], and the Omega

RICH uses only two-coordinate readout [119]. A more complete description of

the CRID detectors can be found in [131].

The choice of 7-µm wires was made in order to obtain the best charge di-

vision performance and in order to minimize electronic noise in the system.

Early tests showed that the 7-µm wires gave a charge-division performance
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of σy/l = 0.7%, while 33-µm wires had σy/l = 1.4%. Performance of the 7-µm

wires in the actual SLD detectors, however, is σy/l = 2.5% [132]. This is due

partly to increased noise in the production CRID amplifiers, but mostly to the

choice of lower operating gain (1.5 kV v. 1.55 kV) made because of aging con-

cerns [133]. However, this charge division resolution of∼ 2%has been shown to

have minimal effect on the Cherenkov angle resolution σθ (see section 7.5). In

practice, the 7-µm wires have proven difficult to work with and are very fragile

in operation. The breakage rate has been some 0.2–0.3% per run, which may

seem small but is actually substantial since each broken wire removes one TPC

from operation until the detector can be extracted.

One difficulty that was realized in the course of development for the three

large-scale ring imaging detectors is the effect of photon feedback. During the

avalanche that occurs at the anode wire, the atomic levels of carbon (in the

CH4 or C2H6 drift gas) can be excited, and UV photons of wavelength 156,

166, and 193 nm are emitted [134]. If the drift gas is sufficiently transparent

to these photons, they can travel back into the drift volume and photoionize

just like the Cherenkov signal photons. The solution that was adopted by all

three groups was to build “blinds” into their MWPC detectors. These blinds are

opaque structures designed to absorb the majority of these feedback photons.

In the SLD CRID, a stack of five Cu-Be etched arrays separated with G-10

spacers is used for this blinding structure. These, along with the U-shaped

cathode structure are depicted in Fig. 4.11. The 93 openings in the etched

arrays are 2 mm wide and limit the angle in which avalanche photons can reach

the drift volume to 6.6◦. Feedback rates were measured to be less than 1% at

nominal gain with blinding, compared to about 6–8% with no blinding [128].

The feedback rate has been measured to be < 1% in the production detectors.

The Barrel CRID detectors are operated at a total gas gain of 2–3× 105,

which corresponds to a cathode voltage of 1500 V. This operating point is a

compromise between a sufficiently high gain to maximize the number of pulses

above noise threshold and to improve charge-division resolution on the one

hand, and a sufficiently low gain to minimize photon feedback and to minimize
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aging of the wires [135] on the other hand.∗ Operating experience has shown

that this compromise is difficult to reach.

4.3.5 Detector Readout

A description of the CRID readout electronics and data processing can be found

in [136], and the general SLD data acquisition features are described in sec-

tion 3.2.7. Briefly, the amplifiers on both ends of the CRID wire planes are

read out in 67.2 ns buckets into a hybridized 512-channel switched capaci-

tor array, known as the Analog Memory Unit (AMU) [97, 137], and then se-

rially digitized in 12-bit ADCs. These amplitudes are zero-suppressed and

corrected for pedestals in the Data Correction Units (DCUs) [138]. Minimal

processing is done in the FASTBUS Waveform Sampling Module (WSM) CPUs,

and this “snipped” (i.e., sparsified) amplitude information is sent to FASTBUS

ALEPH Event Builders (AEBs) [98] and then to a VAX 8800 and onto tape. All

pulsefinding is currently done offline, which allows for tuning and debugging of

the pulsefinding algorithm. The pulsefinding is discussed further in section 6.1.

4.3.6 Required resolution

The performance of a Cherenkov ring imaging detector is summarized by the

resolution on the measured particle velocity, σβ, which can be parametrized in

terms of two basic quantities: the number of photons observed per Cherenkov

ring N = N0Lsin2θc and the resolution in Cherenkov angle on an individual

photoelectron σθ,

σβ = β tanθc
σθ√

N
=

nβ2σθ√
N0L

. (4.6)

Thus, we see for example, that in order to achieve the SLD CRID design of

3σ π/K separation at 30 GeV/c, σβ/β2 = 4.2×10−5 is required. The SLD design

∗There is a system to heat the wires via a DC current [129], but this system has not been
tried on the CRID detectors because of concerns about the heat breaking wires.
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parameters for achieving this precision are N0 = 100 cm−1, L = 45 cm, and an

angular precision of σθ = 3 mrad. In practice, the achieved performance is

somewhat short of the design, with σβ/β2' 7×10−5 (see sections 7.12 and 7.13).

The Cherenkov angle resolution has obvious contributions from the mea-

surement precision σx/σy/σz of photoelectrons, related by the geometry of the

Cherenkov angle reconstruction (see sections 6.2 and 6.3). However, there

are other irreducible contributions to angle resolution from chromatic errors,

thickness of the proximity-focussed liquid radiator, multiple scattering of the

incident particle, and bending of the particle in the magnetic field. The mag-

netic bending error in the SLD CRID gas radiator, for example, is 15/p mrad

(with p expressed in GeV/c) averaged over the Cherenkov azimuthal angle.

This becomes the dominant contribution to resolution for tracks below about 4

GeV/c. The chromatic errors are caused by optical dispersion (n(E) 6= constant)

over the detector bandwidth. This is discussed in detail in [103]. For the SLD

CRID design, the chromatic errors are about 5 mrad in the liquid and about

0.3 mrad in the gas. The liquid radiator thickness contributes an average of

∼ 7 mrad resolution, which is roughly comparable to the contribution from

spatial precision. The spatial precision on individual hits, however, dominates

the Cherenkov angle resolution in the gas region. The SLD design of ∼ 1 mm

precision yields ∼ 3 mrad resolution.

4.4 Other Ring Imaging Detectors

There are several other large-scale Cherenkov ring imaging detectors that were

developed contemporarily with the SLD CRID, and there are several more that

were developed later as a “second generation” of detectors. For a discussion of

some of these second-generation detectors, see for example [139]. The various

early ring imaging detectors fall into two general classes: those installed in

fixed-target experiments (E605 and Omega) and those in collider experiments

(SLD and DELPHI). The fixed target detectors were generally quicker in devel-

opment and produced physics results sooner. The collider detectors had more
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difficult engineering and operational constraints (e.g. limited access for long

runs, requiring greater reliability). Consequently, it is not so surprising that it

took longer for the DELPHI and SLD detectors to reach reliable operation and

to produce useful physics results.

The first ring imaging detector to operate successfully in a physics experi-

ment is the Fermilab E605 CRID. This was a MSAC detector with a He radia-

tor, CaF2 windows, and He-TEA drift gas. Readout was digital with two planes

of crossed cathode wires in addition to the 20-µm anode wires. This allowed

for fairly straightforward reconstruction of two-dimensional space points, pro-

vided that the multiplicity remained below about 4 hits or so. The observed

performance was an average of 2.8 hits per ring, but the point resolution was

σθ = 0.059 mrad, which was dominated by the chromatic dispersion. E605

achieved π/K separation from 50 to 120 GeV/c [140].

Though its development started at about the same time as the DELPHI

and SLD devices, the Omega RICH was completed in 1984 and ran in the

CERN WA69 experiment. It uses only a 5-m long N2 radiator with mirrors

to focus rings onto 16 short-drift (20-cm) TPCs. The Omega detectors use

20-µm gold-plated tungsten wires with 4-mm fiberglass blinds. Since the TPCs

are sufficiently thin and the photons are focussed at near-normal incidence,

there is no attempt to read out three dimensions. Due to various problems in

the design of the TPCs and detectors, the photon detection efficiency was only

∼ 30%, resulting in an N0 of 35 cm−1, for an average of 10.5 photoelectrons per

ring [119]. This was adequate, however, for good identification performance,

and 3σ π/K separation from 5 to 100 GeV/c was achieved. The central TPCs

and gas system were upgraded for the WA89 experiment in 1990, and the N0

was improved to 49 cm−1 [141].

In the autumn of 1985, a RICH detector was installed in one of 12 azimuthal

sectors of the UA2 endcap in order to measure the e/π ratio in pp̄ events.

The detector consisted of a 60-cm long vessel filled with C2F6 and a mirror

to focus Cherenkov photons onto a 20-cm TPC with MWPC readout. The N0

achieved was 47 cm−1, and the e/π rejection factor was 10−4 over the range
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of 2–4 GeV/c [142]. This was the first ring imaging device used in a collider

detector, but its limited coverage and duration of operation did not present the

engineering problems faced by SLD and DELPHI.

The DELPHI RICH detector is very similar to the SLD CRID. The choice

of radiators is identical, except that the DELPHI RICH does operate at 40 ◦C

with 100% C5F12. In 1992, the gas radiator pressure was increased to 1.3 bar

from atmospheric pressure. The TPC designs are similar as well. The DELPHI

RICH employs a volume degrader on its inner cylinder and vacuum-deposited

traces on its TPC windows to define the electric field. The SLD CRID uses

etched arrays on the TPC windows and holds the inner cylinder at ground,

transferring the design problem to that of controlling corona discharge from

the TPC traces and field cage.

As discussed above, the SLD detectors use 7-µm carbon wires and charge

division, while the DELPHI RICH uses more conventional 20-µm gold-plated

tungsten wires with cathode strip readout. The blinding structure is similar,

but DELPHI uses 10-mm alumina blinds instead of the etched arrays used in

SLD. Minimum ionizing pulses cause a large cross-talk signal in the cathode

strips, blinding a region of the TPC around the MIP hit. This is estimated to

cause a 20% loss of photoelectron signal in hadron jets [143].

The DELPHI RICH performance in e+e− → µ+µ− events has been reported

as N0 = 32 cm−1 and σθ = 13.9 mrad in the liquid, and N0 = 50 cm−1 and σθ = 4.5

mrad in the gas [143]. The performance in hadronic events degrades slightly,

particularly in the liquid, to σθ = 17 mrad. This effect is attributed to higher

backgrounds due to very low energy electrons and δ-rays which produce

Cherenkov light in the quartz windows of the TPCs [104].

The SLD CRID performance will be described in some detail in Chapter 7,

but it is roughly comparable to that of the DELPHI RICH, with perhaps slightly

better N0 values. The details of the CRID reconstruction process and particle

identification algorithm are described in Chapter 6. The next chapter describes

some more about the CRID fluid systems, which play a vital role in achieving

good performance.



Chapter 5

CRID Fluid Delivery and

Monitoring Systems

One of the largest engineering challenges of developing a successful Cherenkov

ring imaging detector is that of maintaining the quality of the various mate-

rials involved in the detector. In the case of systems like the SLD CRID, the

materials of most concern are the C5F12 and C6F14 radiators and the TPC drift

gas, although the transparency of quartz windows, the reflectivity of the UV

mirrors, and the integrity of construction materials like G-10 sidewalls, plumb-

ing seals, and various gaskets are also significant concerns.∗ Some second-

generation ring imaging designs employ solid Cherenkov radiators [145, 146]

to avoid the complexity of radiator fluid systems. Nevertheless, fluid radiators

do have the advantage that purity and UV transparency are maintained in a

system external to the detector, which is accessible at all times during running.

The challenge of the gas and liquid radiator systems is to ensure good UV

transparency and stable refractive index for those materials. As discussed in

section 4.3.6, particle identification performance depends on the square root of

the number of photoelectrons detected. With operating points of 10–15 pho-

toelectrons per ring, there is not an excess of hits to spare, and so optimal
∗See [144] for a summary of the extensive material-testing program undertaken by the

CRID group to ensure integrity of construction materials under prolonged exposure to TMAE
and fluorocarbons.
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UV transparency of the Cherenkov radiators is vital to successful operation.

Because of the expense of both fluorocarbons, these systems for the SLD CRID

are necessarily of the recirculating type. This adds an additional level of com-

plexity, as trace quantities of contaminants can be accumulated during each

circulation and gradually build up to cause significant problems. Therefore,

sophisticated filtering must be built into the systems to ensure that such con-

taminants are removed.

The challenge of the drift gas delivery system is even more severe. Al-

though it has wonderful photoionization properties, TMAE is highly reactive

with oxygen and with many plastics. The oxides of TMAE, primarily tetra-

methyloxamide (TMO), are highly electronegative and would destroy the abil-

ity to drift single photoelectrons over the 1.2-m TPC, even in trace concentra-

tions. Therefore, the drift gas system must be free of O2 to better than 1 ppm.

In order to meet this requirement, the entire system is built from electropol-

ished stainless-steel tubing, with all joints either orbital welded or made using

silver-plated metallic gaskets.∗

A further challenge of all three fluid systems is to maintain pressures such

that there is never a pressure differential large enough to crack the quartz

windows in the TPCs or liquid trays. This pressure difference is estimated to be

∼ 10 torr, which compels one to an operating region of ±1–2 torr. This pressure

limit must be enforced at all times, requiring fail-safe control systems, which

are provided by a system of passive bubblers and active electronic control in

the case of the two gas systems, and by a gravity-fed, passive design in the

case of the liquid C6F14 system.

In order to meet the purity requirements, all three fluid systems have the

capability for routine monitoring of fluid quality built into them. These moni-

tors are essential for the timely discovery of problems, for locating the source

of problems, and for the commissioning of the systems at the beginning of each

run. Much of these monitoring systems is automated. Measurements are made

∗VCR fitting, Cajon Inc., Macedonia, OH
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continuously and an alert is raised if any value is out of tolerance. This is con-

trolled by software running on a dedicated microvax (VaxStation II) computer.

The CRID is operated at elevated temperature in order to achieve sufficient

concentration of TMAE in the drift gas and to prevent condensation of the

C5F12 gas radiator.∗ As discussed in section 4.3.1, the CRID design was to oper-

ate at 40 ◦C, but concerns about the reliability of the CRID–CDC cooling shield

and the danger to the CDC wires from an elevated temperature have limited

CRID operation to 35 ◦C. Nevertheless, this temperature must be maintained

uniformly within the CRID and stably in time. This is accomplished by a sys-

tem of 200 Kapton-encapsulated heater pads and 1000 solid-state temperature

probes, operating under software control on the CRID microvax.

Each of the above elements is briefly surveyed in the remainder of this

chapter. Details of the overall design are available in [147, 148]. A summary of

operating experience with these systems can be found in [149].

5.1 Liquid Radiator Recirculation

The liquid C6F14 recirculation system is shown schematically in Fig. 5.1.

More detailed descriptions of the system can be found in [147, 150, 76]. The

system is gravity-fed, with a set of spill tanks providing pressure limits for

each liquid tray. Gear pumps† are used in the system only to pump the C6F14

through filters and up from the sump reservoir into the feed reservoirs. Purifi-

cation consists of bubbling pure N2 through the liquid reservoir to remove O2

and pumping approximately half of the recirculating flow of C6F14 through Ox-

isorb‡ filters. The need for this continuous cleaning is demonstrated in Fig. 5.2.

To maintain good purity, the Oxisorb cartridges are changed every four months

or so. The loss rate of C6F14 in the system has been measured to be about 180

cc/day and is consistent with evaporative losses.

∗The boiling point of C5F12 is 28 ◦C.
†Micropump, Concord, CA
‡Messer Griesheim GmbH, D-4000 Düsseldorf 30, Germany
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Circulation System

Figure 5.1: A schematic of the CRID C6F14 liquid radiator recirculation system.
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Figure 5.2: The transparency of 1 cm of clean C6F14 liquid (solid), fully-oxygenated
liquid (dashed), liquid exposed to G-10 for 107 days (dotted), and liquid exposed to
DP-190 for 128 days (dot-dashed) are shown.

5.2 Gas Radiator Recirculation

The CRID vessel is operated at 30–35 ◦C. Since this is not sufficiently above the

condensation point of pure C5F12 (28–30 ◦C) for safe operation, the CRID vessel

is filled with a mixture of 87% C5F12 and 13% N2. The condensation point of

this mixture is ∼ 22 ◦ C [127].

The recirculation system operates in a distillation mode, as shown in Fig. 5.3.

The return gas from the vessel enters a large −80 ◦C tank, where the C5F12

liquefies and the N2 gas is vented (this requires about 1 kW of cooling power).

The liquid C5F12 is extracted from the bottom of the tank and vaporized in an

electrically-heated evaporator, where it acquires enough pressure to reach the

vessel. This gas is then mixed with purified nitrogen to achieve our desired

C5F12/N2 ratio. The gas mixture is measured with a sonar mixture detec-

tor [151]. The gas composition measurement is digitized and fed back electri-

cally to the N2 flow controller to adjust the mixture automatically. The overall
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Circulation System

Figure 5.3: A schematic of the CRID C5F12 gas radiator recirculation system is shown.
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Figure 5.4: The transparency of 1 cm of clean C5F12 in the liquid phase (solid curve)
is shown. Also shown is the transparency of 1 cm of C5F12 liquid after it has been
circulated through the CRID vessel for 11 days without any filtration (dashed curve).
With normal filtration, the dashed curve returns to the transparency of the solid curve.

flow is 15–20 l/min., or about one volume change every 11 hours. The design

of the gas recirculation system is described in more detail in [149, 147].

Along with the sonar detector on the inlet flow, there is a set of six ultrasonic

transmitters and receivers mounted at three levels in the CRID vessel (three on

the North side and three on the South). The operation of these “sonar” sensors

is described in detail in [151]. By measuring the sound velocity in the CRID

vessel, the relative concentration of C5F12 and N2 can be determined, and from

this the index of refraction of the gas radiator. Stratification of the C5F12/N2

mixture can be checked for by comparing the sonar meters at the three heights.

In addition to the distillation process itself, the C5F12 is purified in the liquid

phase by filtration. A sliding-vane pump∗ circulates the C5F12 liquid from the

−80 ◦C reservoir through a set of silica gel,† elemental copper,‡ and Oxisorb
∗Caster MPA-114, R. E. MacDonald Co., Foster City, CA
†Silica Gel Sorbead R, purchased from Adcoa Co., Gardena, CA
‡Ridox, made by Engelhard Co., Elyria, OH
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filters back into the reservoir. One set of these cartridges is typically sufficient

for one year’s running. The effect of the filtration is shown in Fig. 5.4.

5.3 Drift Gas Delivery

Figure 5.5 depicts the CRID drift gas delivery system. High purity C2H6 gas is

delivered in tube trailers and filtered through 13X molecular sieve and Oxisorb.

During certain periods of running, there was a problem with sulfur contami-

nation in the C2H6 gas. During this time, a nickel-catalyst filter was added.

However, the filter outgassed O2 and CO2 when heated as it absorbs sulfur

(exothermally). The O2 is trapped in the standard Oxisorb filters, but the CO2

remains in the drift gas, causing temperature-dependent variations in drift

velocity (see section 7.1). Therefore, the Ni filter was removed when a more

pure supply of C2H6 gas was obtained.

After filtration, the C2H6 drift gas is delivered through a mass flow con-

troller (MFC) to a high-flow bubbler [152] filled with liquid TMAE and held

in a constant-temperature bath. The concentration of TMAE induced into the

drift gas is determined by the bath temperature (and must therefore be held

stable to ±0.5 ◦C). This bubbler holds about 8–10 l of TMAE and is capable of

supporting flows of up to 10 l/min. The purification procedure for the TMAE

is described in [147]. A safety system operates a triplet of valves around the

bubbler and allows the bubbler to be automatically bypassed should any hazard

alarm be raised.

A typical flow rate is 6 l/min for all 40 TPCs. Each TPC has a capacity

of approximately 37 l , giving a time per volume change of about 4–5 hours.

The flow through each drift box is determined by the relative heights of oil in

each of the 40 TPC exit bubblers. The output of these bubblers flows into a

common vent. The pressure in each TPC is determined from the vent pressure,

the bubbler height, and the flow rate through the bubbler. This pressure is

typically 1 torr above atmospheric pressure.
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Delivery System

Figure 5.5: The CRID drift gas delivery system is represented schematically.
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The drift gas output vent flows through a TMAE recovery freezer, which

operates at ∼ 0 ◦C. This recovers > 95% of the TMAE in the drift gas. After

the freezer is an output flowmeter, whose measurements are combined with an

input flowmeter, located upstream of the input filters, to produce a flow-balance

signal. This signal is used in a safety system that shuts off C2H6 flow in the

event of a major leak anywhere in the system. Because the filter cartridges are

located on the CRID gas rack and have a significant volume capacity, the time

constant of this safety system is necessarily some 15–30 minutes.

5.4 Pressure Control

As discussed above, the pressures of all of the fluid systems must be maintained

to several torr, and the control systems for this pressure control must be fail-

safe. The scheme for this in the liquid radiator system is described above. The

gas radiator and drift gas systems have a common pressure control system,

which is based on a custom digital controller [148, 153]. The controller is built

around a programmable logic array,∗ which functions as a finite state machine.

The input to this controller comes from ten capacitance manometers,† arranged

in five pairs for redundancy. The readouts of each pair are compared and dis-

crepancies cause the system to close valves and remain in a suspended state for

operator intervention. If the TPC pressure relative to the vessel or the vessel

pressure relative to atmosphere exceeds a threshold (∼ 2 torr), the controller

closes upstream valves in the delivery system until the pressure returns to a

safe range. Larger excursions in pressure may activate an emergency venting

of the CRID vessel, in the event of overpressure, or activate an emergency flow

of N2 into the vessel, in the event of underpressure.

In order to keep pressure control in the event of a power outage, the pres-

sure controller and associated control valves are operated from a battery-backed

∗EP1800, Alterra Inc., Santa Clara, CA
†Model 221AD, MKS Inc., Burlington, MA
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uninterruptible power supply (UPS).∗ The UPS is capable of supplying 1 kW

for up to 2 hours.

The last fallback in this system is a passive high-flow bubbler. The oil level

in this bubbler is set to 5 torr, which is several torr above the thresholds for all

of the active parts of the system. The bubbler is designed to handle a flow of

200 l/min., which would be required in the event of a sudden condensation in

the CRID vessel. This bubbler has not yet engaged during the life of the CRID.

The original designs for the gas delivery system [148] had the pressure

signals feeding back into the MFCs, thus varying the flow in order to maintain

a constant pressure. The system has proved sufficiently stable, however, that it

is operated in the constant-flow mode. This avoids the problem of maintaining

sufficient flow at all times, which one might have in the pressure-feedback

mode. The most significant pressure problems observed, apart from hardware

failures, have been large pressure variations in the drift gas vent due to storms

and high-wind conditions.

5.5 Gas Monitoring

As described above, there is an extensive system for online monitoring of gas

quality. This system is depicted in Fig. 5.6. The system is split into gas sources

which may contain TMAE (the TPC returns, the DMZ side spaces, and the lines

sampling the two TMAE bubblers), and those sources which cannot (the base

C2H6 drift gas and the C5F12 radiator inlet and outlet streams). One difference

between the two subsystems is that the TMAE-capable part must contain all

metal valves with a stainless-steel seat and bellows construction, while the

non-TMAE portion contains valves with ordinary elastomeric seals. Any gas in

either of the two sample manifolds can be monitored for UV transparency, or for

O2 and H2O content. In addition, the gases in the TMAE-capable subsystem

can be monitored for electron lifetime. These monitors are described in turn

below, followed by a summary of the control software for the system.
∗Model 982-4M2, Abacus Controls Inc., Somerville, NJ
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CRID Gas Monitor System
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Figure 5.6: A schematic of the CRID gas monitoring system is shown.
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Figure 5.7: A diagram of the CRID Electron Lifetime Monitor (ELM) is shown.

5.5.1 Electron Lifetime Monitor

In a sense, the attachment lifetime of photoelectrons in the drift gas is the

ultimate test of drift gas purity, since the purity requirements are driven by the

need to drift photoelectrons along the 1.2-m length of the TPCs with minimal

loss at long drift. The electron lifetime monitor (ELM) [154] is a device to

measure this attachment lifetime as directly as possible. The ELM is miniature

ion chamber containing an 241Am source. The charge collected in the chamber

is measured as the drift field, and hence the drift time, is varied. Four or five

different voltage settings are fit to an exponential, and an electron lifetime is

extracted.

In practice, the ELM is not quite long enough (it is 7 cm) to measure very

long electron lifetimes accurately. Furthermore, the correspondence between

lifetimes measured in the ELM and lifetimes seen in the TPCs is not clear, due

to the difference in drift fields and other possible systematics. However, the
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Figure 5.8: A diagram of the CRID UV transparency monitor is shown.

ELM serves well as a relative gas-quality device. Problems in gas purity show

up clearly as a reduced ELM lifetime. The ELM has the advantage of being

able to operate continuously during running in the presence of TMAE. Oper-

ating experience has shown a correspondence between low O2 contamination

(< 1 ppm) and good electron lifetime.

5.5.2 Ultraviolet Transparency

Another important measure of gas purity is UV transparency. This is the

essential test for the two radiator fluids, but it is also useful for the drift

gas. The gas monitor system contains a UV transparency monitor depicted in

Fig. 5.8, which consists of a deuterium lamp with MgF2 window,∗ a diffractive
∗L879-01, Hamamatsu Photonics, Hamamatsu 430, Japan
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monochromator,† and photomultipliers with wavelength shifters.‡ A similar

system exists for monitoring C6F14 or C5F12 in the liquid phase.

The gas UV monitor consists of two cells with MgF2 windows. The 2.5 cm

cell is connected to the TMAE-capable monitor subsystem, and the 20cm cell is

connected to the non-TMAE subsystem. The longer cell is useful for monitoring

the C5F12 radiator gas, while the shorter cell is adequate for the TMAE-laden

drift gas, which has a UV absorption length of 1.9 cm.

The UV monitor employs a CaF2 beam splitter and two photomultiplier

tubes to monitor simultaneously the D2 lamp intensity and the transmission

through the sample. This is done because the intensity of the D2 lamps has

been found to be unstable over time. Transmission measurements are made by

comparing to a reference gas of pure N2, which is UV transparent. The double

ratio of (Isamp/Isrc)/(IN2/Isrc) at each wavelength gives the transmission of the

sample gas.

5.5.3 Other Monitors

In addition to the ELM and UV monitors, trace contamination of O2 and H2O in

the drift and radiator gases can be measured at various points in the system.

These measurements are based on commercial devices. The oxygen content

is measured by a lead-based fuel cell§ to an accuracy of . 1 ppm. The H2O

concentration is measured via capacitive sampling of a Al2O3 mesh structure.¶

The precision of the H2O measurements is several ppm. Neither of these

monitors are compatible with TMAE, so they must only be used when TMAE

is not present in the system or in the upstream portions of the drift gas system

(ahead of the TMAE bubbler).

†77250 Monochromator, Oriel Corp., Stratford, CT
‡RCA Quanticon C31000N
§Trace Oxygen Analyzer, Teledyne Analytical Instruments, City of Industry, CA
¶System 5 Hygrometer, Panametrics Inc., Waltham, MA
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5.5.4 Software Control

Gas flow to all of the monitors depicted in Fig. 5.6 is regulated by pneumatically-

actuated shutoff valves. Compressed air to operate these valves is switched by

miniature solenoid valves,∗ which are operated by 5-V TTL signals. Each valve

contains a micro-switch to sense the valve stem position. This micro-switch is

used as an independent check of valve operation. Any discrepancy between the

requested valve state and the micro-switch readback is flagged as a fault in the

valve driver boards.

Rather than being operated directly by software, the monitoring valves

are operated by a custom controller, which is based on a programmable logic

array finite-state machine, like the pressure control processor. This controller

communicates with the software control program via CAMAC input and output

registers. The benefit of a hardware controller is that it ensures that valves are

operated in the right order and in the right combinations. The controller also

alleviates synchronization problems, as the valves have long time constants

(up to 10 sec.) for activation.

The software control program for the gas monitoring runs as a batch pro-

cess on the CRID microvax. It is a multi-threaded program, using VMS asyn-

chronous traps (ASTs) to implement (non-preemptable) threads. There is one

thread per monitor manifold task. All data is stored in a memory-resident SLD

Monitor Database (MDB). A separate process samples the MDB database and

records time histories. Both the current values and the histories can be viewed

with the SLD Solo Control Program (SCP) from any VMS workstation or X-

terminal in the cluster. Limited control functions are also available from the

SCP, but these communicate to the monitor process solely through the MDB

database.

∗K3P02LO, Honeywell, Skinner Valve Division, New Britain, CT
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5.6 Temperature Control

The vessel and internal components are heated by a system of approximately

200 Kapton–encapsulated heaters mounted on all of the CRID internal sur-

faces [148]. Current to each heater pad is switched using individual AC “zero-

crossing” solid-state relays.∗ The relay is followed by a rectifier and a large

1 mF smoothing capacitor to provide a slowly-varying DC current to the pads

inside the SLD magnetic field.

Input for the temperature control system is provided by a set of 1024 solid-

state temperature sensors.† The control system runs on the CRID microvax

via a CAMAC interface. There is also an analog-hardware control system

that serves as a backup during failure of the software control system. The

back-up controller uses a set of 52 platinum-resistor temperature sensors.‡

The hardware control is activated via a CAMAC “watchdog timer.”§ If the

software control program fails to probe the watchdog module for longer than

15 seconds, a digital signal activates the hardware control. For this reason, the

temperature control process runs at an elevated priority on the microvax.

The heaters are controlled in groups, with each group being linked to a

particular temperature sensor average. If the sensor average is below the

target temperature, then all pads in the heater group are activated. Different

groups have different maximum duty cycles, ranging from 15 seconds per 2

minutes to continuous operation, for activation until the temperature average

reaches the target value. Temperature sensors with readings outside of certain

extreme limits are discarded before constructing the sensor averages. This is

to prevent failed sensors from unduly influencing the temperature averages.

In practice, the temperature of most CRID surfaces is maintained to within

±0.5 ◦C, although local fluctuations in the vicinity of the heater may be higher.

∗70 OAC5, Grayhill Inc., LaGrange, IL
†AD590JF, Analog Devices, Norwood, MA
‡F3103, Omega Engineering Inc., Stamford CT
§Model 3792, Kinetic Systems Corp., Lockport, IL



104 CHAPTER 5. CRID FLUID DELIVERY AND MONITORING SYSTEMS

Half of the heaters are operated from a diesel-generated emergency power

supply in the event of a failure of the standard AC power delivery. The hard-

ware temperature controller is run from the CRID uninterruptible power sup-

ply described above.

In addition to the electrical heaters inside the CRID vessel, there is a sep-

arate system to heat the plumbing that carries fluids to and from the CRID.

This system heats water (35 ◦C) and circulates that water in copper tubes that

are attached to the main stainless-steel tubing bundles with copper foil and

brazing. There are some 64 of the solid-state temperature probes that monitor

the various tubing bundles.

5.7 Slow Protection System

Another important monitor system is an array of eight SLD Smart Interface

Alarm Modules (SIAMs). These are custom CAMAC modules that sample a

digital or analog input and raise an alarm flag if the input is out of tolerance.

In the CRID fluid systems, SIAMs are used to sample critical operating param-

eters and to catch hardware failures. When one of the alarm flags is raised,

an audible alarm alerts SLD technicians, who contact CRID experts. Several

critical alarm trigger an automatic dialing system which pages CRID personnel

directly.

In many cases, the inputs to the SIAM alarm system come from simple

hardware signals (e.g. pressures in the drift gas supply, or flow rates falling

out of tolerance). In some cases, however, more complex quantities need to

be monitored, such as temperature averages over large sets of sensors. These

could be sampled with one analog signal, but an average is preferable to ensure

integrity of the whole system. Therefore, a separate software process is run to

sample these “complex” quantities, check them against current tolerances, and

to set a CAMAC output register if the value is out of tolerance for longer than

a certain transient time (6 minutes).



5.7. SLOW PROTECTION SYSTEM 105

This system of automatic alarms has proved vital to the success of the SLD

CRID. Over the course of several years of operation of the CRID fluid systems,

a variety of strange and unexpected problems have occurred, and many times

these problems were initially detected by the automatic alarm system. In the

absence of a large crew of people to watch over the fluid systems at all times,

such an automated protection system is a necessity.
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Chapter 6

CRID Reconstruction and

Particle Identification Analysis

This chapter describes the reconstruction process and the algorithm used to ex-

tract particle identification information from the SLD CRID. The entire chain

from raw data to particle hypothesis likelihoods is outlined in an attempt to

provide a reference for the main features of the CRID reconstruction code. To

this end, references to specific PREPMORT routines are given, and the im-

portant parameters are referred to by their JAZELLE bank names. Generally,

more detail on the reconstruction can only be found in the reconstruction code

itself.

6.1 Pulsefinding and Hit Cuts

Hits in the CRID start with Cherenkov photons ionizing TMAE molecules

and the resulting electrons drifting toward the MWPC detectors and inducing

avalanches on the anode wires. These pulses are fed into shaping amplifiers

with an exponential decay time. The output signal is sampled and stored in

the AMU, where it can then be serially digitized and read out over a fiber optic

connection. The amplifiers are trimmed so as to match their decay time τ to

the AMU sampling interval of 67.2 ns.

107
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The SLD data acquisition contains an array of 80 WSM CPUs (Motorola

68020s) for use in processing CRID raw data. Originally, it was conceived that

the reduction of digitized amplitude information (“snips”) into 7-parameter

pulse information would be done in the WSM CPUs. The algorithm of de-

convolving the te−t/τ pulse shape from the amplifier response was selected as

a computationally efficient way to get maximal precision (. 0.1 bucket) on the

pulse arrival time and good double-pulse resolution (∼ 1.5 buckets) [136, 131].

In practice, however, the control parameters to the pulsefinding needed to be

tuned from real data and there was a great deal of concern about unrecoverable

loss of information. Therefore, instead of running the pulsefinding in the WSM

CPUs, it was decided to write the snipped data to tape and to run the pulsefind-

ing in the offline reconstruction. It also turns out that the time required to

move this ∼ 100 kB of data per event through the SLD FASTBUS data acqui-

sition is 2–3 times less than the time it would take to run the pulsefinding in

the WSMs. Therefore, writing the snipped data has actually proven better for

SLD dead-time, so long as the bandwidth to tape is not saturated by the extra

data volume.

Because of its origins (i.e., being designed to run in the WSMs), the pulse-

finding code is written in C and interfaced to the rest of the reconstruction

PREPMORT code via a single well-defined interface. The CDOWSMproces-

sor sets up the parameters (via CRunWSM) and then calls CDecRun with the

snips passed as an array of shorts. There are four basic parameters to the

pulsefinding:

• CDOWSMP%(TAU)- the amplifier shaping time constant. In principle, each

amplifier has a different shaping time. We have not calibrated the TAU

for each amplifier, so all of them are set to a common value of 67.2 ns.

Although unused, there is some capability to adjust the TAUfor different

amplifiers [131].

• CDOWSMP%(SAMPINT)- HAMU sampling interval (fixed at 67.2 ns).
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• CDOWSMP%(CUTOFF)- the minimum accepted pulse amplitude (in decon-

volved space). This is currently set at 100 counts, which is sufficiently

above the noise amplitude seen in data. The minimum amplitude of sig-

nal pulses is determined by the snip threshold passed to the DCU in the

readout electronics.

• CDOWSMP%(HAMUPED)- the nominal pedestal. This is set to the pedestal

value to which the HAMUs are calibrated (300 counts).

The output of the pulsefinding becomes the CRDAEBdata structures, which

are a series of pulses for each WSM CPU. Each pulse contains seven 2-byte

words of information: wire number, inner and outer pulse time, inner and outer

amplitudes, number of buckets above threshold, and a quality word where

various bit-fields can be set.

These pulses are then turned into three-dimensional hit points in TPC

coordinates by the CAEB2REroutine, which outputs CREHIT banks. All of the

CRDAEBquality codes are carried forward, and several more bits are potentially

added (in the pulsefinding, only 16 bits are used). For each hit, the TPC (x,y,z)

coordinates are stored, as well as the combined pulse amplitude, three spatial

errors, and the number of deconvolved buckets above threshold on each end of

the wire.

Several corrections, such as the measured drift velocity for the event, the

gain calibration (for charge division), and the magnetic field distortion cor-

rection, are also applied at this stage. In addition, hits are tagged for post-

pulsefinding quality cuts (e.g. cross talk, calibration strobe, fiber fiducial), and

TPCs that are off due to high voltage, broken wires, or electronic problems are

flagged.

The quality word of the CRDAEB/CREHIT hits is used to tag certain cate-

gories of hits which are unlikely to be good signal hits. For example, single

photoelectrons should almost never saturate the amplifiers; therefore, we im-

prove signal-to-noise by removing hits with the SATURATEbit set. Another

important category of hits are those caused by cross talk from nearby MIP
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Figure 6.1: Liquid Cherenkov angles for tracks above 3 GeV/c are shown for various
categories of hit quality flags. The starting sample containing all recorded hits is
shown in (a). Various categories of hits that are cut away are shown in (b)–(e). The
final accepted hits is the distribution in (f). The loss of signal is ∼ 15%, but the signal-
to-noise is improved considerably.

hits. The cross-talk effect is described in [133, 155], and the algorithm to tag

cross-talk hits is described in [156]. Basically, the procedure consists of re-

moving all hits in a window in drift time and wire number around the leading

and trailing edges of saturated pulses. The effectiveness of this and other hit

quality codes at improving signal-to-noise is shown in Fig. 6.1. The set of hit

categories that are removed is determined by the CRDRECP%(LIQKLMSK)and

CRDRECP%(GASQKLMSK)parameters described below.

6.2 Liquid Angle Reconstruction

For each drift chamber track (PHTRK), there is a CANGLEbank produced that

contains the Cherenkov angle information from any relevant CREHITs. A
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CANGLEbank stores both liquid and gas angles, as well as angles for Cherenkov

photons produced in the quartz windows of liquid radiator trays. Each an-

gle is tagged by type (CANGLE%(CHIT(i),TYPE) ) and contains indexes which

point to the CREHIT entry that generated it (CANGLE%(CHIT(i),TPC) and

CANGLE%(CHIT(i),NCREH) ).

In order to produce a liquid CANGLEentry, a given CREHIT hit must not

have any of the bits from the liquid kill mask (CRDRECP%(LIQKLMSK)) set in its

quality word (CREHIT%(CHIT( i),QUALITY) ), and it must have a TMAE depth

of less than 5 cm (CRDRECP%(LIQTCUT)). In order to suppress the increased

background coming from phase-space effects as the photon trajectory ap-

proaches total internal reflection in the liquid radiator window, there is a cut on

the angle θ2, defined in Fig. 6.2, such that sinθ2 < 0.940 (CRDRECP%(TIRCUT)).

In addition, the incident track must have momentum greater than

CRDRECP%(PEXTLOW)at the end of its extrapolation into the CRID (from

PHEXTR).

The liquid Cherenkov angles are calculated by the CLIQUR routine. Fig-

ure 6.2 shows the relevant geometry. The point H is known from the CREHIT

bank, and the points O and A come from the extrapolated track (PHTRKto

PHEXTRto CCHGTK). Point A is where the track intersects the liquid radiator

window, and O is the Cherenkov photon origin point. The point O is unknown

up to the thickness of the liquid radiator, but the point halfway along particle

trajectory inside the liquid radiator is used as a nominal origin. The contribu-

tion to the Cherenkov angle error from the thickness of the radiator is taken

into account in the uncertainty σθ, as described below. Given points O and H,

let us define point Q so as to form a right triangle OQH with
−→
OQ parallel to the

liquid radiator normal n̂. Denote by P the point where
−→
OQ intersects the liquid

radiator window.

The problem is now reduced to finding the point B, where the Cherenkov

photon intersects the liquid radiator window and refracts on its way to the TPC.

For this derivation, we ignore the refraction in the liquid radiator and TPC

quartz windows, which creates small displacements in the photon trajectory,
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Figure 6.2: Diagram of the geometry of the liquid angle reconstruction. Distances are
not drawn to scale.

but does not change the angles appreciably. The CLIQURreconstruction, how-

ever, does take this refraction displacement properly into account. A simplifi-

cation that the CLIQURcode does make is to ignore the difference in refractive

index between the C2H6 drift gas and the C5F12 gas radiator, which would

cause the photon ray to refract at point C. Because these indexes are relatively

similar and because the absorption depth in TMAE (distance |
−→
CH|) is relatively

small, this approximation is safe to make.

Given B, we can find the Cherenkov angle by

cosθc = p̂ ·

−→
OB

|
−→
OB|

tanφc =

−→
OB· ŷ
−→
OB· x̂

,

(6.1)
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where p̂ is the track direction at O and x̂, ŷ are the unit vectors used to define

the angle φc. The standard CRID reconstruction takes x̂ in the plane of p̂ and n̂.

Optionally, x̂ can be taken along the SLD z-axis (magnetic field direction). The

constraints that determine B are:

ngsinθ2 = nl sinθ1 (6.2)

h = k1 tanθ1 +k2 tanθ2. (6.3)

Equation (6.2) is Snell’s law for the refraction at the liquid radiator window,

with ng the index of refraction of the C5F12 gas radiator (which sits outside the

liquid radiator tray) and nl the index of the C6F14 liquid radiator. In Eq. (6.3),

the distances h, k1, and k2 are defined as in Fig. 6.2. The relation follows from

the geometry of these points.

These two equations have two unknowns, θ1 and θ2, but the solution is

a difficult transcendental equation. Instead, the CRID reconstruction solves

them via an iterative procedure. A function f (θ1) is defined by

f (θ1) = k1 tanθ1 +k2 tanθ2−h

= k1 tanθ1 +k2
µsinθ1√

1−µ2sin2θ1

−h,
(6.4)

where µ is defined to be the ratio of the refractive indices, µ≡ nl/ng, and the

root of Eq. (6.4), f (θ1) = 0, is computed by Newton’s method

θ(i+1)
1 = θ(i)

1 −
f (θ(i)

1 )

f ′(θ(i)
1 )

, (6.5)

where θ(i)
1 denotes the value for θ1 at the ith iteration. The derivative,

f ′(θ1) = k1sec2θ1 +k2sec2θ2
dθ2

dθ1

= k1sec2θ1 +k2sec2θ2µ
cosθ1

cosθ2
,

(6.6)



114 CHAPTER 6. CRID RECONSTRUCTION

can be computed from Eqs. (6.2) and (6.3). We start with the point B where

it would be if OBH were a straight line, and then iterate. The computation of

quartz angles is very similar, with the quartz index nq replacing nl and with k1

much smaller. Also, there is no refraction displacement at point B in this case,

since the photon starts out in the quartz medium.

This procedure gives us the values of θc and φc, but we still require the

contributions to the uncertainty σθ from various sources, and the Jacobian of

transformation between the TPC coordinates and θc, φc. For this, we follow the

derivation in [157].

Let us define another coordinate system with origin at the point X where the

track’s momentum direction p̂ intersects the quartz plane of the liquid radiator.

Note that this is not quite point A in Fig. 6.2, due to the curvature of the track.

Define the z-axis to be along the liquid radiator normal n̂, and the x-axis to be

such that the track direction p̂ lies entirely in the xzplane. Let ~x0 = (x0,0,−k1)

be the coordinates of the emission point O, and α be the polar angle of p̂ in this

frame. Then,

x0 =−k1 tanα. (6.7)

Let ~x1 = (x1,y1,0) be the coordinates of the point B where the photon ray exits

the liquid radiator, and let θ1, φ1 be the photon ray direction, as before. Define

a vector ~R≡~x1−~x0. Then, by equating the Cartesian and spherical coordinates

of ~R, we have three equations

k1 = Rcosθ1 (6.8)

y1 = Rsinθ1sinφ1 (6.9)

x1−x0 = Rsinθ1cosφ1, (6.10)
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which we can solve for x1 and y1:

y1 = k1 tanθ1sinφ1

x1 = k1(tanθ1cosφ1− tanα) .
(6.11)

Next, let us define ~x2 to be the vector along the photon trajectory from the

liquid radiator (point B) to where it enters the TPC (point C). Call the coordi-

nates of this vector~x2 = (x2,y2,D), with its direction being given by θ2, φ2. Here,

D denotes the distance between the liquid radiator and the TPC. We then have

|~x2|=
D

cosθ2

x2 = |~x2|sinθ2cosφ2 = D tanθ2cosφ2

y2 = |~x2|sinθ2sinφ2 = D tanθ2sinφ2.

(6.12)

Relating the two sets of angles, we have

sinθ2 = µsinθ1 (6.13)

φ2 = φ1, (6.14)

where we have rewritten Eq. (6.2) with µ≡ nl/ng. Equation (6.14) follows from

the definition of our coordinate system.

The remaining piece of information is the vector from the TPC window

(C) to the actual conversion point (H). Let us call this vector ~x3 = (x3,y3,d),

with d denoting the conversion depth within the TPC (in our earlier notation,

k2 = D + d). Since the index of C5F12 is close to that of C2H6, we make the

approximation

sinθ3' sinθ2 (6.15)

φ2' φ3. (6.16)
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Then, we have:

|~x3|=
d

cosθ2

x3 = |~x3|sinθ2cosφ2 = d tanθ2cosφ2

y3 = |~x3|sinθ2sinφ2 = d tanθ2sinφ2.

(6.17)

Now, we can consider the reconstruction process as the task of finding the

two points O and H in this coordinate system. Since we assume the emission

depth k1 to be half of the thickness of the liquid radiator and since the track po-

sition is fixed, point O has no dependence on the measurement of photoelectron

hits. The point H has coordinates given by

~x =~x1 +~x2 +~x3 = (x1 +x2 +x3, y1 +y2 +y3, D+d) (6.18)

in our notation. We may choose three independent variables, say (x2,y2,d),

and compute the Jacobian of transformation from these variables to (θc,φc, l).

Because the absorption depth l only affects ~x3, we may write the Jacobian J as

follows:

J =
∂(x,y,z)

∂(θc,φc, l)
=

∣∣∣∣∣∣∣∣∣∣∣∣

∂(x,y)

∂(θc,φc)

∂d
∂θc

∂d
∂φc

∂x
∂l

∂y
∂l

∂d
∂l

∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣
∂(x,y)

∂(θc,φc)

−l sinθ2
∂θ2

∂θc

−l sinθ2
∂θ2

∂φc
∂x
∂l

∂y
∂l

cosθ2

∣∣∣∣∣∣∣∣∣∣∣∣
. (6.19)

In the approximation that l �D, we can ignore the terms proportional to l , and

derive

J ' cosθ2

∣∣∣∣ ∂(x,y)

∂(θc,φc)

∣∣∣∣ . (6.20)
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A similar argument, based on the approximation k1� D gives us

J ' cosθ2

∣∣∣∣∂(x2,y2)

∂(θc,φc)

∣∣∣∣ . (6.21)

We then decompose the remainder of the Jacobian as follows

J = cosθ2

∣∣∣∣∣∣∣∣
∂x2

∂θ2

∂y2

∂θ2

∂x2

∂φ2

∂y2

∂φ2

∣∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣∣
∂θ2

∂θ1

∂φ2

∂θ1

∂θ2

∂φ1

∂φ2

∂φ1

∣∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣∣
∂θ1

∂θc

∂φ1

∂θc

∂θ1

∂φc

∂φ1

∂φc

∣∣∣∣∣∣∣∣
= cosθ2

∣∣∣∣∣∣ D
cosφ2

cos2θ2
D

sinφ2

cos2θ2

−D tanθ2sinφ2 D tanθ2cosφ2

∣∣∣∣∣∣ ·
∣∣∣∣∣∣ µ

cosθ1

cosθ2
0

0 1

∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣∣
∂θ1

∂θc

∂φ1

∂θc

∂θ1

∂φc

∂φ1

∂φc

∣∣∣∣∣∣∣∣
= D2 sinθ2

cos2θ2
·µ

cosθ1

cosθ2
·

[
∂θ1

∂θc

∂φ1

∂φc
−

∂θ1

∂φc

∂φ1

∂θc

]
.

(6.22)

It remains now to relate (θ1,φ1) to (θc,φc). If we consider the photon direc-

tion in a coordinate system defined along p̂, it is clear that

R̂′ =


sinθccosφc

sinθcsinφc

cosθc

 . (6.23)

Because the track direction p̂ is defined to be in the xzplane, it follows that the

transformation from R̂′ to R̂ is a simple rotation

R̂=


cosα 0 sinα

0 1 0

−sinα 0 cosα

R̂′

=


sinθccosφccosα +cosθcsinα

sinθcsinφc

−sinθccosφcsinα +cosθccosα

 (6.24)
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=


sinθ1cosφ1

sinθ1sinφ1

cosθ1

 .
By equating the two expressions for R̂, we get the following relations:

sinθ1sinφ1 = sinθcsinφc. (6.25)

cosθ1 = cosθccosα−sinθccosφcsinα. (6.26)

We can derive a similar relation by considering the dot product of R̂ with the

direction p̂ =−~x0/|~x0|

cosθc = R̂· p̂

=


sinθ1cosφ1

sinθ1sinφ1

cosθ1

 ·


sinα
0

cosα


= sinθ1cosφ1sinα +cosθ1cosα.

(6.27)

Differentiating Eq. (6.25) and Eq. (6.26), we find

∂φ1

∂θc
=

1
sinθ1cosφ1

(
cosθcsinφc−cosθ1sinφ1

∂θ1

∂θc

)
(6.28)

∂φ1

∂φc
=

1
sinθ1cosφ1

(
sinθccosφc−cosθ1sinφ1

∂θ1

∂φc

)
(6.29)

∂θ1

∂θc
=

sinθc

sinθ1
cosα +

cosθc

sinθ1
cosφcsinα (6.30)

∂θ1

∂φc
= −

sinθcsinφcsinα
sinθ1

. (6.31)
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After a bit of algebra, this reduces to:∣∣∣∣∣∣∣∣
∂θ1

∂θc

∂φ1

∂θc

∂θ1

∂φc

∂φ1

∂φc

∣∣∣∣∣∣∣∣=
sinθc

sin2θ1cosφ1

[
sinθccosφccosα +cosθcsinα

]

=
sinθc

sinθ1
,

(6.32)

using Eq. (6.26) and Eq. (6.27). This results in a Jacobian of

J = µ2 D2

cos2θ2

cosθ1

cosθ2
sinθ1 ·

∣∣∣∣∣∣∣∣
∂θ1

∂θc

∂φ1

∂θc

∂θ1

∂φc

∂φ1

∂φc

∣∣∣∣∣∣∣∣
= µ2 D2

cos2θ2

cosθ1

cosθ2
sinθc.

(6.33)

Besides the Jacobian, we need also to know the uncertainty in θc due to our

ignorance of the true emission depth k1. For this, it suffices to compute ∂(~x1 +

~x2 +~x3)/∂k1 and use the Jacobian to transform to (θc,φc). From our definitions,

it is clear that only x1, y1 are affected by k1. Differentiating Eq. (6.11), we have

∂x1

∂k1
= tanθ1cosφ1− tanα

∂y1

∂k1
= tanθ1sinφ1,

(6.34)

and

∂θc

∂k1
=

∣∣∣∣∂(θc,φc)

∂(x,y)

∣∣∣∣ ·


∂x
∂k1

∂y
∂k1

 . (6.35)
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Combining all the contributions to σθ, we have

σθ =

∣∣∣∣∂(θc,φc, l)
∂(x,y,z)

∣∣∣∣


σx

σy

σz

 ⊕ ∣∣∣∣∂(θc,φc, l)
∂(x,y,z)

∣∣∣∣


∂x
∂k1

∂y
∂k1

0

σk1

=

∣∣∣∣∣∣∣∣
∂x
∂θc

∂y
∂θc

∂x
∂φc

∂y
∂φc

∣∣∣∣∣∣∣∣
−1


σx⊕

(
∂x
∂k1

)
σk1

σy⊕

(
∂y
∂k1

)
σk1

 ,
(6.36)

where σx and σy are the drift distance and wire number position errors (in-

cluding diffusion), and σk1 is the the liquid radiator thickness error (= 1/
√

12×

1 cm).∗

6.3 Gas Angle Reconstruction

The gas angle reconstruction proceeds very similarly to that of the liquid an-

gles. There is a corresponding set of criteria for producing a gas CANGLE

entry: the CREHIT%(CHIT( i),QUALITY) quality word must survive the

CRDRECP%(GASKLMSK), the resulting angle must be less than 250 mrad

(CRDRECP%(GASREGN)), and the TMAE depth of each gas hit must be less than

6 cm (CRDRECP%(GASTCUT)). Additionally, there is a cut on isolation of the gas

Cherenkov ring from saturated hits due to MIPs. This is because the saturated

hits “blind” a region of the TPC, which should properly be accounted for in

the expected number of hits. In lieu of such an accounting, we merely cut all

tracks for which more than half of their gas ring is expected to be obscured by

these MIP regions. In fact, there are two cut criteria, P%(PHCRID,GASMESS),

which sets P%(PHCRID,BADID) by default and cuts the track from particle

identification consideration, and P%(PHCRID,GASXISO), which is a stronger
∗In this derivation, parallax errors due to uncertainty in the charge-division coordinate are

ignored (i.e., l � D is assumed).
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cut requiring no overlap of MIP hits with the gas ring, and which must be

checked explicitly.

The gas angle reconstruction is performed by the routine CGFNAN. We out-

line the algorithm here, but it is described in more detail in [157]. The positions

of the 400 mirrors are assumed to be known exactly, and the problem is then to

find a set of emission coordinates (θc,φc,β, l) that produce a photoelectron hit at

the position observed (xh,yh,zh). Here, θc and φc are the two Cherenkov angles,

l is the conversion depth in the TPC along the photon trajectory, and β is a

parameter which denotes the emission point of the photon along the trajectory

of the incident particle. We define β such that it is −1 where the track leaves

the outside of the TPC and +1 at the mirror. Let us define a vector ~α from the

Cherenkov angles

~α≡
(

θccosφc

θcsinφc

)
. (6.37)

If we denote the photoelectron (x,z) position that is produced from a given set of

emission parameters as the function~r(~α,β, l), and the corresponding conversion

depth as y(~α,β, l), then our task is to solve the equations:∗

~r(~α,β, l) =~rh = (xh,zh) (6.38)

y(~α,β, l) = yh. (6.39)

We make use of the fact that gas Cherenkov angles are small, θc� 1, and

the fact that the spherical mirrors are, by design, insensitive to the emission

point β. Thus, we approximate~r(~α,β, l) by

ri(~α,β, l)' ri(~0,β, l) +Ai j (β, l)α j +Bi jk(β, l)α jαk + . . .

ri(~0,β, l)' ri(~0,β0,0) +(β−β0)bi + lsi + . . . ,
(6.40)

∗Note that in [157], the TPC coordinates are defined differently from the standard CRID
convention. The yh and zh are interchanged in [157], with zh being the coordinate determined
from charge division and yh being the drift distance.
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where we expand in terms of the small parameters ~α, l , and (β− β0),∗ and

neglect terms of higher orders. The matrices A, B, and the vectors~b, ~s are just

the Taylor coefficients of this expansion. The expansion point β0 is chosen to be

the best guess for the emission point β. Typically, this is β0 = 0, unless segments

of the track point at different mirrors. Since there is no way of determining β
given only the CRID hit information, let us approximate A and B by their values

at β0

Ai j (β, l)' Ai j (β0, l) = Ci j + lDi j

Bi jk(β, l)' Bi jk(β0, l) = B0
i jk ,

(6.41)

where the matrices on the right hand side are constants (independent of β or

l ). We keep the (β−β0)~b term in Eq. (6.40) only to calculate the uncertainty σθ

due to our lack of knowledge of β.

Thus, we can now fix β = β0, set l = z/
√
|~s|2 +1, and solve iteratively for

~α. Let ~α(i) be the value of ~α at iteration i, and let ~w(~α(i)) be the difference

between the photoelectron hit and the position associated with ~α(i). At this

point we introduce the more compact notation B~a~b = ~c to denote the matrix

product where ci = Bi jkajbk.

~w(~α(i))≡~rh−~r(~α(i),β0, l)

=~r(~α,β, l)−~r(~α(i),β0, l)

' A(~α−~α(i)) +B(~α~α−~α(i)~α(i)) + . . .

(6.42)

If we define~δ(i) ≡~α−~α(i), then

~w(~α(i))' A~δ(i) +2B~α(i)~δ(i) +B~δ(i)~δ(i) = A
[
I +A−1B(2~α(i) +~δ(i))

]
~δ(i). (6.43)

∗Actually, (β−β0) is not necessarily small, but the coefficient~b is small, so we may never-
theless ignore higher order terms in this expansion variable.
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Solving this for~δ(i), we have

~δ(i) =
[
I −A−1B(2~α(i) +~δ(i))

]
A−1~w

=
(

A−1−2E~α(i)
)
~w−E~δ(i)~w,

(6.44)

where we define the matrix Ei jk ≡ A−1
il Bl jmA−1

mk. We can solve Eq. (6.44) by first

neglecting the term proportional to ~δ(i) on the right, calculating the value for
~δ(i) in this approximation, and then substituting that value into the term on

the right. This single iteration for~δ(i) is sufficient because the right-hand term

will be small. The result can now be used to calculate the new estimate for ~α

~α(i+1) =~α(i) +~δ(i). (6.45)

We then continue the iteration process until |~δ(i)|< 0.03 mrad.

In Eq. (6.44), we make use of A−1. For the computation of E, we can simply

approximate A−1 by C−1, but for terms like A−1~w, we should retain terms linear

in l . Since

A = C+ lD = C
(
I + lC−1D

)
, (6.46)

we have

A−1 =
(
I + lC−1D

)−1
C−1'

(
I − lC−1D

)
C−1 = C−1− lF, (6.47)

where F ≡C−1DC−1. The values of C−1, F , E, ~b, and ~s all depend only on the

parameters of the incident track and are independent of the coordinates of the

individual hits. They are calculated from the geometry of the mirrors and the

parameters of the track (see [157]), and are reused in the loop over all hits to

form CANGLEs for the incident track.
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Another quantity that is required from the reconstruction is the Jacobian of

transformation from TPC coordinates to (θc,φc, l)∗

J =
∂(xh,yh,zh)

∂(θc,φc, l)
=

∂(xh,yh,zh)

∂(α1,α2, l)
∂(α1,α2)

∂(θc,φc)

'

∣∣∣∣∣∣∣∣
A11 A12 0

A21 A22 0

s1 s2
√

1−~s2

∣∣∣∣∣∣∣∣ ·
∣∣∣∣∣ cosφc sinφc

−θcsinφc θccosφc

∣∣∣∣∣
= det(A)

√
1−|~s|2 · θc

(6.48)

Finally, we need to calculate the uncertainty in Cherenkov angle coming

from measurement errors. Let ~σr = (σx,σz) be the measurement error in TPC

(x,z), and let σy be the error in TPC-y. Since β is undetermined, it can take on

any value from −1 to 1; this implies σ2
β = 1/3. If we keep only terms linear in

the errors ~σα,σl ,σβ, we can calculate from Eq. (6.40):

~σr = A~σα ⊕ σβ~b ⊕ σl~s

~σα = A−1
[
~σr ⊕ σβ~b ⊕ σl~s

]
.

(6.49)

From the definition of ~α (6.37), we have

θ2
cσ2

θ =
〈
(θcσθ)2〉=

〈
(~α ·~σα)2〉=

〈(
~α ·A−1

[
~σr ⊕ σβ~b ⊕ σl~s

])2
〉
. (6.50)

Let~t ≡~αA−1/θc. Then,

σ2
θ = (~t ·~σr)

2 +σ2
β(~t ·~b)2 +σ2

l (~t ·~s)2. (6.51)

This is, of course, only the uncertainty due to measurement error and to the

∗Reference [157] parametrizes Eq. (6.40) in terms of z (= yh) instead of l . With this alternate
notation, our factor of

√
1−|~s|2 would become 1/

√
1+ |~s|2.
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bending of the track in the magnetic field. We also need to add to this the

chromatic error and the track momentum uncertainty.

6.4 The Likelihood Method

The final step of the CRID reconstruction involves using the CANGLEinforma-

tion to produce a set of particle identification likelihoods for each PHTRK. This

is done by the CFNHYProutine. There are five possible particle hypotheses

considered, e/µ/π/K/p, and these are hard-wired into the reconstruction. A

maximum-likelihood method is used, which has the advantages that it makes

the best use of available information, gives smooth behavior as a particle’s

momentum crosses the Cherenkov threshold for a particular hypothesis, and

provides a simple framework for combining liquid and gas Cherenkov informa-

tion. Early on, it was decided not to attempt to produce absolute likelihoods

or confidence probabilities on individual particle hypotheses, because particle

identification requirements are strongly dependent on particular analyses and

the physics backgrounds expected for those analyses. Therefore, only the ra-

tios of the reported particle likelihoods are meaningful. The likelihoods are

normalized to sum to 1, and the logarithms of the likelihoods are stored in

the PHCRIDbank (PHCRID%(LIQ,LLIK, hk) , and PHCRID%(GAS,LLIK, hk) ) for

hypothesis hk.

The CRID likelihood algorithm is described in [158] and in [157]. The

technique is somewhat similar to the Omega RICH analysis [159], but extends

the idea from fixed-size pixels to arbitrary hits in space with finite resolution.

The DELPHI RICH group uses a similar analysis, but computes each track’s

likelihoods independently and does not explicitly model the background due to

Cherenkov photons from other tracks [160].

The statistical technique of maximum likelihood tests a hypothesis for the

distribution of observed data by considering a likelihood function L , which is

the probability of producing the observed data given a particular hypothesis.

In our case, a hypothesis consists of a set of particle assignments {hk} for each
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track k and a background model B(~x). Let n̄ be the expected number of photons

for the hypothesis {hk}. If n is the observed number of photoelectrons in the

CRID, then the probability of n given n̄ is just the Poisson term

P(n|n̄) =
n̄n

n!
e−n̄. (6.52)

In addition to the number of photons, we also have information from the

spatial distribution of the photons. Let P(~x) be the probability of a given photo-

electron being in a differential volume d3~x. Then n̄P(~x) is the expected number

of photoelectrons in d3~x. Define this to be ρ(~x). Taking into account the permu-

tations of the n photoelectrons, the overall likelihood is given by

L = P(n|n̄)P({~xi})

= n̄ne−n̄
n

∏
i=1

P(~xi)

= e−n̄
n

∏
i=1

ρ(~xi),

(6.53)

where the index i runs over all observed photoelectrons.

It is convenient to split up ρ(~x) into a background term independent of

tracks and a term representing the Cherenkov rings produced by each track,

ρ(~x) = B(~x) +∑
k

ρk,hk(~x), (6.54)

where ρk,hk(~x) represents the density due to track k, given particle hypothesis hk

for that track. Furthermore, it is simpler to describe ρk,hk in terms of a different

set of coordinates, (θc,φc, l), in which θc is the Cherenkov polar angle, φc is the

Cherenkov azimuthal angle, and l is the conversion depth of the photoelectron

along the photon’s trajectory. In this new set of coordinates, we can write the
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density as

ρk,hk(~x) =
Nk,hk

2π
e−l/λ

λ
e−(θc−θ0)2/2σ2

θ
√

2πσθ

1
J
, (6.55)

where J is the Jacobian ∂(x,y,z)/∂(θc,φc, l), λ is the photon absorption length in

the TPC gas, θ0 is the expected Cherenkov angle for track k and hypothesis hk,

and σθ is the resolution on the Cherenkov angle measurement at position ~x.

The factor Nk,hk is the number of photoelectrons expected per full ring for track

k and hypothesis hk (which may be zero if hk is below threshold, for example).

Because of total internal reflection, the allowable φc range for a liquid ring

may be less than the full [−π,π]. This effect is included into the Jacobian J ,

which will go to 0 where no space point (x,y,z) can produce a hit at the given

(θc,φc, l). Alternatively, one can define Mk,hk to be the number of photoelectrons

expected after accounting for total internal reflection. Then Nk,hk/2π = Mk,hk/∆Φ,

where ∆Φ is the allowed φ range. This latter form is more convenient in the

reconstruction program since the NHEXPcalculated already includes the total

internal reflection effect.

In principle, the likelihood L is now straightforward to compute for all 5 hy-

potheses of each track, and the set {hk} which maximizes L is our best answer.

In practice, however, we cannot compute such an exponentially-large number

of combinations. Instead, we make the simplifying assumption that the most

likely hypothesis hk for track k is largely independent of the hypotheses for

other tracks {hj} j6=k. We then iterate through the set of tracks, choosing each

hk to be the current best hypothesis for track k (favoring the π hypothesis when

information is absent or ambiguous), and continue until the set {hk} is stable.

Let us define the likelihood for a hypothesis hk to be

Lk,hk ≡ e−Mk,hk ∏
i

(
Bk +ρk,hk(~xi)

)
, (6.56)
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where Bk is the background that is independent of track k,

Bk(~x)≡ B(~x) + ∑
j 6=k

ρ j ,hj (~x). (6.57)

Then our independence assumption is equivalent to the difference in overall

likelihood between hypothesis hk and h′k being given by

L(hk,{hj} j6=k)

L(h′k,{hj} j6=k)
=

Lk,hk

Lk,h′k

. (6.58)

Hence, we need only maximize each Lk,hk for the five hypotheses hk (and then

iterate).

Since we are only concerned with relative likelihoods, we can divide through

by a factor to get

L ′k,hk
= e−Mk,hk ∏

i

(
1+

ρk,hk(~xi)

Bk(~xi)

)
, (6.59)

or

logL ′k,hk
=−Mk,hk +∑

i
log

(
1+

ρk,hk(~xi)

Bk(~xi)

)
, (6.60)

which is what is reported in the PHCRIDbanks. Hence, the important criteria

for particle identification are the ratios of Cherenkov angle weights ρk,hk(~xi) to

backgrounds Bk(~xi). Hits with signal weight significantly below the background

weight are automatically ignored. Thus, a particle with hits nowhere near ex-

pected rings for any hypotheses is classified as ambiguous. For particles which

are below threshold, the likelihoods of their above-threshold assignments are

controlled by the expected number of hits logL ′k,hk
=−Mk,hk.

In practice, the iterative procedure is found to converge rapidly. The {hk} all

start at the π hypothesis and converge for most events in only two iterations.

One weakness of the method lies in the need to know the correct background
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model B(~x). We currently use a uniform density per TPC, with the normal-

ization computed from counting photoelectrons which have negligible weight

(< 10−4) for any hypothesis for any track. This normalization is bounded below

by the parameters CRDRECP%(BKMINLIQ)and CRDRECP%(BKMINGAS)(which

are set to 10 hits per TPC). Separate backgrounds are used for the liquid and

gas sides of the TPCs, and quartz Cherenkov photons are properly included in

the background (i.e., they are treated in the category of signal hits from other

tracks). There is some evidence that real backgrounds are non-uniform and

concentrated towards the two windows of the TPC. Tuning of the background

model could be an area for future improvement of the CRID particle identifica-

tion performance (see section 7.16).
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Chapter 7

CRID Performance

In order to achieve the design angular resolution of the SLD Barrel CRID,

spatial resolutions on individual photoelectrons of 1–2 mm are required (see

section 4.3.6). This requires a thorough understanding of both the drift of

photoelectrons within the TPCs and of the positions of the TPCs, liquid radiator

trays, and mirrors within the SLD. In this chapter, we describe the derivation of

various corrections and alignments that are required to achieve this precision.

The end result is that we achieve good performance, very close to the design

values. In general, the performance within the frame of reference of individual

components of the CRID (“local resolution”) meets the design. The alignment

of the components to one another and to the rest of the SLD is believed to be

responsible for the slightly degraded overall resolution that is observed. A few

changes in operating parameters (e.g. use of a C5F12/N2 mixture instead of pure

C5F12, and lower detector gain) have decreased our identification performance

compared to the original design, but not tremendously.

Many of these measurements and calibrations rely on a system of fibers for

injecting UV light from a xenon flashlamp at 19 fiducial positions on each TPC.

This hardware is discussed in detail in [161, 162]. The fiber fiducials serve to

calibrate various aspects of the electron drift within the TPCs. A diagram of

the fiber system is shown in Fig. 7.1. Four vertical fibers along the centerline

of the TPC are used for drift velocity measurements. The 45◦ angled fibers

131
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Figure 7.1: Diagram of the CRID fiber fiducial system. A xenon flashlamp provides UV
light pulses, which are transmitted by optical fiber to known positions on the surface
of the CRID TPCs. The collimators which mount the fibers onto the TPC surfaces are
shown in (b). The positions of the 19 fiducials are shown in (c).
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near the detector plane are used for charge-division calibration. The vertical

and angled fibers at the far (high-voltage) end of the TPCs are used to study

transverse drift distortions and drift velocity variations, along with the angled

fibers along the centerline and edges.

In the 1992 and 1993 runs, the fibers were flashed at 120 Hz, with every

beam crossing. Starting in the fall of 1994, this was changed to flash at 0.05 Hz

and read out with a special trigger. In addition to the primary advantage of

depositing less charge on specific wires (see [163] for a discussion of the dangers

of this), the new arrangement has the added advantage that fiber hits do not

get confused with data hits and vice versa.

7.1 Drift Velocity

Knowledge of the electron drift velocity vd in the C2H6 drift gas is essential

in order to determine the position of the photoelectron hits from the arrival

time of their avalanche pulses. A precision of 0.1% on vd is required in order

to achieve the 1-mm target resolution in TPC-z. However, the drift velocity is

very sensitive to gas composition and purity, as well as to the electric field, gas

pressure, and temperature. Although the electric field is very stable (< 10−4

variation in the high-voltage power supply) and the temperature is reasonably

stable (controlled to . 0.5 ◦C), the drift gas pressure varies directly with atmo-

spheric pressure, and there have been some difficulties with gas purity.

Therefore, we determine the drift velocity from fiber data on a continuous

basis [162]. Fiber data is accumulated for every 1-hour block of data taking. A

fit is performed to determine the positions in time of photoelectrons from the

four vertical fibers located along the centerline of the TPC. These individual

(hourly) drift velocity measurements are then parametrized in time using cubic

splines. In the CRID reconstruction, the drift velocity of each event is then

determined from its event time using this parametrization.

The procedure of determining and parametrizing drift velocities is now well-

understood and automated. A filter job runs automatically as part of the
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Figure 7.2: Measurements of the time-dependence of the CRID drift velocity in the
1992 data. The variation on long time scales (a) shows effects due to gas composition,
while the variation on shorter time scales (b) shows individual (1-hour) measurements
and the (cubic-spline) interpolation curves used for extracting drift velocities in the
CRID reconstruction. The accuracy of individual measurements is typically 0.05%.

first-pass SLD reconstruction. The precision on individual measurements is

typically 0.05%, which is well within the goal of 0.1% precision. Variations from

TPC to TPC and within the TPCs have been found to be small (< 0.1%) [162].

A sample of the drift velocity measurements for 1993 data is shown in Fig. 7.2.
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Figure 7.3: Correlation of CRID drift velocity with atmospheric pressure in the 1994–
95 run. No correction for temperature is made, indicating that the temperature of the
drift gas is sufficiently stable.

Although there is a large amount of fluctuation in the drift velocity (a), one can

see that the individual measurements are taken on a short time scale compared

to the drift velocity variation (b). The large fluctuations in vd were understood

to be the result of gas impurities and a (temperature-dependent) reaction of

the C2H6 drift gas with a Ni filter installed to remove sulfur impurities in the

gas [133].

In the 1994–95 run, a more pure source of C2H6 was found, and the Ni

filter was no longer required. As a result, the main systematic influence in the

1994–95 drift velocities is now atmospheric pressure, which is measured and

recorded to tape. The correlation of drift velocity with atmospheric pressure

is shown in Fig. 7.3, where one can see that the spread of velocities due to

pressure variations is much larger than the spread about the correlation. The

recorded pressure is now used to determine the CRID drift velocity if a fiber-

fiducial vd measurement is unavailable for a particular run.
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Figure 7.4: Diagram of the analysis technique used for determining t0 and for the
radial positions and tilts of the liquid radiator trays. The average Cherenkov angle of
forward, backward, and sideward quadrants of the ring in φc is considered. See text
for more description.

7.2 Time Zero

In addition to the drift velocity vd, there is another parameter required for

determination of the z-position of photoelectrons, namely the time offset of

the arrival of electron and positron beams at the SLC interaction point from

the time at which the CRID data acquisition clocks start, denoted t0. The

CRID acquisition timing is run relative to the SLC timing reference, so the

t0 should be constant throughout a run period. On the other hand, it is difficult

to determine a priori what this should be, because it includes delay times in all

of the cabling and electronics on the way to the CRID AMUs.

Therefore, we determine the t0 empirically by looking at the first arrival

of hits at the CRID detectors. However, there is another degree of freedom

because the drift field inside the CRID detector volume is not the same as

that in the TPC volume, and this difference is equivalent to a time shift in

the arrival of photoelectrons from the TPC. In principle, this shift due to the
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Figure 7.5: The Cherenkov angle θc for three different quadrants in φc (defined along
the SLD-z direction) for liquid rings from e+e− → µ+µ− and e+e− → e+e− events is
plotted versus the t0 parameter. The squares are the quadrant |φc|< 45◦, the triangles
are the quadrant |φc| > 135◦, and the circles are the remaining range in φc. The point
where these three curves intersect is the (measured) correct value of t0.
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different drift velocity over the last 15 mm of drift is calculable, but in practice

it is difficult to do so reliably. Therefore, we measure it by using liquid rings

from e+e−→ µ+µ− and e+e−→ e+e− events. A shift in t0 is equivalent to shifting

all hits uniformly in TPC-z. We consider the forward and backward portions

(along z) of liquid rings (see Fig. 7.4), and tune t0 until the ring radii agree for

the two. This process is demonstrated in Fig. 7.5.

The two parameters in the CRID reconstruction are represented by

CDOWSMP%(T0RUNDEP), which denotes the time of the ar-

rival of the first hits (current value is 24.0 buckets), and

CTPCDIS%(ZBTPCT0N)/CTPCDIS%(ZBTPCT0S), which are the corrections

for nonlinear drifts within the volume of the MWPC detector. As seen in

Fig. 7.5, we determine ZBTPCT0 to be consistent with −0.15 cm in both the

north and south TPCs. This is a small correction and is consistent with

expectations from electrostatics.

7.3 Electrostatic Distortions

Deviations from the expected direction of photoelectron drift in the TPCs can

be caused by a variety of factors. We classify them into two broad categories,

electrostatic distortions, which are shifts that occur even with the SLD solenoid

magnet off, and magnetic distortions, which are those shifts caused by the
~E and ~B fields within the TPCs not being perfectly aligned. The magnetic

distortions are discussed in the next section.

Distortions in the drift due to electrostatics can arise from several causes.

If the electric potential gradient along the TPC is not uniform, a non-linear

time-to-distance relationship would result. Another source of distortions is the

perturbations in the drift field caused by a buildup of positive ions on the walls

of the chambers or in the gas volume. This was studied at length in the CRID

prototype tests, and the former found to be minimal [150]. A gating system

was demonstrated to be effective for the latter [144], but there has not been

evidence in the data of a need to use the gating [133].
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Figure 7.6: The electrostatic focussing δx/(y− yc) (see Eq. (7.4)) measured in fiber
fiducial data as a function of the TPC number for the 1992 (dots) and 1993 (squares)
data [164]. The effects of the adjustment of the voltage VB are clearly visible.

The major distortion effect seen in the CRID TPCs is the “focussing” caused

by nonuniform fields in the transition between the TPC active volume and

the MWPC detector region. Early studies showed that this focussing could be

minimized in either the TPC-x or the TPC-y direction through careful tuning of

the voltage VB that defines the end of the TPC potential gradient [150]. Since

gas rings are focussed by the mirrors near the centers of the TPCs in x, the

voltages were tuned to yield good axial drift over the entire depth of the TPC

in y and the central part in x. The outermost 1–2 cm in x still suffer from

uncorrected focussing effects at the level of ∼ 2 mm [150, 144].

The focussing distortions are measured using dedicated UV fiber runs. Al-

though significant effects were found in 1992, an adjustment of the operating
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voltages (VB) reduced these effects to < 0.5 mm for the 1993 and 1994–95

runs [164]. This is demonstrated in Fig. 7.6.

7.4 Magnetic Field Distortions

Because the SLD solenoidal field is not perfectly axial, distortions in the drift

of photoelectrons are induced from the small radial component of the magnetic

field, Br . In addition, any misalignments of the TPCs with respect to the SLD

z-axis cause a similar effect. These distortions are measured from dedicated

UV fiber runs taken with low TMAE concentration, thus allowing fiber hits

along the entire depth of the TPC. By comparing fiducial positions with the

SLD solenoid on against those with the magnet off, we can measure the shifts

as a function of drift distance.

The basic relationship is described in [133]. The drift velocity of an electron

is given by

~vd =
µ

1+(ωτ)2

[
~E +

ωτ
B

(~E×~B) +(ωτ)2
~E ·~B
B2

~B

]
, (7.1)

where µ is the electron mobility, ω is the Larmor frequency, and τ is the mean

time between collisions. Working in the SLD coordinate system, the electric

field is assumed to be along z, pointing towards the midplane, ~E · ẑ=∓Ez. The

magnetic field lies approximately along the z-axis ~B' Bzẑ, but with a small

radial component

~B· r̂ = Br(r,z) = B0
r

rz
r0z0

, (7.2)

where the parametrization of Br(r,z) is based on a simple finite solenoid model,

which has been confirmed by measurements of the actual field [76]. Integrating
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Figure 7.7: The δx shift in positions of fiber fiducials with the SLD magnetic field as
a function of TPC-z for one TPC on the south barrel [164]. The dashed curve is the
quadratic shift expected from the radial magnetic field Br in Eq. (7.3). The solid curve
includes a linear term for misalignments of the TPC drift direction with respect to the
axis of the SLD ~B field (see Eq. (7.4)).

Eq. (7.1) over z, we get

δr =
(ωτ)2

1+(ωτ)2K
(
z2
1−z2

2

)
r δφ =

ωτ
1+(ωτ)2K

(
z2
1−z2

2

)
,

(7.3)

where z1 and z2 are the start and end of drift considered, and K = rcB0
r /(2r0z0Bz)

with rc the radius at the CRID TPCs.

For each TPC, the shifts in fiber positions with magnetic field are measured

at various drift distances. An example of these measurements is shown in

Fig. 7.7, where one can see that the effect is quite large (11 mm at long drift).
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If we include the effects of electrostatic focussing and of small misalignments

of the TPCs, these shifts can be parametrized by a quadratic function of drift

distance (in TPC coordinates) [164]:

δx = (sin2α εx±sinαcosα εy)z ± sinαcosα f (y−yc) ± sinαcosα Kz(2z0−z)

δy = (sin2α εy∓sinαcosα εx)z − cos2α f (y−yc) + sin2α Kz(2z0−z),
(7.4)

where the upper (lower) signs hold for south (north) TPCs, α is the Lorentz

angle, tanα = ωτ (41◦ for C2H6), f is a focussing strength, and εx, εy are angular

misalignments of the TPCs. The center of the anode wires is yc, the distance

from the SLD midplane to the anode plane in the CRID detectors is z0, and

r ' (y−yc)+ rc is the SLD radial coordinate. These parameters (εx,εy, f ,K) have

been determined for each TPC, and are found to be in good agreement between

the 1992, 1993, and 1994–95 run periods [164].

7.5 Charge Division Resolution

The third coordinate (TPC-y) of each photoelectron hit is measured by the

ratio of the amplitudes of the pulses on either end of the anode wire. Therefore,

an important element of accurate reconstruction of TPC-y is the calibration of

the gain of each amplifier so as to achieve a uniform response. This is done

via a special calibration run where pulses are injected into each amplifier from

a calibration DAC and the resulting waveforms written to tape [132]. Due

to electronics and detector replacements, this process must be repeated for

every run. The gain calibration has been shown to improve charge division

performance by some 0.8%, subtracted in quadrature [132].

The charge division resolution has been measured from the front row of

angled fiber fiducials [133, 132], as shown in Fig. 7.8. The residuals have a

component from the width of the UV fiber (0.91mm), which must be subtracted

in quadrature to obtain the charge division resolution of σy = 2.3 mm in 1992

and σy = 2.6 mm in 1993 [132].
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Figure 7.8: The residuals in depth (TPC-y) of hits from the front row of angled fibers.
This width of 2.7 mm includes a contribution of 0.91 mm from the width of fiber beam,
giving a charge-division resolution of σy/l = 2.6 mm or 2.5% [132].

As discussed in section 4.3.4, the charge division performance of the SLD

detectors was degraded from the original design of 0.7% to ∼ 2% by the choice

of a lower operating gain. In retrospect, this 2-mm performance is adequate,

as evidenced by the local resolution achieved in the gas (see section 7.12), and

also by analytical calculation [165]. Furthermore, the contribution to σx,σy

from diffusion has been measured in the production TPCs to be 165µm
√

z/cm

[164], which gives 1.8 mm at long drift.

7.6 TPC alignment

All of the preceding adjustments and corrections apply to the coordinate system

within the individual TPCs. Although each of these corrections are important,

it is equally important to be able to transform from the coordinate system of

the TPC to the SLD global coordinate system. To do this, we must know the

positions and orientations of each of the 40 TPCs.
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Unfortunately, no mechanical survey of the TPCs was done when they were

installed, as time pressures in the assembly of the SLD were too great. The

midplane mounting pins (see Fig. 4.10) were surveyed before the CRID ves-

sel was moved into the SLC collider hall, but this occurred before the vessel

was loaded with TPCs and liquid radiators, so the midplane may well have

shifted since then. In addition, one might expect the whole CRID structure

to sag somewhat with the extra weight. Furthermore, a clearance problem

was discovered with the installation of the north-side TPCs, and many of the

mounting blocks had to be moved and re-glued in situ. Thus, one cannot rely

on any engineering specifications of the positions of the TPCs; they must be

determined empirically.

This alignment is done by comparing the positions of tracks extrapolated

from the CDC with ionization deposits in the CRID. Because of the saturation

of the CRID amplifiers by minimum ionizing particles (MIPs), this is somewhat

problematic. For saturating hits, the CRID pulsefinding algorithm reports

the first bucket above threshold (in the deconvolved space) as the position of

the hit. We assume that this is the time at which the first photoelectrons

arrive at the detector plane. If the track comes from the IP, then the region of

ionization outermost in radius (TPC-y) will be the region that generates those

first photoelectrons.

However, this comparison is complicated by the diffusion of the electrons as

they drift towards the CRID detectors, which is different for the collection of

∼ 1000electrons deposited by MIPs than for single photoelectrons. Therefore,

we do not try to extract an alignment in z from the track-MIP comparisons.

Instead, we use the centroid of the MIP cluster in TPC-x (SLD azimuth) to

compare with the point at which the track crosses the center of the TPC, and

extract shifts in φ [166]. We can also extract rotations ∂φ/∂z of individual TPCs

by considering the azimuthal shifts in bins of drift distance z.

Combining the average shift and the rotation, we can present the alignment

results as a set of azimuthal shifts of each end of each TPC (shown in Fig. 7.9).

The shifts at the high-voltage end (CRID midplane) should be opposite for
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Figure 7.9: Measured shifts and rotations of each of the 40 Barrel CRID TPCs, pre-
sented as the shifts in each end of the TPCs. The shifts in TPC-x at the high-voltage
end (i.e., at the CRID midplane) are shown in (a), and the shifts at the detector end
of the TPC are shown in (b). For a discussion of the misalignments implied by these
data, see the text.

back-to-back TPCs, since they share a common mount pin. The global offset

of ∼ 2 mm between north and south TPCs indicates a relative misalignment

in azimuth of the CRID with respect to the CDC. When this global rotation

is added to the endplate positions in Fig. 7.9b, the south TPCs are uniformly

∼ 2 mm away from zero, indicating a shift in the south end structure with

respect to the midplane.

Finally, by comparing positive and negative tracks below 0.7 GeV/c (which

have significant curvature), we can extract δr and ∂r/∂z. Such measurements

show a tendency for the TPCs to be tilted such that the detector end lies at a

smaller radius. These radial measurements, however, have limited precision

(∼ 1 mm) with current statistics [166].

7.7 Liquid Radiator Gaps

After the procedure of the previous section to fix the positions of the TPCs, the

remaining degrees of freedom for liquid rings are the positions and orienta-

tions of the liquid radiator trays. Since the trays are nominally homogeneous
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Figure 7.10: Average number of hits per liquid ring for p> 3 GeV/c tracks as a function
of the azimuthal position of the incident track modulo the CRID sector width of 36◦.
The four dips that are present correspond to the two gaps between the liquid trays and
to the G-10 support rib in the center of each tray. The fiducial cut described in the text
is shown by the shaded bands.

planes, only the radial positions of the trays and the location of their edges are

important. That is, we need to be able to identify tracks which miss the liquid

trays and would not, therefore, be expected to produce a liquid ring.

These edges can be searched for in the data, by considering the average

number of liquid ring hits for β = 1 (p> 3 GeV/c) tracks as a function of track

azimuthal position and z position. The azimuthal part of this is shown in

Fig. 7.10. One can clearly see dips between the trays (at 16◦ and 34◦ on the
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south, and 2◦ and 20◦ on the north). One can also see dips at the middle of the

trays, where there is a supporting rib of G-10. From this study, we can select

a fiducial region of the trays that ensures no degradation of N0 from tray edge

effects. This region corresponds to a cut of 1.0 cm within the tray and away

from the central rib, as demonstrated in Fig. 7.10.

7.8 Liquid Radiator Tilts

The other important piece of aligning the liquid radiator trays is knowing their

radial positions. Since the reconstructed Cherenkov angle is proportional to the

relative separation of the TPC and liquid tray (see section 6.2), it is important

to know the relative position in radius of all points on the tray with respect

to the TPC. Because of the engineering constraints of the mounting of the

trays, we expect the tilt in ∂r/∂φ to be less significant than tilts in ∂r/∂z. The

design of the CRID has tilts in each tray such that any bubbles in the C6F14

will rise to the endplate edge of the tray, where the outlet pipes are located.

Additional tilts can arise from misalignments of the CRID endplates with the

midplane, such as those seen in the TPC alignment (section 7.6). The survey of

the liquid radiator mounting pins suggests that welding misalignments in the

end structure generally shrunk the endplate in the radial direction [167], and

this is consistent with the TPC ∂r/∂z alignment.

The technique used to measure the radial positions and tilts of the trays

is to consider the radius of liquid rings as a function of track dip angle or of

the TPC-z position of the Cherenkov photon hits.∗ As in the t0 analysis (section

7.2), we split up liquid ring hits into quadrants in φc along z, forward, backward,

and sideward (see Fig. 7.4). The situation before alignment (using the surveyed

positions of the liquid tray mounting pins) is shown in Fig. 7.11, where we see

a large spread among the trays.

∗The track dip angle, the z of the hit, and the Cherenkov azimuthal angle φc are all related
(see section 6.2). If we specify two of these variables, we effectively determine the third.
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Figure 7.11: Average β ' 1 Cherenkov angle in the liquid for hadronic events by
TPC number for four slices in TPC-z. The plots at left are prior to the alignment of
individual trays, and the plots on the right are post-alignment, using the same dataset.

The procedure for measuring tilts is demonstrated in Fig. 7.12b. We com-

pare the average liquid Cherenkov angle of p> 3 GeV/c tracks from hadronic

events as a function of the TPC-z position of the hit. By shifting the ends

of the liquid trays (typically . 1 mm), we are able to remove the variation of

Cherenkov angle with the position of the hit in the TPC. The overall radial posi-

tion of each tray is adjusted so as to equalize the average Cherenkov angle over

all the trays at a value of 672mrad. We input into the CRID reconstruction the

corresponding liquid index, adjusted for the difference between the momenta

of the tracks used and that of a β = 1 sample. This liquid index differs from

the expected index (675mrad v. 668mrad); however, the particle identification

performance is unaffected by this.
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Figure 7.12: An example of liquid radiator tilt correction is shown for TPC N0B in
(a) and (b). The open points are the average liquid Cherenkov angles before the
correction, and the solid points are after correction, which show a flat dependence
on TPC-z (within ±3 mrad). A similar example for z-shifts of the TPCs is shown in (c)
and (d) for TPC S4B. The triangles are the forward quadrant angles and the squares
are the backward quadrant angles. In the open points (before correction), there is a 8
mrad spread between forward and backward angles, which is removed after the z-shift.



150 CHAPTER 7. CRID PERFORMANCE

7.9 TPC z-shifts

The technique for determining shifts in z of each TPC is the same as that for

determining the liquid radiator tilts above. After flattening the dependence of

the Cherenkov angle as a function of TPC-z for the sideward liquid ring pieces

(tilts in the liquid trays), we consider the forward and backward quadrants of

the liquid rings. As in the t0 analysis (section 7.2), these pieces are sensitive

to shifts of the TPCs along z. We introduce a shift for each TPC and vary

this shift until the forward and backward quadrants have the same Cherenkov

angle (see Fig. 7.12c).

The result of both of the TPC z-shifts and the liquid radiator tilts is shown

in Fig. 7.11. We see that the variation of average Cherenkov angle among the

TPCs and within the TPCs is now quite small. In addition, the average angle

of all of the forward, backward, and sideward pieces are in good agreement,

indicating that our model for these alignments is sufficient up to the current

precision.

7.10 Mirror Alignment

For the gas rings, rather than aligning radiator trays, we need to align the 400

spherical UV-mirrors which sit at the outer radius of the CRID. This is done

by fitting rings for a sample of isolated p> 4.5 GeV/c tracks from all available

hadronic and leptonic Z0 decays [166]. In the fits, the Cherenkov radius, θc, as

well as the position of the center of the ring, (xc,yc), in Cherenkov angle space

is allowed to vary. Only rings with 5 or more hits and with low background are

used in the fits, which corresponds to about 50% of tracks or roughly 100–200

rings per mirror, with a large variation. A subset of the fit results is shown in

Fig. 7.13. One can see that prior to alignment, the spread of ring centers was

a dominant contribution to gas ring resolution. The alignment reduced the

RMS spread of the fitted ring centers from 6.0 mrad to 4.0 mrad. This remains

slightly larger than the Monte Carlo expectation of 3.5 mrad (by 2.0 mrad in
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Figure 7.13: The average shifts of ring centers in TPC-x (a) and z (b) from ring fits for a
quarter of the Barrel CRID mirrors. The results of the fits after mirror alignment are
shown in (c) and (d). Note that the data samples are identical, so (c) and (d) serve only
as a check that the ring-fit results were correctly translated into geometry constants.

quadrature), indicating the presence of some sort of correlated smearing of the

gas rings. As discussed in section 7.15, we include a correlated smearing in our

Monte Carlo simulation.

7.11 Gas Index of Refraction

One difficulty affecting the gas resolution is the time-dependence of the CRID

gas radiator mix. Because the CRID is operated with a mixture of C5F12

and N2 (see section 4.3.1), the index of refraction is dependent on the exact

mixture. Unfortunately, this mixture has not been entirely stable over time.

The mixture is controlled by a feedback circuit that adjusts the mix in order

to maintain a target sound velocity in an ultrasonic flow meter. Instabilities
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Figure 7.14: The β' 1 Cherenkov angle measured from ring reconstruction (squares),
compared with the value expected from the gas index measured by sound velocity in
the CRID vessel and corrected for atmospheric pressure (dots). These points are for a
selected range of time in the winter of 1995, which corresponds to a period of relatively
unstable mixture.

in the analog sonar readout introduced variations in mixture of as much as

2–3%. There were also deliberate increases in the C5F12 concentration of the

gas radiator of 1–5%, which occurred infrequently, but must also be accounted

for in the reconstruction. Fortunately, the readout of the CRID vessel sonar

monitors is not subject to the same drifts, and these values are recorded to tape

regularly. Figure 7.14 shows the excellent correspondence between the average

Cherenkov angle for β' 1 tracks from the inclusive angle distributions and the

angle expected from the sonar velocity measurements, corrected for pressure

variation. This sonar data is used to establish an empirical relation for the gas

refraction index, ng, as a function of time, which is then used as input to the

reconstruction.
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7.12 Cherenkov Angle Resolution

The effects of all of the preceding corrections and alignments can be summa-

rized by the Cherenkov angle resolutions seen in hadronic data. These are

shown in Fig. 7.15 for gas rings and Fig. 7.16 for liquid. In Fig. 7.15c, we see

the residuals of the gas Cherenkov angle hits after fitting for both the center

and radius of the ring in e+e− → µ+µ− events. The width of this distribution

implies a “local resolution” or ideal performance of the CRID of 3.6 mrad. The

distribution in Fig. 7.15b is similar, but shows the distance of each hit with

respect to the fitted ring center (i.e., it does not include variation in the radius

of the ring). The width of this peak is 4.0 mrad; however, the time-dependence

of the gas radiator index ng (see section 7.11), which should account for ∼ 1.0

mrad of this extra smearing, has not yet been removed from Fig. 7.15b. The

remainder of the 1.7 mrad difference between (b) and (c) is believed to be due to

variations in the radius of curvature of the CRID mirrors. Figure 7.15a shows

the inclusive gas Cherenkov angle width, which is the “global resolution” seen
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Figure 7.15: Gas Cherenkov angles for e+e− → µ+µ− events from inclusive reconstruc-
tion (a) and for ring fits (b) and (c). The distribution in (c) are the residuals from the
fitted circle and represents the true “local resolution” (3.6 mrad) of the CRID. The dis-
tribution in (b) is the distance from the fitted center, and therefore includes variation
in the ring radius. The width of the distribution in (a) represents the overall gas angle
resolution (4.5 mrad).
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in the data (4.5 mrad). This extra width is accounted for by the smearing of

the ring centers of 2.0 mrad described in section 7.10. We parametrize the

total difference between the global resolution and that expected from local res-

olution and time variation of ng as an additional Gaussian error of 1.5 mrad

(CRDRECP%(GSYSERR)).

Unlike the situation in the gas rings, where we do not expect the Cherenkov

angle resolution to vary much over the acceptance of the CRID, the liquid

Cherenkov angle resolution is strongly dependent on geometrical factors (e.g.

what angle the incident track makes with the liquid radiator). Therefore, we

present it as a function of track angle (Fig. 7.16a and b). The resolution also

varies with the azimuthal angle of the Cherenkov photon (φc), as shown in

Fig. 7.16c and d. We derive the resolution points shown in Fig. 7.16 by aver-

aging over the available φc range for each track angle with equal weighting.

Note, however, that the maximum likelihood analysis of section 6.4 uses the

expected σθ to weight individual hits.

The inclusive liquid angle resolution for β' 1 tracks is shown in Fig. 7.16a

for hadronic events and for Z0 → µ+µ− and Z0 → e+e− events. Because the

background shape under the Cherenkov ring also varies strongly with track dip

angle (due to total internal reflection and other phase-space effects), we expect

some systematic variation in the Gaussian fits with dip angle. The dimuon

sample, however, is largely free of background, so the dimuon points should

better parametrize the true resolution.

We compare the observed (data) resolution curve with a similar curve de-

rived from Monte Carlo with no extra smearing of hits in Fig. 7.16b. Because

much of the intrinsic liquid angle resolution is dominated by chromatic disper-

sion and the thickness of the liquid radiator, and because we have confidence in

the photoelectron point resolutions from the gas-ring results, it is reasonable

to believe that the Monte Carlo resolution represents the “ideal” resolution

achievable in the liquid. The difference between the data and ideal Monte

Carlo curves in Fig. 7.16b is parametrized as an extra error of 10 mrad added

in quadrature (CRDRECP%(LSYSERR)). The Monte Carlo hits are smeared by
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Figure 7.16: Liquid Cherenkov angle resolution seen in the 1994 data (a). The squares
are results from hadronic events, while the dots are from e+e−→ µ+µ− and e+e−→ e+e−

events, which are a cleaner test (see text). The dimuon resolution is compared with
Monte Carlo simulation in (b). The diamonds are the resolution from our standard
simulation, which are consistently lower than the data. The triangles are the same
simulation with an extra 10 mrad smearing (see section 7.15), which matches the data
reasonably well. The variation of resolution around the ring with φc is demonstrated
in plots (c) and (d), which show the dip angle dependence of resolution for two different
quadrants in φc.
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this amount, as discussed below in section 7.15. This smearing is presumed

to be due to remaining misalignments, ∂r/∂φ tilts of the liquid radiator trays,

bowing of the windows in the liquid trays or in the TPCs, or similar effects.

7.13 Number of Hits

Besides Cherenkov angle resolution, the other primary figure of merit for ring

imaging Cherenkov devices is the N0 parameter, which is related to the number

of photons observed per ring by Eq. (4.4). The N0 is an inclusive figure that

accounts for all efficiencies in photon detection and for all losses of photons due

to imperfect transparency, mirror reflectance, or any analysis cuts applied in

reconstruction.

One method of determining N0 is from the inclusive Cherenkov angle dis-

tributions, Fig. 7.15a. We can find the total number of photoelectrons in the

sample by fitting for the number of hits above background in the inclusive

angle distribution. Before dividing by the number of tracks in the sample,

however, we must correct for the path length of radiator traversed by each

Data sample N0 (cm−1) Hits per full ring
Liquid dimuons (std. cuts) 41.6 16.1
Liquid hadronic (std. cuts) 25.0 11.2
Liquid hadronic (tight cuts) 29.7 12.8

Gas dimuons (std. cuts) 63.9 10.0
Gas hadronic (std. cuts) 53.7 8.4
Gas hadronic (isolated) 58.8 9.2

Table 7.1: SLD CRID N0 and number of hits per ring for various data sets, and for
liquid and gas radiators. The numbers for the hadronic dataset are shown for both
“standard cuts,” which corresponds to a check on the BADID bit described in section 8.3,
as well as for “tight cuts,” which corresponds to the full complement of cuts described
in section 8.3.



7.13. NUMBER OF HITS 157

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Q
u

an
tu

m
 e

ff
ic

ie
n

cy
 o

r 
T

ra
n

sm
is

si
on

5.6 5.8 6.0 6.2 6.4 6.6 6.8 7.0 7.2 7.4 7.6 7.8

Photon energy [eV]

Barrel liquid rings, 93,94,95 

Eff-final

Eff-starting

QE-TMAE

T-C6F14

T-quartz

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

  
  

  
Q

ua
nt

um
 e

ff
ic

ie
nc

y 
or

 T
ra

n
sm

is
si

on
 o

r 
R

ef
le

ct
iv

it
y

5.6 5.8 6.0 6.2 6.4 6.6 6.8 7.0 7.2 7.4 7.6 7.8

Photon energy [eV]

Barrel gas rings, 93,94,95 

Eff-final

Eff-starting

R-mirror

QE-TMAE

T-C5F12/N2

T-quartz

Figure 7.17: Cherenkov radiator and quartz window transmission, mirror reflectivity,
and TMAE quantum efficiency are shown as a function of photon energy. The product
of these curves gives the one labelled “Eff-starting” and represents the maximum
possible number of hits with perfect photoelectron detection. When finite electron
lifetime, photoelectron detection efficiency, thickness of the TPCs, and fiducial coverage
of the TPCs are included, we obtain the curves labelled “Eff-final,” which represent
expected N0 values of 45 cm−1 for liquid and 64 cm−1 for gas when integrated [168].
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Figure 7.18: The average number of hits per ring as a function of TPC number for
liquid rings (a) and gas rings (b). The spread of these measurements is introduced into
our Monte Carlo simulation via a set of ad hoc factors.

track. In the liquid, we also correct for the effects of total internal reflection,

which when averaged over all track angles, reduces the available ring arc to

an average of 0.56 of 2π. Thus, the liquid N0 we report is representative of a

track at normal incidence to the liquid radiator trays. The resulting N0 values

and the equivalent number of hits per ring are shown in Table 7.1. These num-

bers may be compared to expectations based on radiator transmission, mirror

reflectance, TMAE quantum efficiency, and electron detection efficiency [168].

The expected N0’s do not include the hit-quality cuts described in section 6.1.

Therefore, we expect only the dimuon values in Table 7.1 to agree well with the

N0 expectation of Fig. 7.17, which they do.

In further analysis, it was discovered that the data possess more variation

in number of hits than our Monte Carlo simulation predicts. Possible contribu-

tions to this effect include variations in the photon detection efficiency among

the TPCs and MWPC detectors, in the transmission of TPC quartz windows,

in the reflectivity of the mirrors, and in the transmission of the C6F14 liquid
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or its quartz windows. The first two factors would affect liquid and gas rings

similarly for a given TPC, while the latter two would be independent for liquid

and gas. Therefore, we repeat the N0 analysis for both liquid and gas rings

contained in each of the TPCs. Since we only require a relative efficiency

and not an absolute number of hits, it is simpler to average the number of

hits with signal weight above background in the maximum likelihood analy-

sis (PHCRID%(GAS,NHFND)and PHCRID%(LIQ,NHFND)) for each track, rather

than fit the inclusive Cherenkov angle distribution and subtract a background.

The results of this study are shown in Fig. 7.18 and indicate a substantial

variation of the number of hits among the 40 TPCs. There is general agree-

ment between gas and liquid, but not perfect agreement, indicating that the

effect is likely to be caused by a combination of the factors listed above. This

effective efficiency is now modelled in the Monte Carlo simulation, improving

the agreement on the width of the number of hits found per ring.

Another source of variation in number of hits is changes in detector gain

over the run period. There is a short period of the 1994 run (about 10% of

the dataset) in which the gain was reduced on all of the south detectors. This

resulted in a ∼ 15%decrease in the N0 for those TPCs in that period.

An analysis of variation of number of hits with azimuthal angle and track

dip angle is shown in Fig. 7.19 for gas rings. One can see structure that

is produced by path-length variation as the track traverses various mirrors.

The rises around 0◦ and 20◦ in azimuth come from gaps between TPCs, which

increase available path length from 45 cm to ∼ 55 cm. For every TPC, there are

two rows of five mirrors, one of which is 2 cm farther away from the TPC (we

call the farther row the “outer mirrors”). This 5% difference in path length is

modelled in our simulation, but as we see in Fig. 7.19a, the difference between

inner and outer mirrors in the data is much larger than expected. The reason

for this is not yet understood; instead, we introduce an empirical correction for

it into the simulation.

One can also see the effect of path-length variation on the gas average

number of hits in the orthogonal direction, i.e., with track dip angle. This is
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Figure 7.19: The average number of hits per gas ring is shown as a function of track dip
angle (a) and of the track azimuthal angle within a sector (i.e., modulo 36◦). The circles
are numbers calculated from the 1994–95 data and the squares are the expectation
from Monte Carlo simulation. Although the structure produced by the five mirrors on
each side is reproduced fairly well in (b), it is clear that more hits are lost at long drift
(cosθ = 0) in the data, which is attributed to losses due to finite electron lifetime in the
drift gas (which was not included in the simulation depicted here).

shown in Fig. 7.19b. Here, one can see the shape induced by the five mirrors on

each side of the CRID. In comparing with the Monte Carlo simulation, however,

we see a depletion of hits at long drift (near a track angle of cosθ = 0). This is

attributed to a finite electron lifetime of 200 µs (9 m) in the drift gas, where

this value has been determined by tuning the simulation to match the data in

Fig. 7.19b. This value is consistent with that measured in the online Electron

Lifetime Monitor (see section 5.5.1).

7.14 Identification Efficiency

Although resolution and N0 are the two basic factors which determine identi-

fication efficiency, we nevertheless require some direct tests of identification
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Figure 7.20: Mass peak for the decay K0
s → π+π− before (a) and after (b) cuts to remove

Λ0→ pπ− decays. Also shown (c) is the purity of π± in our selected sample of tracks
(based on Monte Carlo simulation).

efficiency. One way to do this is to consider a sample of tracks with known par-

ticle identity. In all of the following test samples, the selection cuts of Chapter 8

are applied, and the particle identification criteria of section 8.3 are used. The

most straightforward of such samples is pions from K0
s → π+π− decays. These

can be found with good efficiency using displaced vertices, and contamination

from Λ0→ pπ− decays can be removed with a cut on helicity angle |cosθ∗|< 0.8.

The resulting sample is very pure, as shown in Fig. 7.20. According to Monte

Carlo simulation, some > 97%of the K0
s candidates within a ±3σ mass window

are true K0
s , and ∼ 99.5% of the candidate tracks selected from this procedure

are actually pions (since a majority of tracks making up fake vertices are also

pions), as shown in Fig. 7.20c. This sample provides an effective test for π
identification in the liquid, and also for the lower momentum range of the gas

(up to 8 GeV/c or so).

The identification efficiency rates extracted from K0
s pions are shown in

Fig. 7.21 for the liquid and gas. We see that the correct-flavor ID is above

80% for the peak momentum range in both cases, and that the misidentifica-

tion rates are below 5% in the liquid and 12% in the gas (for p < 8 GeV/c).
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Figure 7.22: Mass peaks for Λ0→ pπ decays for a sample where the p track passes the
CRID selection cuts of Chapter 8. The plot (a) has no selection on log-likelihoods ap-
plied, while the plot (b) requires the standard Lp−Lπ > 5 and Lp−LK > 5 criteria. The
proton identification efficiency extracted by comparing the areas of the background-
subtracted peaks in (a) and (b) is shown in (c) for data (dots) and Monte Carlo (squares).

Also shown is the results of a similar analysis performed on the simulation

described in section 7.15. Agreement with the simulation is generally good,

but not perfect, with some 3–5% discrepancies in the pion ID.

Another sample of known particle type is protons from Λ0→ pπ− decays

(and the charge conjugate). This sample is smaller than the K0
s pion sample by

a factor of 6, due to the lower production rate and to there being only one track

per V0 vertex that is a proton. In addition, the purity is not as good, only 70%

as estimated by Monte Carlo. Thus, the proton sample is not as stringent a test

of identification efficiency as the pion sample. Nevertheless, we can extract a

constraint on the p ID efficiency via the technique depicted in Fig. 7.22. An

identical Λ0 selection analysis is performed for tracks tagged as protons with a

log-likelihood cut of 5 (Fig. 7.22b) as for all tracks passing the CRID selection
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cuts (Fig. 7.22a). The resulting efficiency is shown in Fig. 7.22c for data and

Monte Carlo. The agreement between data and Monte Carlo is within 10%

except for the points just above the proton threshold, where we expect our

simulation to be less reliable.

Finally, we can use e+e−→ τ+τ− events to test pion identification in the high

momentum range of the gas, as shown in Fig. 7.23. This is predicated on the

small τ→ K branching ratio, which is reasonably well-measured, giving us a

kaon fraction in τ decays of (1.8±0.3)% [2]. The agreement of data and Monte

Carlo in this regime is found to be excellent. All of the above samples of known

particle type will serve as calibration samples for determining identification

efficiency directly from the data, as described in section 9.2.2.

7.15 Monte Carlo Tuning

The final step of understanding the identification performance of the CRID is

to be able to reproduce the observed identification efficiency distributions with

our Monte Carlo simulation. Because of the residual misalignments discussed

earlier, we need to add some ad hoc smearing of Cherenkov angles to the

simulation (see section 7.12).

Since liquid rings cover a large area of several TPCs and are generated at a

localized region of the liquid radiator, we expect the possibility that misalign-

ments smear the Cherenkov angles in a correlated fashion. Other problems,

however, may not be correlated with the track direction or the zaxis. Therefore,

we consider two classes of smearing. Figure 7.24 shows the effect of smearing

Cherenkov angle in these ways for the liquid radiator. We see that the “uncor-

related smearing” (each Cherenkov hit is smeared in θc independently) does a

good job of reproducing the K0
s identification efficiency at the high momentum

end, but is too high in the region around 2 GeV/c. The “correlated smearing”

curve (entire ring smeared along TPC-z or φc=0) is better in the 1.5–2.5 GeV/c

region, but is too high above 3 GeV/c. The “mixed smearing” case, which con-

sists of even parts of both of the previous two types of smearing, seems to do a
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Figure 7.24: The pion identification efficiency in the liquid for K0
s→π+π− decays in data

and from Monte Carlo samples with various Cherenkov angle smearing (see text).

good job of reproducing the K0
s data. It also does an excellent job of reproducing

the π→ K misidentification rate seen in the data (see Fig. 7.21). Therefore, we

employ this smearing model in our simulation of the liquid.

In the gas, the ring fits done for the mirror alignment show correlated shifts

in the ring positions, as described in section 7.10. This type of correlated smear-

ing can arise, for example, if the dominant error in Cherenkov angle comes

from uncertainty on the dip angle of the track. Therefore, we add “correlated
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Figure 7.25: The fraction of unambiguously identified tracks is shown as a function
of momentum when either two or three hadronic hypothesis are considered. The
solid points represent the 1994–95 data, and the open symbols represent the Monte
Carlo simulation. The circles represent the liquid radiator region, and the squares are
for the gas radiator region. Different momentum ranges represent different analyses
depending on whether π/K or K/p hypotheses are indistinguishable in the CRID over
those ranges.

smearing” to the gas simulation, and the resulting Monte Carlo adequately

reproduces the Cherenkov angle resolution seen in data. The correlated smear-

ing also gives a generally good representation of the data (see Fig. 7.23). As a

result, no uncorrelated smearing was considered.

As discussed in section 7.13, there was considerable variation in number of

Cherenkov hits found with TPC number and with inner/outer mirrors. There-

fore, a number of ad hoc photon efficiency parameters are introduced into the

simulation. The technique is to generate an excessive number of Cherenkov

photons at the early stages of the simulation, and then to discard some frac-

tion of them at the later simulation stages, where this fraction may depend

on the various ad hoc parameters. This technique allows for easy tuning of
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the parameters without regenerating the entire simulation. The result of this

process is excellent agreement of the variation of number of hits with TPC

number, track dip angle, and azimuthal angle.

A final test of the Monte Carlo simulation is to consider the rate of tracks

that are unambiguously identified as any of the available hadronic hypotheses

(π/K/p). This is the complement of the fraction of tracks identified as ambiguous

by the CRID. This test is not as stringent as those of section 7.14 because we

might have offsetting errors that give the same total rate; but on the other

hand, it is a high-statistics test which we can perform on the full hadronic

data sample. The result is shown in Fig. 7.25 for the hadronic data and for

the Monte Carlo simulation. There is excellent agreement in the gas region,

and there is good agreement (discrepancies of 3–5%) in the liquid region. This

adds confidence that our simulation is a reasonably close representation of the

identification performance seen in the data.

7.16 Backgrounds

One of the larger concerns in the CRID simulation is the modelling of back-

ground hits. As discussed in section 6.4, the background model (uniform den-

sity) used in the maximum likelihood analysis is only a rough approximation

to the true shape. Therefore, the identification algorithm is likely not to be

immune to the characteristics of the background observed, and it is important

for the Monte Carlo simulation to have comparable background characteristics.

To this end, we overlay hits from Random triggers onto our simulated events.

This is found to produce roughly the right data volume, but does not quite

match the characteristics of background in true hadronic events. In particular,

the number of background hits in the vicinity of tracks is lower in the Monte

Carlo than in data (see Fig. 7.26). It should not be too surprising that a signifi-

cant source of background be correlated with the presence of tracks.∗ Although

∗Of course, we do exclude the signal Cherenkov hits from other tracks in this discussion of
background hits correlated with the presence of tracks. What is suggested by the data is that
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Figure 7.26: The number of hits in the vicinity of the expected liquid Cherenkov angles
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data and the histogram represents the result from the Monte Carlo simulation. Clear
differences are apparent, despite attempts to model backgrounds and overlay hits from
random triggers.

δ-rays in the TPC volume and TPC windows are simulated, there could be other

similar processes that are not properly simulated. One potential weakness

in our simulation is the non-linear response of the CRID amplifiers to MIPs

and the pulses induced by cross talk on other wires. We remove most of these

spurious hits with the cuts described in section 6.1, but any remaining hits are

likely not to be simulated properly. This area is one of the remaining major

problems for investigation in the understanding of CRID performance.

some process (other than Cherenkov radiation in the liquid radiator or quartz windows) that
is correlated with the presence of tracks might be responsible for the background.
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Chapter 8

Event and Track Selection

An important part of any analysis is to specify precisely what events are in-

cluded in the data sample. In this chapter, we describe criteria for selecting

hadronic Z0 decays and removing non-hadronic backgrounds, for the tagging

of initial quark flavor, and for reliable determination of particle identification

information. All of these criteria will be employed in the analysis of Chapter 9.

In each of these tasks, the overriding concern is to ensure that the selected data

are well-modelled by our Monte Carlo simulation. For hadronic event selection,

we restrict events to a fiducial region in the central part of the detector where

our tracking efficiency is high, and we make cuts to remove background from

leptonic decays of the Z0, from two-photon interactions, and from interactions of

the beam with detector material or accelerator structures. In the flavor-tagging

selection, we make cuts to ensure that our tagging efficiencies and purities are

well-modelled. Finally, selection criteria for particle identification are made to

ensure reliable operation of the CRID and to improve our ability to model the

identification efficiency. Since there are plenty of hadronic Z0 decays in our

data sample, we can afford reduced statistics on tracks in order to improve our

systematic uncertainties in the identification efficiency.

171
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8.1 Selecting Hadronic Events

The first part of event selection takes place in the triggering of the detector, for

if an event is not read out it is not available for further analysis! This task is

relatively straightforward in e+e− annihilation at the Z0 since the event rates

are low enough that only a loose trigger is required. The trigger criteria are

outlined in section 3.2.7, and more detailed discussions are available in [81,

169]. The combined efficiency of the three hadronic triggers (Energy, Track,

and Hadron) is estimated to be > 96%for accepting hadronic Z0 decays [170].

During part of the 1993 run (approximately 2
5 of the 1993 dataset), a trigger

veto condition on drift chamber occupancy was improperly configured, result-

ing in a bias against high-multiplicity events. This is described in more detail

in [81], and it is simulated in the SLD Monte Carlo. In this analysis, however,

we simply ignore events from this run period. For the remainder of the run

periods, the fraction of hadronic Z0 decays rejected by this drift chamber veto

is estimated to be < 1%.

The next step in the process of event selection is the SLD “PASS1” filter.

Because true hadronic events comprise only 5% or less of all triggers written

to tape, it is efficient to make a common, loose hadronic-event selection on the

full data set. The output of this PASS1 filter is fed to the “PASS2” process,

which reconstructs the PASS1 events and performs further selection of vari-

ous samples. All of the PASS1 events are retained and comprise the sample

of events which are (readily) available for data analysis. For our purposes,

the PASS1 selection consists of the EIT1 filter described in [171], which is

based on calorimetry information and requires a minimum total energy and

cluster multiplicity. The efficiency of the trigger plus filter is estimated to be

> 92%[170].

We treat the events coming from the trigger plus filtering process as a

starting point and apply selection criteria designed to accept hadronic events

in the barrel region and reject non-hadronic backgrounds. These criteria are

essentially the same as in [81, 85, 172], where they are described in more detail.
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The selection is based on charged tracks, which are necessary for particle

identification. Therefore, we begin with the following track selection criteria:

• The momentum transverse to the beam axis must exceed pt > 0.2 GeV/c.

This reduces backgrounds from material interactions, which are gener-

ally soft, as well as ensuring that the track reaches the CRID without

spiraling back on itself.

• The total momentum |~p|< 50 GeV/c. Tracks above the beam momentum

are poorly measured, often because they contain hits belonging to other

tracks. There are, however, very few of these tracks (< 0.05%of all tracks).

• The track polar angle must be within |cosθ| < 0.8. This is the effective

limit of the CDC acceptance, corresponding to the requirement that 7 of

10 superlayers contain hits.

• The point of closest approach to the IP in xy must be within 1 cm of the

IP, and within 5 cm in rz. This serves to remove tracks coming from

interactions in the detector material.

• The χ2 per degree of freedom of the CDC track fit must be χ2
CDC/DOF < 5.

This excludes poorly found or spurious tracks. Note that the CDC fit is

done by layers, so a typical number of DOF is 15 and not 70, as one might

have from fitting individual hits.

• The number of CDC hits on the track must be above 40, Nhits > 40. This

requirement ensures there are enough points to get a good momentum

measurement and that we are not measuring part of a track which scat-

tered or decayed in flight.

Collectively, these cuts ensure that tracks are well-measured and consistent

with an origin at the IP, as opposed to an interaction of the beams with radia-

tion masking, the beampipe wall, or other accelerator structures.

For each event, the above criteria define a set of tracks for the event. We

then accept the event as a hadronic Z0 decay if it meets three criteria:
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• The angle of the thrust axis relative to the beam direction, θth, as deter-

mined from calorimetry clusters, satisfies |cosθth|< 0.71.

• The total visible energy, Evis, calculated from the selected tracks assuming

the π± mass for each track, satisfies Evis> 18 GeV/c.

• The number of selected tracks, nch, in the event is at least 7, nch> 7.

The cosθth cut is made to ensure that the event is well-contained in the barrel

region of the detector. We use the thrust axis from calorimetry to avoid biasing

the thrust axis near the edge of acceptance of the CDC (see the discussion in

[81]). The Evis cut is designed to remove events with a significant fraction of

tracks going out of our acceptance, in addition to removing beam-wall interac-

tion background and two-photon events. The nch cut is motivated primarily by

a desire to remove contamination from Z0→ τ+τ− decays. This cut is estimated

to accept < 1.2% of τ decays and > 98% of hadronic decays with thrust axis

|cosθth| < 0.8 [169]. The overall acceptance for hadronic Z0 decays is ∼ 61%,

with losses mainly due to the cosθth cut. Events of different primary quark

flavor were found to be equally likely to pass the selection within Monte Carlo

statistical uncertainty [81]. The total number of events is 61129 for 1994–95

and 28127 for 1993, with residual contamination of non-hadronic events in the

sample estimated to be < 0.2% [85].

8.2 Selection for Flavor Tagging

One of the important elements of this analysis is the separation of e+e− → qq̄

events according to the flavor of the primary quarks q, q̄. We do this by making

use of the excellent impact-parameter resolution of the SLD vertex detector

(see section 3.2.1) and the relatively long decay lengths of charm and bottom

hadrons. The technique is to use the impact parameter of tracks with respect to

the IP in the xy plane. This has been employed in several other measurements

at the SLD [85, 81, 169], so we do not describe it in detail here. Briefly,
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Figure 8.1: The number of “quality tracks” (see text), nsig, whose two-dimensional
impact parameter is inconsistent with the IP at > 3σ is shown for the data sample
(dots) and for Monte Carlo events (histograms). The Monte Carlo is split up by the
flavor of the primary qq̄, showing the purities of our tags (nsig = 0, nsig = 1,2, and nsig> 3).

it consists of counting the number of tracks whose two-dimensional impact

parameters are inconsistent with the IP at the level of 3σ. This number of

significantly displaced tracks, denoted nsig, serves as the tagging variable for

event flavor (see Fig. 8.1). A detailed discussion of this tag variable is available

in [89].

To use the two-dimensional impact parameter tag, we need to make some

additional event and track selection. These are discussed in [85, 89]. In order to

be used for flavor tagging, an event must pass the following additional criteria:

• There must be a good IP position extracted from the primary vertex of

tracks in the neighboring 30 hadronic events.
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• There must be 3 or more tracks in the event which are linked to 2 or more

VXD hits. This is to ensure proper readout of the VXD.

Furthermore, we need to ensure that the tracks used for the impact parame-

ter tagging are very well measured and properly linked to VXD hits. Therefore,

we require some additional criteria for “quality tracks,” which are the tracks

eligible for counting in nsig:

• The track must link to one or more hits in the VXD.

• The momentum transverse to the beam axis must be above pt > 0.4 GeV/c.

We remove tracks with 0.2< pt < 0.4 GeV/c because the impact parameter

distribution of low-momentum tracks has larger non-Gaussian tails, and

these tracks are less likely to carry tagging information from b and c

decays.

• The xy impact parameter, b, must be within b< 3 mm.

• The error on the impact parameter, σb, must be less than 250 µm (this

would implicitly cut tracks below p < 300 MeV/c because of the uncer-

tainty due to multiple scattering).

• The position of closest approach to the IP must be within 1.5 cm in rz.

• The χ2 per degree of freedom of the combined CDC-VXD track fit must

satisfy χ2
CDC+VXD/DOF < 5.

• The track must be inconsistent with coming from K0
s → π+π− or Λ0→ pπ−

decays, or γ→ e+e− conversions. The detailed criteria for identifying these

decays are described in [89].

The distribution of the tagging variable nsig is shown in Fig. 8.1 and moti-

vates our assignment of the tagging samples. Events with nsig = 0 are defined to

be the uds-tagged sample (i.e., Z0→ uū, dd̄, or ss̄). Events with nsig> 3 make up

the b-tagged sample (Z0→ bb̄). The remaining events, nsig = 1 or 2, are denoted

the c-tagged sample (although the c purity is not very high). The fraction of
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uds-tag c-tag b-tag
uds-efficiency 0.851 0.147 0.002
c-efficiency 0.441 0.477 0.082
b-efficiency 0.072 0.334 0.594
Purity 0.850 0.335 0.894

Table 8.1: Efficiencies and purities for the flavor tags. The efficiencies are relative to
events passing the selection cuts listed in the text. These numbers come from Monte
Carlo simulation and are assigned a systematic uncertainty of±0.02.

selected events of each primary quark flavor that are tagged in each of the

three samples is listed in Table 8.1, along with the purity of each tag, based on

the SLD Monte Carlo simulation. These are essentially the same as in [81], but

with a revised SLD tracking reconstruction. These efficiencies are subject to

uncertainties at the < 3% level from modelling of the b and c decays and from

detector simulation [81]. Our analysis is relatively insensitive to the exact

values of the efficiencies, so we assign a conservative error of ±0.02.

8.3 Selection for Particle Identification

Because the use of the CRID for particle identification is central to our mea-

surement, we need to add additional selection criteria to ensure that the CRID

was functioning properly and that we can obtain good-quality particle identi-

fication information. These are composed of criteria for events and separate

criteria for tracks in the liquid- and gas-radiator regimes of the CRID.

8.3.1 Event Selection

For event selection, we add these criteria:

• Barrel CRID high voltage on, as determined by a combination of event-

by-event ADCs (1994–95 only), slow-monitor logging, and event size. The
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ADCs provide high voltage monitoring for each triggered event, but there

are only two channels, each sampling one detector voltage (S5A and N5A),

and this signal was not present before the 1994–95 run. The slow-monitor

information, on the other hand, samples all of the CRID voltages, but it

is not available for each event. The nearest slow-monitor record in time

is used to determine the high voltage status of any particular event. In

1993, the slow-monitor records were written every 20 minutes (changed

to every 1–2 minutes in 1994–95), leaving a potentially large gap between

an event and the nearest record. Therefore, we also remove events whose

CRID datasize is less than 0.8 times the drift chamber datasize. This cut

is based on an empirical analysis of the relative CRID and DC datasizes.

• No truncations in any of the CRID WSMs. Occasional noisy events push

the CRID data volume over its buffer limit of 512 kB. Although we could

just remove those TPCs whose readout was truncated, these occurrences

are sufficiently infrequent that it was judged better to cut all events with

truncations.

• Good CRID drift velocity calibration (1993 only). There are some periods

which have no valid vd splines (see section 7.1), generally due to hardware

problems with the Xe flashlamps. In 1994–95, drift velocities for most of

these times can be inferred from atmospheric pressure (except when there

are no valid measurements sufficiently close in time), but the events from

such periods in 1993 data are removed.

The losses from these cuts are shown in Table 8.2.

8.3.2 Track Selection

Finally, we turn to extra track selection cuts that are made in order to ensure

an excellent understanding of the particle identification performance and to

decrease the likelihood that a track is misidentified because it came from a

secondary interaction in the detector or because it was mistracked. These cuts
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1993 1994–95
Event Cut events percentage events percentage

Starting sample 16538 - 61129 -

CRID HV off 3161 19.1 % 3015 4.9 %
WSM Truncation 504 3.0 % 2778 4.5 %
Bad vd calibration 3546 21.4 % 583 1.0 %

Total events rejected 5083 30.7 % 5062 8.3 %
Total events passed 11455 69.3 % 56067 91.7 %

Table 8.2: Event losses due to extra CRID event selection criteria described in the text.
All of the cut losses are calculated by applying each cut independently.

reduce our sensitivity to the details of detector material in the Monte Carlo

simulation and to the simulation of tracking performance. Common criteria

for both the liquid and gas momentum regions are:

• Track polar angle |cosθ| 6 0.68. We tighten the barrel fiducial region.

The value of 0.68 is motivated by the acceptance of the gas radiator and

mirrors, but it is also useful in the liquid. As track polar angle decreases,

total internal reflection in the liquid radiator cuts off a larger portion

of the Cherenkov ring, and decreases the identification capability (see

Fig. 8.2a). Having a common fiducial cut also simplifies some elements of

the analysis.

• CDC last hit rlast > 90 cm. Because the CRID is dependent on a reliable

extrapolation of the particle trajectory, it is important to select the highest

quality tracks. Clearly, having a hit from the last CDC layer (r ' 95 cm)

minimizes the lever arm for extrapolation. Furthermore, because losses

from two-track overlap are minimal at the outer layer, a track that is

missing hits from the last layer is potentially a particle that scattered or

decayed in flight, and therefore unlikely to be identified properly. Finally,
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Figure 8.2: The effect of cuts on various quantities is shown on the liquid-radiator
ambiguous fraction, the portion of tracks for which the CRID does not give a definite
particle identification (log-likelihood cut of 5). The lower the ambiguous fraction, the
better the identification performance. In (a) the dependence on the track polar angle θ
is shown for 1994–95 data (dots) and Monte Carlo (squares). A cut is placed at |cosθ|6
0.68 (see text). The ambiguous fraction is plotted against track momentum in (b), for
all tracks in the data (squares) and for the subset of tracks passing the MIP association
cut (circles). In the momentum region of the best identification (0.5< p< 1.5 GeV/c),
an improvement of 6% is apparent. The distribution of the radius of the last CDC hit
on the track is plotted for 1994–95 data in (c), and the CRID ambiguous fraction as a
function of this rlast is plotted in (d). The identification performance clearly worsens
with decreasing rlast, which motivates us to cut on rlast > 90 cm.
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the losses from such a cut on the last CDC layer are minimal: 96% of all

tracks pass the cut. The effect of this cut is shown in Fig. 8.2d.

• Rejection of γ→ e+e− candidates. Ultimately, our goal is to measure the

fractions of hadronic particles in hadronic Z0 decays. Therefore, remov-

ing contamination from photon conversions in the detector material is

a useful cut to make early. We use the identification procedure of [89],

which cuts on mee< 30 MeV/c2, separation in xy of DOCAxy< 0.3 cm, and

an opening angle θ12< 200mrad. We estimate from Monte Carlo that 83%

of these candidates are true γ-conversions. The mistagged tracks (those

which are not γ conversions) are generally unbiased among π/K/p species,

but we correct for this from the Monte Carlo expectation in our analysis.

Liquid Region

For the liquid region of CRID particle identification, we make the following

additional selection criteria on tracks, based on the standard CRID reconstruc-

tion flags set in the PHCRIDbanks:

BADID This basic flag is set if there is no valid liquid identification informa-

tion available. We start with the standard CRID log-likelihood infor-

mation and require that the BADID flag not be set. This subsumes the

requirements that tracks pass through the liquid radiator trays, that the

TPC containing the majority of the expected liquid ring be active and

functional, and that the track transverse momentum be above pt > 0.150

GeV/c.

TPCBADor TPCSICK Although the BADID cut removes tracks for which the

primary TPC (the one containing the majority of the expected liquid ring)

has high voltage off or electronics readout problems, we make a further

cut requiring the two TPCs containing most of the expected liquid ring to

be functional. Furthermore, we cut TPC S1B, which was found to have a

much lower photon detection efficiency (see Fig. 7.18).
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MAYMSLRWe restrict the fiducial region of the liquid radiator trays to 1.0 cm

within the walls and away from the central rib. As discussed in section 7.7,

this ensures that there are no losses from the edges or the opaque central

rib of the liquid radiator trays.

NOMIP Because of a concern about tracks which scatter between the CDC and

the CRID or are otherwise mistracked, and because we have no tracking

chamber outside the radius of the CRID, we impose the requirement that

an ionization deposit (saturated hits) be present in a CRID TPC within a

loose region of 3 cm from the extrapolated position of the track. This cut

has low efficiency because the TPCs cover only ∼ 80%of the solid angle in

the Barrel CRID. Nevertheless, it is quite effective at increasing particle

identification efficiency (see Fig. 8.2b).

The number of tracks affected by each of these cuts is shown in Table 8.3. In

the liquid region of the CRID we use an identification cut of 5 in log-likelihood.

1993 1994–95
Liquid Track Cut tracks percentage tracks percentage

Starting sample 196779 - 973754 -

|cosθ|> 0.68 15836 8.0 % 76958 7.9 %
rlast < 90 7619 4.2 % 28823 3.2 %
γ→ e+e− rejection 8735 5.0 % 43951 5.1 %
BADID 33293 20.2 % 100140 12.2 %
TPCBAD/TPCSICK 16643 12.7 % 62100 8.6 %
MAYMSLR 15463 13.5 % 87624 13.2 %
NOMIP 25533 25.7 % 140758 24.5 %

Total tracks rejected 123122 62.6 % 540354 55.5 %
Total tracks accepted 73657 37.4 % 433400 44.5 %

Table 8.3: Losses due to extra CRID track selection criteria in the liquid radiator
regime. All of the cuts are applied sequentially, with the percentages referring to the
fraction of tracks remaining after the preceding cuts are applied.
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Region π ID K ID p ID

Liquid Ring logLπ− logLK > 5 logLK− logLπ > 5 logLp− logLπ > 5
0.75–3.0 GeV/c and and and

logLπ− logLp> 5 logLK− logLp> 5 logLp− logLK > 5

Liquid High Mom. — — logLp− logLπ > 5
3.0–5.0 GeV/c and

logLp− logLK > 5

Gas Threshold logLπ− logLK > 3 — —
2.5–10.0 GeV/c and

logLπ− logLp> 3

Gas Ring logLπ− logLK > 3 logLK− logLπ > 3 logLp− logLπ > 3
10.0–23.0 GeV/c and and and

logLπ− logLp> 3 logLK− logLp> 3 logLp− logLK > 3

Gas High Mom. — — logLp− logLπ > 3
23.0–36.0 GeV/c and

logLp− logLK > 3

Table 8.4: The criteria used for identifying samples of hadronic particle type are listed
for various momentum regimes.
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Thus, to identify a track as a pion, we require logLπ− logLK > 5 and logLπ−

logLp > 5. Similarly, we require logLK − logLπ > 5 and logLK − logLp > 5 to

identify a track as a kaon, and logLp− logLπ > 5 and logLp− logLK > 5 to

identify a track as a proton. In the region 3< p< 5 GeV/c, we only identify

protons and do not attempt to distinguish between π and K hypotheses. The

identification criteria are listed in Table 8.4 for reference.

Gas Region

A similar set of criteria are applied to tracks in the gas radiator region of the

CRID particle identification. These are outlined as follows:

BADID We, again, start with the standard CRID log-likelihood information and

require that the status indicate viable identification information. This

subsumes the requirements that the TPC onto which the ring image is

reflected be active and functional, that the image not reflect from any

known bad mirrors, that the track curvature be less than the cutoff of

pt > 0.150GeV/c, and that the GASMESScriterion (described in section 6.3)

of MIP hits overlapping more than half of the gas ring not be satisfied.

TPCSICK As in the liquid case, we cut tracks whose rings go to TPC S1B,

because of the reduced detection efficiency observed in that TPC (see

Fig. 7.18).

NOMIPand NOLIQR In the gas, we have an additional handle on tracks which

scatter or are mistracked. Because the gas momentum regime is above

that of the liquid, all gas candidate tracks are above threshold in the

liquid and should have rings detected. Therefore, we can look for the

presence of 4 or more hits with signal weight above background weight

for the liquid Cherenkov angle. In practice, we combine the liquid-ring

cut with the MIP-match cut described above and obtain a more-efficient

selection criterion to help ensure that tracks measured in the CDC were,

in fact, present in the CRID.
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GASXISO In order to ensure a good understanding of the identification effi-

ciency, we make a further cut on the isolation of gas rings from regions of

ionization in the TPCs. The ordinary cut (subsumed in BADID above) al-

lows some overlap of MIP hits with the gas ring. We impose the additional

criterion that no MIP hits occur within 5 cm of the gas ring center. This

cut does not bias the track sample significantly because the CRID mir-

rors generally focus gas rings away from the ionization of the originating

track. The effect of this isolation cut is shown in Fig. 8.3 as a function

of the angle ψ between a track and the thrust axis of the event. There is

4.6% more loss in the core of jets than elsewhere, which would produce at

most a bias of 0.046 in the hadronic fractions analysis of Chapter 9, if all

of these tracks were only one hadronic species. Since we do not expect a

large variation in species composition, we ignore this as a potential source

of bias.
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1993 1994–95
Gas Track Cut tracks percentage tracks percentage

Starting sample (p> 2 GeV/c) 76337 - 378847 -

|cosθ|> 0.68 5813 7.6 % 26778 7.3 %
rlast < 90 3025 4.1 % 11634 3.3 %
γ→ e+e− rejection 1709 2.5 % 8779 2.6 %
BADID 16539 25.1 % 56687 17.1 %
TPCSICK 1530 3.1 % 7789 2.8 %
NOMIPand NOLIQR 2411 5.1 % 9819 3.7 %
GASXISO 17742 39.2 % 103307 40.1 %

Total tracks rejected 48769 63.9 % 224793 59.3 %
Total tracks accepted 27568 36.1 % 154054 40.7 %

Table 8.5: Losses due to extra CRID track selection criteria in the gas radiator regime.
All of the cuts are applied sequentially, with the percentages referring to the fraction
of tracks remaining after the preceding cuts are applied.

The number of tracks affected by each of these cuts is shown in Table 8.5.

The requirements for particle identification are similar to those in the liquid,

except that a cut of 3 in log-likelihood is used. They are also summarized in

Table 8.4. Furthermore, the gas contains a significant regime where both K

and p hypotheses are below threshold and there can be no K-p discrimination.

In this region only pions are identified.

With all of these selection criteria for reliable CRID identification,

we achieve the agreement of data and Monte Carlo identification efficiencies

presented in the previous chapter (Figs. 7.21, 7.23, and 7.25). The agreement

is not perfect, but is within 5% and is close enough for the calibration of iden-

tification efficiencies described in the next chapter. All of the selection criteria

presented in this chapter will be used in the analysis presented in Chapter 9.



Chapter 9

Measurement of Hadronic

Spectra

In this chapter, we present first a measurement of hadronic particle fractions in

e+e− annihilation at the Z0 resonance. After describing the analysis technique

and formalism, we focus on the heart of that measurement: determining the

identification efficiencies achieved with the SLD CRID. After this, a simple

unfolding procedure is used to extract the true hadronic fractions in Z0 decays.

Next, we proceed to unfold the hadronic spectra for different initial quark

flavors. Finally, we extend the analysis to look at the differences in particle

production between quark and antiquark jets and describe the observation of

the leading particle effect.

9.1 Analysis Technique

The basic particle fractions measurement is conceptually very straightforward.

We bin all observed charged tracks in momentum. For each momentum bin,

we count the number of tracks identified as π, K, or p by the CRID. Call this

number of observed tracks ni, with i = π/K/p. We can relate this number to the

187
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true fraction f j produced at that momentum by
nπ

nK

np

=


εππ επK επp

εKπ εKK εKp

εpπ εpK εpp

nch


fπ

fK

fp

 , (9.1)

where nch is the total number of charged tracks observed, and the εi j represent

the efficiency for identifying a particle of type j as type i. The measurement of

the fractions f j , then, follows trivially from the ni if we know the matrix εεε:


f 0
π

f 0
K

f 0
p

=
1

nch

 εεε


−1

nπ

nK

np

 . (9.2)

One important point to note is that the matrix εεε is normalized to the number

of tracks in the input sample (those passing all of the selection cuts described

in Chapter 8). It does not contain the constraint that the hadronic particle

fractions sum to unity (i.e., fπ + fK + fp = 1). Instead, we can use this sum as a

cross-check of our method. Although it is not a sufficient condition, the sum of

the fractions being close to one is a necessary condition for having confidence

in our εεε matrix.

However, the fractions of selected tracks, denoted here by f 0
i , are not quite

what we wish to measure, which are the fractions of hadrons produced from

fragmentation or from the decays of short-lived (τ< 3×10−10 second) fragmen-

tation particles. Although most observed tracks are of this “fragmentation

hadron” category, there are also tracks from leptons, from photon conversion

and other interactions in the detector material, and from background tracks

not associated with the Z0 decay, for all of which we must apply corrections.

The largest of these corrections is the one for leptonic tracks in our sample.

In the CRID, electrons and muons are only distinguishable from pions at the

lower end of the momentum regime of each radiator. Hence, we do not attempt

to distinguish e and µ hypotheses from the π hypothesis in the CRID, and
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Figure 9.1: The fraction of electrons (a) and muons (b) in the selected track sample,
based on the SLD-tuned JETSET 7.4 simulation. The track selection criteria (sec-
tion 8.3) include cuts to remove γ→ e+e− conversions.

rather lump all these together into one category. We then correct for the lepton

production using Monte Carlo. Fortunately, the overall rates of leptons in

hadronic Z0 decays are relatively small (see Fig. 9.1), and they are dominated

by b and c semileptonic decays, which are reasonably well-constrained [169].

Let fe and fµ be the fraction of all charged tracks in a momentum bin that are

electrons and muons. We then modify Eq. (9.2) to get
f c
π

f c
K

f c
p

=
1

1− fe− fµ


f 0
π − fe− fµ

f 0
K

f 0
p

 (9.3)

Similarly, we also need to correct for tracks in our sample that come from

beam-wall background, from γ→ e+e− conversions, or from other interactions

in the detector material. As described in section 8.3, we reject tracks from

our sample that are consistent with coming from photon conversions, which

reduces the correction we need to apply. The other tracks coming from detector-

material interactions are predominantly π± and p (not p̄). To reduce our
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dependence on the simulation of detector material, we analyze only negatively-

charged tracks below 2 GeV/c. This removes the protons produced in interac-

tions, but still leaves us with the π− tracks to correct for. We use the Monte

Carlo to derive the corrections f (i)
j , and modify Eq. (9.3) to read


f c
π

f c
K

f c
p

=
1

1− fe− fµ

1
1−nint/nch


f 0
π − fe− fµ− f (i)

π

f 0
K− f (i)

K

f 0
p− f (i)

p

 , for p> 2GeV/c

(9.4)


f c
π

f c
K

f c
p

=
1

1− fe− − fµ−
2

1−nint/nch


f 0
π− − fe− − fµ− − f (i)

π−

f 0
K− − f (i)

K−

f 0
p̄− f (i)

p̄

 , for p< 2GeV/c,

(9.5)

where nint/nch is the total fraction of tracks coming from detector-material in-

teractions in our selected sample (< 2%).

Finally, we need to correct for the particles in our “stable hadron” category

(τ > 3× 10−10 second) which nevertheless decay before we observe them. We

can parametrize this correction as a decay matrix Di j that relates our observed

fractions f c
i to the true hadronic fractions f t

j
f c
π

f c
K

f c
p

=


Dππ DπK Dπp

DKπ DKK DKp

Dpπ DpK Dpp




f t
π

f t
K

f t
p

 . (9.6)

Here, Di j is the fraction of particles of type j at the fragmentation level that

decay to type i by the time they can be observed in our detector. Because we do
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not separate the leptons from pions, this matrix is of the form D

=


1 d 0

0 1−d 0

0 0 1

 (9.7)

where d is 0.055at p = 0.5 GeV/c and decreases to < 0.01 above p> 2 GeV/c, as

determined from Monte Carlo simulation.

9.2 Particle Identification Efficiencies

The central part of our measurement lies in understanding the particle identi-

fication efficiency achieved by the CRID. Of course, this efficiency depends on

how we select the input sample and what criteria we use to define identifica-

tion. The selection criteria are presented in Chapter 8, and the identification

requirements are summarized in Table 8.4. They are chosen so as to maximize

the reliability of our simulation of identification performance and to increase

our confidence in understanding the identification performance.

9.2.1 Monte Carlo Efficiencies

Our starting point is the identification efficiency matrix shown in Fig. 9.2,

which is taken directly from the CRID simulation and includes all of the tuning

discussed in section 7.15. If one had perfect confidence in the simulation, we

could simply stop here and use this εεε matrix to unfold the data. In the real

world, however, we know that simulations are never perfect. Although the

data/Monte Carlo comparisons in section 7.14 show that agreement is generally

good, we are not able to produce perfect agreement despite our best efforts to

tune the simulation (see Fig. 7.21, for example). Ultimately, we desire to make

a more accurate measurement than these ∼ 5% discrepancies would permit.

However, our simulation is reasonably close to the data, and we believe

that it adequately represents the characteristics of the CRID identification
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Figure 9.2: The matrix of hadronic particle identification efficiencies, as predicted from
our simulation of the CRID, is shown as a function of momentum. The open points are
those coming from the liquid radiator, and the solid points are those from the gas
radiator.
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efficiency and the shape of its momentum dependence. Therefore, we cali-

brate our identification efficiency from the known-particle-type data samples

described in section 7.14, and we use our simulation to make small correc-

tions and to extract the identification efficiency terms that we cannot measure

directly.

The primary calibration samples for this are pions from K0
s decays, and

pions (or leptons) from τ decays. Protons from Λ decays have marginal statis-

tical power, so we use them primarily as a cross-check. The general procedure

is to use the identification efficiency measured in the data sample, modified

by the difference between the result of a similar (calibration-sample) analysis

performed on Monte Carlo and the expected Monte Carlo efficiency for the full

hadronic sample (as in Fig. 9.2). This difference corrects for effects such as

the impurity of the calibration sample and any systematic differences in track

quality between the calibration sample and the inclusive track sample.

The first step in this procedure is to fit the Monte Carlo efficiencies with

a functional form. This not only smooths out fluctuations from Monte Carlo

statistics but also give us a convenient representation with a small number

of parameters. The functional form used has no deep significance. It is not

expected that the true identification efficiencies follow such a simple form,

since the number of factors going into the efficiency calculation is large (which,

after all, is why we use Monte Carlo simulation to calculate the identification

efficiency). However, all that is required is that the functional form be a good

representation of both the data and the simulation. A study of various func-

tional forms is shown in Fig. 9.3, where it is clear that the “flat + Gaussian”

form is a good representation of the Monte Carlo pion efficiency in the liquid.

Any of the three forms is adequate to describe the K0
s data, which do not have

enough statistical power to distinguish among the three. A similar study of the

gas threshold region shows that a “threshold” function A(1−e−λ(p−p0)) is a good

parametrization. Therefore, we use a piecewise-continuous functional form, a

threshold function, then a flat plateau, then a Gaussian falloff, to fit all of our

identification efficiencies.
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Figure 9.3: The pion identification efficiency in the liquid for pions from K0
s → π+π−

decays (a–c) and for true pions in the Monte Carlo simulation that pass analysis
cuts (d–f) are shown with a variety of fitting functions. Although the K0

s pions are
insufficient to distinguish among the functions, the Monte Carlo points are best fit by
a flat plateau with Gaussian falloff.
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An advantage of this parametrization is that it has relatively few parame-

ters, and these parameters control the shapes in mostly orthogonal ways. For

example, the position of the start of the Gaussian falloff in momentum is re-

lated to the angular resolution σθ in the CRID. This region in momentum is

where the Cherenkov angles of two particle hypotheses start to become close

to one another. The poorer the resolution on θc is, the sooner two hypotheses

become indistinguishable in the CRID. Similarly, the height of the flat plateau

is related the photon yield. To a good approximation, we can consider these

parameters to be independent.

9.2.2 Measured Data Efficiencies

We turn now to the extraction of identification efficiencies from the data. This

is done by fitting the functional form described above to the observed efficien-

cies. For each element of the efficiency matrix εεε, we have three data samples to

consider: the calibration sample from data, the results of a similar calibration-

sample analysis on Monte Carlo, and the full Monte Carlo identification effi-

ciency (from Fig. 9.2). We start with the fit parameters from the data sample,

and modify them by the difference between similar parameters derived from

the expected Monte Carlo efficiency and those from the Monte Carlo calibration

sample. Generally, these differences are manifested as a shift of the edge in mo-

mentum or a shift of the plateau height (i.e., normalization). We parametrize

the identification efficiency separately in three different momentum regimes.

Liquid ring region

The procedure is demonstrated in Fig. 9.4 for the liquid π→ π efficiency. The

discrepancy between the Monte Carlo efficiency and the efficiency observed in

the data can be seen in Fig. 9.4a. This difference corresponds well to our two

orthogonal parameters, a shift in momentum of the Gaussian falloff due to

resolution and a shift of the plateau height due to photon yield. Because the

identification efficiency of pions from K0
s decays may not be identical to the
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Figure 9.4: The identification efficiencies predicted from Monte Carlo simulation and
observed in the data for a sample of pions from K0

s decays are shown in (a). Also shown
are the parametrizations of efficiency that we fit to this data. In order to correct for any
potential biases of the K0

s calibration sample, we adjust the measured efficiency of the
data in (a) by the difference of the curves in (b), which are the Monte Carlo efficiency
derived from K0

s → π+π− and from true pions in the Monte Carlo.

efficiency of an inclusive pion sample, however, we correct the data curve of

Fig. 9.4a by the difference between the Monte Carlo K0
s pion and inclusive pion

efficiencies in Fig. 9.4b. The correction turns out to be negligible in normal-

ization, but corresponds to a small shift in the edge, as might be expected if

Cherenkov angle resolution on these tracks were worse than on those from

the IP.

A similar procedure for the liquid p→ p efficiency at high momentum is

used. We employ the same pion sample for the calibration by making use of

an empirical relation that the Gaussian falloff in efficiency is nearly identical

for complementary samples. Consider the case where we try to distinguish

between only two hypotheses, proton and pion. In the momentum range of this

Gaussian falloff, the particle identification comes purely from measuring the

observed ring radius and deciding whether it is within nσ of one hypothesis and

not within nσ of the other. In this symmetric, two-hypothesis case, the fraction
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Figure 9.5: As described in the text, we use the π→ π efficiency in a 2×2 π/p analysis
to estimate the p→ p efficiency. The Monte Carlo and data identification efficiencies
for a sample of pions from K0

s decays is shown in (a). The small bias in efficiency of the
K0
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the proton efficiency in the full 3×3 analysis are shown in (c).
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of protons close enough to the proton radius and far enough away from the pion

radius to be identified is the same fraction as the fraction of pions identified.

Thus, we can perform a 2×2 pion v. proton analysis on the K0
s pion sample, and

use that shape to derive the p→ p efficiency in the full 3×3 analysis.

This is demonstrated in Fig. 9.5. The corresponding plots to Fig. 9.4 are

shown in parts (a) and (b). Again, the difference between the Monte Carlo K0
s

pions and inclusive pions in (b) is very small. Figure 9.5c shows the correction

from the 2×2 pion v. proton efficiency to the full 3×3 p→ p efficiency. Above

3 GeV/c, this correction is due to the additional requirement of discrimination

between the K and p hypotheses, and it is somewhat larger than the previous

corrections. Since our simulation does a good job of modelling the shape of the

π→ π efficiency, we are confident that it can be used to relate the π/p (and π/K)

separation to the p/K separation in this momentum region.

Below 1.75 GeV/c, the p→ p efficiency is determined by the threshold be-

havior of the protons, and therefore the K0
s pion sample provides no test of

the proton identification. In order to measure these points, and also to cross-

check our pion-based calibration procedure, we employ the Λ0→ pπ− sample of

section 7.14. Figure 9.6 shows the p→ p efficiency curves extracted from both

methods. The agreement is excellent within the precision of the Λ0 points. We

use the Λ0 points for determining the p→ p efficiency below 1.75 GeV/c.

Having established this “complementarity principle” on the p→ p identifica-

tion, we may now apply it to the K→ K efficiency. Unfortunately, the π→ π and

K → K efficiencies are not quite complementary because the kaon hypothesis

lies between the pion and proton ring radii (the kaons get squeezed from both

sides). However, we can derive a correction factor for this difference between

the π→π and K→K efficiencies from the Monte Carlo. This is shown in Fig. 9.7.

We see that the π→ π and K → K efficiencies are identical up to 2.5 GeV/c.

Therefore, we use the π→ π parametrization for the range 1.0–2.5 GeV/c, and

we divide the (data-derived) π→ π efficiency by the ratio of the Monte Carlo

π → π and K → K shown in Fig. 9.7 above 2.5 GeV/c. For the points below

1.25GeV/c, we use the Monte Carlo values and assign an uncertainty based on
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Figure 9.8: The off-diagonal elements of the efficiency matrix εεε for the liquid are shown
(επK in (a), επp in (b), εKp in (c), εKπ in (d), εpπ in (e), and εpK in (f)). The dots are data
from K0

s → π+π− decays, and the triangles are Monte Carlo simulation. Also shown
are fits to the data or the Monte Carlo where no data are available. In (b), the dashed
curve is the fit to the Monte Carlo for επp.
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the uncertainty of the comparable points in the p→ p efficiency (derived from

the Λ0 sample).

That completes the diagonal terms in εεε for the liquid-radiator regime, but

leaves us with the off-diagonal misidentification rates. These are conceptually

a bit simpler. Since the rates are so small, the statistical precision of our K0
s

data set cannot discern any difference from the Monte Carlo misidentification

rate. Therefore we fit a shape to the Monte Carlo distribution and assign an

uncertainty somewhat larger than the statistical error on the data sample to

allow for some variation of the shape. The Monte Carlo shape is generally

modelled well by a sum of up to three Gaussians. These parametrizations are

shown in Fig. 9.8.

A common feature of the upper off-diagonal elements (εi j = εKπ,εpπ,εpK) is

a large bump just below the threshold of particle type i. This is caused by the

transition from threshold-based identification for particle i to ring-based identi-

fication. Below threshold, the identification effectively consists of counting the

number of hits within nσ of the expected ring for hypothesis j and deciding if

this number of hits is consistent with background expectation. As the expected

radius of the ring for hypothesis i increases, the possibility for background

fluctuations to produce 4 or 5 hits consistent with the ring increases. Above

threshold, the identification switches effectively to a comparison of the number

of hits within nσ of each expected ring radius, thus decreasing the probability

of misidentification. Unfortunately, we have no direct measurements to con-

strain these upper off-diagonal εi j terms. Therefore, we assign a conservative

systematic uncertainty of 25%of the εi j value for these below-threshold peaks.

Gas ring region

We can now repeat this whole process in the gas high-momentum region.

There, the calibration data sample is τ decays (see section 7.14), but the proce-

dure is essentially the same. One concern is potential differences in identifica-

tion performance between low-multiplicity tau events and the hadronic events.

We correct for this with the difference in efficiency between a τ-pair Monte
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Figure 9.9: The identification efficiency measured in the data for a sample of τ→ π/e/µ
decays is shown as dots in (a). Also shown is the efficiency predicted from our τ Monte
Carlo simulation (squares). The pion identification efficiency in the τ sample and in the
full hadronic events, based on our simulations, are shown in (b). Here, the τ efficiencies
are the squares and the hadronic efficiency is shown as the triangles.

Carlo and the inclusive pion efficiency from hadronic Monte Carlo, similar to

the technique used with the K0
s sample in the liquid. It turns out that this

correction is very small (see for example Fig. 9.9b), presumably due to the gas

ring isolation cut and the generally low background levels in gas rings.

The gas K→K efficiency follows the procedure of the liquid K→K efficiency.

We use the same efficiency as the π→ π parametrization from 15–19GeV/c, and

correct the π→ π parametrization by the ratio of the solid to dashed curves in

Fig. 9.10 for momenta above 19GeV/c. For momenta below 15GeV/c, we correct

the π→ π parametrization by the ratio of the pion and kaon points in Fig. 9.10.

For the gas p→ p efficiency, we employ the same “complementarity method”

as in the liquid. This is shown in Fig. 9.11. For the very high momentum

protons (p> 25 GeV/c), we have low statistics in our Monte Carlo sample. The

Monte Carlo 3× 3 p→ p efficiency points are consistent with the 2× 2 pion

points of Fig. 9.11b, so we apply no correction and assign an uncertainty based

on the proton Monte Carlo statistics. Most of the gas ring identification region,

however, is below 25 GeV/c. For this range (10< p < 25 GeV/c), the p→ p
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Figure 9.10: The K→ K identification efficiency from simulation is shown in the solid
triangles, compared to the π→ π efficiency shown in the open triangles. As described
in the text, the kaon efficiency is expected to be similar to the pion efficiency, except in
the high-momentum region where the expected Cherenkov angle of the p hypothesis
approaches that of the K hypothesis and in the low-momentum region where the kaons
are just above threshold. The correction for this region is modelled by the ratio of the
solid to dashed curves.

efficiency follows a threshold function, as shown in Fig. 9.11c. We assign an

uncertainty based on a cross-check with a sample of protons from Λ0 decays.

Finally, the misidentification terms for the gas ring region are shown in

Fig. 9.12. These have the same characteristics as the misidentification ele-

ments in the liquid ring region. We fit these with Gaussians, or with a thresh-

old function for the επp and εKp cases.

Gas threshold region

In the gas threshold region (p < 10 GeV/c), we again follow a similar proce-

dure, but there are some differences. For one, there are only four εεε terms

to parametrize, since there is no K-p separation in this momentum regime.

Second, the shapes are simpler, with a threshold function serving as a good

model for the identification efficiencies, and the misidentification rates being
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Figure 9.11: The Monte Carlo and data identification efficiencies for a sample of pions
from τ decays when analyzed against the proton hypothesis are shown in (a). The bias
of the τ sample compared to Monte Carlo true pion in hadronic events (triangles) is
shown in (b). A fit to the Monte Carlo 3×3 p→ p efficiency in the lower momentum
region (10< p< 25 GeV/c) is shown in (c). For momenta above 25 GeV/c, as shown in
(d), the protons are consistent with the shape of the Monte Carlo pion curve from (b).



9.2. PARTICLE IDENTIFICATION EFFICIENCIES 205

j

j

j
j

j

j

j

j

j

j

j

j0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

j
j

j j j

j

j

j

j

j
j

j

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

b b
b

b b b b

b

b
b b

b

b

b

b

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

b

b
b b b

b
b
b

b

b

b

b
b b

b

b

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

b

b

b

b

b

b

b
b

b

b

b
b

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

b

b

b

b

b

b
b

b

b
b

b
b

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30

p  (GeV/c)p  (GeV/c)

3 
x 

3 
 K

 →
 p

  E
ffi

ci
en

cy

3 
x 

3 
 p

 →
 K

  E
ffi

ci
en

cy

3 
x 

3 
 π

 →
 K

  E
ffi

ci
en

cy

3 
x 

3 
 π

 →
 p

  E
ffi

ci
en

cy

3 
x 

3 
 p

 →
 π

  E
ffi

ci
en

cy

3 
x 

3 
 K

 →
 π

  E
ffi

ci
en

cy

(a)
(b)

(c) (d)

(e) (f)

0.02

0.04

0.06

0.08

0.10

10 15 20 25 30
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Figure 9.13: The π→ π efficiency in the gas threshold region is summarized. The effi-
ciency extracted from the K0

s pion sample in the data (dots) and Monte Carlo (squares)
are shown in (a), while the Monte Carlo K0

s sample is compared to the hadronic pion
efficiency (triangles) in (b). A similar pair of plots for the τ decay sample are shown in
(c) and (d). The dots are the data τ sample, the squares are the Monte Carlo τ sample,
and the triangles are the same Monte Carlo pion efficiency as in (b).
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Figure 9.14: The efficiency for the non-pion hypothesis (K/p→K/p) in the gas threshold
region. The momentum dependence is essentially flat. The curve is a fit to the Monte
Carlo efficiency, which has been cross-checked against a sample of protons from Λ0

decays.

essentially flat. Finally, we have the advantage of being able to employ both

the K0
s and τ decay samples.

The π→ π efficiency analysis is shown in Fig. 9.13 for both samples. As in

the other elements, we use the measured data sample efficiencies of (a) and

(c), and correct for the small difference between the identification efficiency in

the calibration sample and that of inclusive pions in hadronic events (b) and

(d). The efficiency points below 3 GeV/c cannot be parametrized with the same

curve as the rest of the distribution, so we treat them individually. The results

of the two samples (K0
s and τ decays) show good agreement.

The K/p→ K/p efficiency is shown in Fig. 9.14. The momentum dependence

is essentially flat over this region. We cross-check the height of the plateau

with a sample of protons from Λ0 decays, and find good agreement. Therefore,

we use the Monte Carlo parametrization and assign a normalization uncer-

tainty of 0.02 based on the Λ0 statistics.
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Figure 9.15: The misidentification rate for the non-pion hypothesis to be identified as
a pion (K/p→ π) in the gas threshold region from the Monte Carlo simulation is shown.
Also shown is a parametrization of this efficiency with a threshold function for the
range 3< p< 9 GeV/c.

The misidentification terms for the gas threshold region are shown in Figs.

9.15 and 9.16. For the K/p→ π term, we parametrize the Monte Carlo points

with a threshold function as shown in Fig. 9.15. For the π→ K/p term, we

have pions from both the K0
s and τ calibration samples. Figure 9.16b indicates

that there might be a bias of 2% extra misidentification in the K0
s sample at

these momenta, but such a bias is absent in the τ sample (see Fig. 9.16c). The

agreement between Monte Carlo and data for the two calibration samples (in

Fig. 9.16a and c) is good. Therefore, we use the parametrization to the full

Monte Carlo π→ p/K term and assign an uncertainty based on the τ statistics.

Combined identification efficiency

Combining these parametrizations of the various identification regimes, we

arrive at the “final” particle identification efficiency matrix shown in Fig. 9.17.

All errors in the plot now represent our best knowledge of the identification

uncertainty, based on our calibration samples. For the diagonal elements, the



9.2. PARTICLE IDENTIFICATION EFFICIENCIES 209

e

e e

e

e

e

e

e

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

j

j

j

j
j

j

j

j

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

e

e

e

e

e

e

e
e

e

e

e

e

e

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

j j

j

j

j

j

j j

j
j

j

j

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

e

e e

e

e

e

e

e

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

e

e

e

e

e

e

e
e

e

e

e

e

e

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

(a)
(b)

(c) (d)

a

a

a a
a
a
a
a
a a a a

a a a

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

a

a

a a
a
a
a
a
a a a a

a a a

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0 2 4 6 8 10

p  (GeV/c) p  (GeV/c)

π→
 K

/p
  E

ffi
ci

en
cy

π→
 K

/p
  E

ffi
ci

en
cy

Figure 9.16: The pion to non-pion misidentification rate in the gas threshold region is
analyzed with pions from both K0

s decays (a) and (b) and from τ decays (c) and (d). In
(a) and (c), the pion sample from the data (dots) is compared to a similar calibration
sample from Monte Carlo (squares). The solid curve is a fit to the data, and the dashed
curve is a fit to the Monte Carlo points. In (b) and (d), the Monte Carlo calibration
samples are compared to the full hadronic Monte Carlo (triangles). In (d), we see that
the τ decays do not have much bias on the misidentification rate, but we see in (b) that
the K0

s sample has an extra 2% misidentification, presumably from a contamination of
non-pions in the calibration sample at momenta above 5 GeV/c.
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Figure 9.17: The matrix of hadronic particle identification efficiencies, as determined
from calibrated data samples of known identity. The error bars reflect the systematic
uncertainties, primarily coming from the statistical precision of our calibration sam-
ples. The open points are the ones from the liquid radiator, and the solid points are
from the gas radiator.
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assigned uncertainties derive from the errors on the fitted parameters and

corrections. These are dominated by the statistical precision of our K0
s and τ

calibration samples. It is harder to constrain the shape of the off-diagonal ele-

ments of the εεε matrix, because the statistical errors on our calibration samples

are larger relative to their values. Therefore we use the shape from the Monte

Carlo and apply a conservative prescription of assigning as the uncertainty the

largest one of: the uncertainty from our fit to the data, a 0.01 absolute error,

or a relative error of 0.25 of the value. These errors are meant to include our

uncertainty about the exact shapes of the misidentification terms.

9.3 Measured Particle Fractions

Armed with the selection criteria of Chapter 8 and the efficiency matrix of

Fig. 9.17, it is now straightforward to determine the measured numbers of

identified particles (ni) and unfold the efficiency matrix εεε using Eq. (9.6) to

get the hadronic particle fractions. The raw, measured identified fractions are

shown in Fig. 9.18, and the unfolded fractions are shown in Fig. 9.19. We see

from Fig. 9.18 that statistical errors in the measured fractions are very small

for all but the high momentum (p> 15 GeV/c) kaon and proton points. With

the exception of those high-momentum points in the gas radiator, the errors

in Fig. 9.19 are dominated by systematic uncertainties in our determination of

the εεε matrix. These systematics are likely to be strongly correlated from point

to point.

In the unfolded fractions, we only include momentum points when the cor-

responding diagonal εεε element is above 20%, as the relative uncertainty on the

unfolding would blow up beyond that point. This limits the liquid π and K

points to p< 3 GeV/c, the liquid proton points to p< 5 GeV/c, and the gas π
and K points to p< 24 GeV/c.

Internally, our data show good consistency. The liquid and gas momen-

tum ranges overlap slightly for the pion fractions. These points show good

agreement. In addition, we have the consistency check of the sum of the three
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hadronic fractions, as discussed in section 9.1. This is shown at the bottom

of Fig. 9.19 and indicates consistency with unity at the level of 1–2% for most

points. All of these checks give us additional confidence in our parametrization

of the CRID identification performance, εεε.

The features of the hadronic fractions are generally what we might expect.

At low momenta, pions dominate the hadronic spectra. This is the region where

the masses of the kaon and proton would make a large impact on the available

phase space for production of these particles. As particle momentum increases,

the kaon fraction rises and the pion fraction decreases. Our data do not cover

high enough in momentum to determine if the π and K fractions become equal

as the particle momentum approaches the beam energy. The proton fraction

also increases somewhat with momentum, but never exceeds 10%. At high

momentum, in fact, it decreases and may even approach zero for momentum

equal to the beam energy.

Our data are consistent with other measurements of hadronic fractions at

the Z0. The liquid-ring K and p measurements fill in the gap in coverage of

the ionization energy loss measurements of OPAL [173] and ALEPH [174].

Our data are in good agreement with the Cherenkov ring imaging data of

DELPHI [175] and cover a slightly larger momentum range.

The predictions of JETSET 7.4 with both the default parameters and with

the SLD-tuned parameters are shown in Fig. 9.19. The default parameters

were tuned to similar data at PEP and PETRA energies. The general agree-

ment of the default JETSET with our data indicates that the JETSET param-

eters are relatively independent of energy. The SLD parameters were tuned to

measurements including ones from LEP and show better agreement with the

high-momentum protons in our data.

We can also express our hadronic fractions as normalized particle produc-

tion rates F h(xp) in scaled momentum xp = 2p/
√

s. To do this, we need only

to multiply by the total charged-hadron cross section 1/N dnch/dxp. This cross

section, however, requires a good understanding of tracking efficiency in the

SLD. That work is still in progress, so we found it more expedient to use the
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measurement of [176], which is well-reproduced by the SLD-tuned JETSET

7.4 model. The resulting hadronic spectra are shown in Fig. 9.20, along with

the SLD measurements of K0 and Λ0 spectra from [172]. These spectra show

excellent agreement between the charged and neutral kaons, as expected from

isospin symmetry. There is also an interesting similarity in the relative behav-

ior of the π and K spectra and the p and Λ spectra. In the simple IF models, for

example, the ratios of these two pairs of spectra should be related purely to the

strange suppression parameter γs.

9.4 Flavor Unfolding

For the reasons discussed in Chapter 2, we wish to push beyond the particle

spectra of Fig. 9.20 and measure the spectra in events of different quark flavor.

The tagging procedure is discussed in section 8.2. We use events with nsig = 0

as our udssample (Z0→ uū, dd̄, or ss̄), events with nsig = 1 or 2 as our c sample

(Z0→ cc̄), and events with nsig> 3 as our b sample (Z0→ bb̄). The tags have

imperfect purities, as shown in Table 8.1. In order to arrive at the true particle

spectra, we must unfold these purities. In addition, we must consider biases

on the momentum spectra from the tagging process.

The unfolding procedure is nearly identical to that in [172] for the K0
s and Λ0

measurements. The expected number of particles of type h per i-tagged event

nh
i (i = 1,2,3 for nsig = 0, 1–2,> 3, respectively), can be related to the true number

per j-flavor event n̄h
j ( j = uds, c, b) by

nh
i (xp) = ∑

j

RjEi j bi j (xp)

∑k RkEik
n̄h

j (xp), (9.8)

where Rj is the Standard Model fraction of hadronic Z0 decays into quark type j

Rj =
NZ0→ j j̄

NZ0→hadrons
, (9.9)
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Ei j is the event-tagging efficiency matrix given in Table 8.1

Ei j =
Nj→i

Nj
, (9.10)

with Nj→i the number of selected j-flavor events that are in the i-tagged sample

and Nj the total number of selected j-flavor events. The bi j is a bias term

bi j (xp) =
nh

j→i(xp)

Ei j n̄h
j (xp)

. (9.11)

Here, nh
j→i(xp) is the number of reconstructed particles of species h from quark

flavor j that are found in the i-tagged sample.

Note that the conventional definition of tag purity (Pi j ) is related to the

above matrices by

Pi j =
RjEi j

∑k RkEik
=

Nj→i

∑k Nk→i
. (9.12)

In the absence of tagging bias (bi j = 1), the fraction of the particles of a given

species in the i-tagged sample that comes from j-flavor events would be the

same as the event purities, and Eq. (9.8) would be a simple relationship based

solely upon the purities of the tag.

The sources of the biases are nearly identical to those in [172]. Since the

tags require certain numbers of tracks with impact parameter separation > 3σ
from the IP, it follows that events with higher track multiplicity will be more

likely to be tagged as b or c events. By conservation of energy, however, events

with higher multiplicity will also tend to have a lower average track momen-

tum/energy and fewer tracks at high xp. In addition, pions and protons from K0
s

and Λ0 decays, and from interactions, will tend to have larger impact param-

eters (if they survive the track quality cuts). Due to the excellent vertexing,

these biases turn out to be generally small. Also, the biases are generally

similar for π, K, and p species, indicating a correction mostly on the total mul-

tiplicities and a smaller effect on the fractions.
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We use the SLD-tuned Monte Carlo to obtain the 3× 3 bias matrices bi j

as functions of momentum. These are shown in Figs. 9.21, 9.22, and 9.23.

The diagonal terms for the bias elements are reasonably close to 1, with the

bias generally under 10% in all important terms. The elements that show the

most variation from unit value are the terms that have the lowest contributing

populations (i.e., the product Ei j bi j is small). Simple parameterizations of the

shapes were performed with the constraint that ∑i Ei j bi j (xp) = 1. These pa-

rameterizations are used for the unfolding, rather than the individual points,

so as to reduce fluctuations due to finite Monte Carlo statistics. We vary the

parametrizations by 20%of their difference from unity in order to estimate the

uncertainty in our unfolding due to these bias terms.

By inverting Eq. (9.8), we can derive the n̄h
j from the nh

i measured in our

three flavor-tagged samples. What we are primarily interested in are the n̄h
uds,

which are shown in Fig. 9.24. These spectra show the same features as those in

Fig. 9.20; however, they are now free from the effects of heavy quark decays and

the hard heavy quark fragmentation functions. This measurement of hadronic

spectra in light-quark fragmentation is unique in e+e− annihilation and should

be very useful to test or to tune fragmentation models, such as those discussed

in section 2.4.2.

Another result we can extract from the flavor unfolding is the ratio of par-

ticle production in b and udsevents. This is shown in Fig. 9.25. Although there

is much structure apparent in these ratios, the physics behind it is that of B

meson decays, along with the fragmentation function of the b-quark, and not

really the physics of hadronization in QCD.

These features can be understood from the hard b fragmentation and the

high decay multiplicity of B-meson (and other b hadrons). Splitting the mo-

mentum of the B among several particles tends to depopulate the region at

high xp, compared to light-quark jets. Since the overall multiplicity is higher

in b jets, this must then lead to a relative increase of particles at the lower

momenta. Figure 9.25 shows that this increase occurs for xp. 0.1 in the pions

and for 0.02. xp . 0.2 in the kaons, but does not occur for the protons. This
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is contrary to the DELPHI result of [177], which shows an increase of proton

multiplicity in bb̄ events. These features are well-reproduced by the SLD-tuned

JETSET 7.4 simulation, indicating that the data are consistent with current

understanding of b hadron decays.

9.5 Leading Particle Effect

As discussed in Chapter 1, the incident electron polarization and the elec-

troweak asymmetries of the quarks allow us to measure the differences in

hadron production between quark and antiquark jets. Because we expect most

of the hadronization process to produce hadrons and their antiparticles with

equal probability, we attribute any differences between quark and antiquark

jets to the hadronization of the primary quark (or antiquark). Our prejudice

is that such hadrons produced from the primary quark might be found at high

momentum fraction xp, but this is something to be tested experimentally.

9.5.1 Tagging Procedure

The forward-backward asymmetry (Eq. (2.17)) implies that the distribution

of q jets in cosθ for left- and right-handed electron beams looks like that in

Fig. 9.26. The quark jet prefers to follow the electron (positron) direction for

left- (right-)handed incident electrons.

We can make use of this asymmetry to separate quark and antiquark jets.

We start with our light-quark (uds) sample, so as to remove the heavy hadron

decays from our analysis. We approximate the quark direction with the thrust

axis of the event, and separate the event into two hemispheres using the plane

perpendicular to the thrust axis. Let |θth| be the polar angle of the thrust

axis with the electron direction.∗ Because the quark asymmetry vanishes in

the central region of the detector, we require |cosθth| > 0.2 so as to improve

∗we do not sign the thrust axis in this analysis, so the sign of θth is undetermined
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our analyzing power (see [172] for an analysis of this cut value). Each hemi-

sphere is associated with either the quark or antiquark direction. For each

event, we have the sign of electron polarization recorded. If the polarization

is left-handed (negative), we assign the hemisphere in the forward (negative-z)

direction∗ as the “quark hemisphere,” and if the polarization is right-handed

(positive), we assign the hemisphere in the backward (positive-z) direction as

the “quark hemisphere.” In both cases, the opposite hemisphere is assigned as

the “antiquark hemisphere.” This tag has a purity of ∼ 73%, if one assumes the

Standard Model quark couplings and quark flavor production rates, and uses

the luminosity-weighted average polarizations of 72.8±0.5% for the 1993 and

1994–95 datasets [172].
∗The SLD-z axis is defined along the incident positron direction.
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9.5.2 Results

Given the tag of quark and antiquark hemispheres, it is now straightforward

to repeat the particle fractions analysis on those two samples and extract sep-

arately the production rates of π−, K−, and p in quark and antiquark hemi-

spheres. Because the identification efficiency is the same for positive and

negative tracks in the CRID, the systematic uncertainty associated with the

correct knowledge of the efficiencies cancels when we compare particles and

antiparticles. To increase statistics, we assume CP invariance and include the

charge-conjugate particles with the opposite quark/antiquark sample. We can

also perform the same quark/antiquark separation on the sample of Λ0 and Λ̄0

measured at SLD [172]. This gives a second baryon species with which to check

our results.

The tagged hemispheres still contain some residual heavy-quark jets which

could induce production differences between the samples. Therefore, we correct

for the heavy-quark contamination by subtracting the signal expected from

Monte Carlo. This correction is rather small, however, due to the high purity

of our udstag (85%). We then unfold for the 73%purity of the quark/antiquark

hemisphere tag.

We present the comparison of quark/antiquark production rates of particle

species h in terms of the normalized difference Dh(x) = (F h
q (x)−F h

q̄ (x))/(F h
q (x)+

F h
q̄ (x)) of the quark and antiquark production rates. This variable has value

0 if the production is the same in quark and antiquark jets, and it goes to 1 if

there is no production of h in antiquark jets at momentum fraction x.

The normalized differences for production of π−, K−, p, and Λ0 are shown

in Fig. 9.27. One can see a clear signal for differences of fragmentation in

quark and antiquark jets. The normalized difference in the baryons is zero

at low momentum, but approaches 1 at high x. Because baryons may contain

primary quarks but not primary antiquarks, this excess of baryons in quark

jets is direct evidence for the leading particle effect in e+e− jets (i.e., that faster

particles are more likely to contain the primary quark of the jet).
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q (x)−F h
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clear. This difference is interpreted as evidence for the leading particle effect in e+e−
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The kaons have similar features, but the normalized difference is only as

high as 0.3 or so. This is consistent with the leading particle effect and the ad-

ditional assumption that creation of ss̄ quarks from the vacuum is suppressed

relative to the creation of uū. If the production of K− were equal in s and ū jets,

one would expect a signal of 0.13 from the difference in Z0 couplings to the u

and s quarks. In the pions, we would also expect a signal of at most 0.13. Our

data show no deviation from zero in the pions, within our precision, indicating

that pions are not predominantly leading at xp < 0.4. We also interpret this as

a reassuring cross-check that we are not somehow imposing a bias from the

analysis procedure.



Chapter 10

Summary

In order to probe the hadronization process, we measure the spectra of π±,

K±, and p/p̄ in e+e− annihilation at the Z0 resonance. We accomplish this by

making use of the SLD CRID, one of a first generation of devices that have been

developed over the past 20 years for efficient particle identification over a wide

momentum range.

As with many first-generation devices, a great deal of work has been re-

quired to achieve successful particle identification results. This includes many

years of design, prototyping, and engineering effort, but it also includes a large

effort in calibration, tuning, and understanding the identification performance

characteristics. The result of such labor is that the SLD CRID now achieves

excellent particle identification performance.

As described in Chapter 7, the local point resolutions within the CRID TPCs

have achieved their design values. The global resolutions on Cherenkov angle

are slightly degraded from design, but this has a relatively small effect on

identification efficiency. The degradation is believed to be due to remaining

misalignments of the CRID components (TPCs, mirrors, and liquid radiator

trays), and work is still progressing to resolve such misalignments. The num-

ber of Cherenkov photons observed per ring (N0) is also slightly degraded from

the original design due to constraints of operating parameters (e.g. mixture
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of C5F12/N2), but has otherwise been quite good. This is a testament to the

efficacy of the CRID gas and liquid systems at maintaining purity and good

UV transmission. A simulation has been developed that models the known

features and problems of the CRID, and this simulation reproduces the overall

identification performance of the CRID to within a few percent.

The successful operation of the SLD CRID for particle identification allows

us to extract the inclusive hadronic fractions in Z0 decays. These results are

shown in Fig. 9.19, and are in good agreement with other measurements at

the Z0 [173, 174, 175]. They represent a complementary technique to that of

[173, 174], and also fill in gaps in the coverage of those measurements. Our

measurement is similar to the ring-imaging measurement of [175] but covers

a larger momentum range. Along with the measurements of [173, 174], our

data indicate a drop in proton production at high scaled momentum xp which

is qualitatively different from the behavior of K± production there.

In order to probe the hadronization process further, we repeat the measure-

ment of hadronic spectra for samples of events tagged with different initial

quark flavor. We separate Z0 → bb̄ and Z0→ cc̄ events from the remaining

light-quark events (Z0→ uū, dd̄, ss̄) in order to remove the effects of the harder

heavy-quark fragmentation and of the decays of b and c hadrons. This process

results in the spectra shown in Fig. 9.24, which represent the first measure-

ment of particle production in light-quark jets at the Z0. We also measure

the difference in particle spectra in b and uds jets directly (Fig. 9.25). We find

these results to be well reproduced by the SLD-tuned JETSET Monte Carlo,

indicating that our results are consistent with conventional understanding of

heavy-flavor physics.

Finally, we add the information from incident electron polarization and

employ the quark forward-backward asymmetries to separate light-quark jets

from light-antiquark jets. This lets us study the difference in production be-

tween particles in quark jets and antiquark jets. We would expect the produc-

tion of hadrons and their antiparticles to be equally likely in the fragmentation

process except for hadrons associated with the initial quark of the jet.
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We observe a significant excess in the production of fast p and Λ0 in quark

jets as compared to antiquark jets. Baryons are an unambiguous probe, since

a primary quark may form a baryon but not an antibaryon. The signal we

observe is peaked towards high momentum fraction xp, suggesting a leading

particle effect in e+e− jets, like the effect seen in hadron-hadron collisions

where production of the same particle type as the incident particle is enhanced

at large xp [8]. Here, it suggests that particles containing the primary quark

are more likely to populate the high-xp region than are other hadrons. Such

an effect is not unexpected, and is a feature of many fragmentation models

(although cluster-fragmentation models, for example, generally have difficulty

describing leading particles). this measurement, together with the observation

by ALEPH of nonzero Λ0 polarization [178], represent the first clear and quan-

titative demonstrations of the leading particle effect in e+e− jets. Furthermore,

our quantitative measurement is potentially useful to other experiments that

wish to use high-xp particles as a tag for primary quark flavor.

As with most measurements in science, this one raises many more questions

for further study than it answers. There are a number of ways to improve on

the basic measurements presented here. The most straightforward is increased

running. Future runs of the SLC and SLD are expected to triple the current

statistics. This would be very helpful for improving the measured points at

high momentum. It would also improve our systematic uncertainties across

the whole range, since they are currently dominated by the statistical precision

of our calibration samples of K0
s , Λ0, and τ decays.

There is still room for improved CRID performance, presumably in remov-

ing the remaining misalignments of components, and also in understanding

the characteristics of background hits seen in the data (see section 7.16). Such

improvements in performance would not only extend our momentum coverage

somewhat, but would likely improve our understanding of identification effi-

ciencies considerably.

There are also extensions to the basic analysis that could be made with

the current dataset. One such area is to measure correlations among particle
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species, either in baryon number or in strangeness. This is an area where

efficient particle identification is tremendously helpful, as the measurement of

correlations depends on the square of the identification efficiency. Correlations

between baryons or strange particles at short range probe the locality of baryon

number or strangeness conservation in the hadronization process. Correlations

at long range probe the fragmentation of leading quarks and production of

leading particles.

One of the difficulties with the measurement of hadronic particle spectra

as a probe of the hadronization process is that the majority of measured par-

ticles come from the decays of other, short-lived resonances and not directly

from the fragmentation process. For those particles, we expect the mass of the

primary resonance to be the mass scale involved in the dynamics of hadroniza-

tion, rather than the mass of the pion, kaon, or proton. The only solution to

this would be a program of measuring the spectra of all accessible meson and

baryon resonances and then subtracting the feed-down components in order to

get a coherent picture of the production of particles at the hadronization stage

(before decays of resonances). The highly efficient particle identification of the

CRID is also necessary for this effort. Such a program, of course, is a large

undertaking. However, the measurement of the stable hadrons is a solid first

step in that program.
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