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Abstract.   A resonance basis map is an important way of analyzing lattice
properties in circular accelerators.  A method is developed to do tracking with
resonance basis maps.  The speed of this method is faster than other map
tracking methods, and can be dramatically increased by dropping insignificant
resonance terms.  This mapping method enables us to simulate and study the
interplay between lattice nonlinearities and other effects such as the beam-beam
interaction.

I.  INTRODUCTION

Mapping techniques using Lie algebra and truncated power series algebra
have revolutionized the study of accelerator lattice nonlinearities in many ways.
Simulations with nonlinear one-turn maps can be much faster than element-by-
element tracking so that one can study long term stability on large hadron

machines[1].  On electron machines, the requirement is different.  Because of
radiation effects, symplecticity is not as important as in hadron machines.
However, to study multi-particle effects such as the beam-beam interaction, fast
tracking methods are also needed.

Maps may also be used to analyze the lattice.  In circular machines,
resonances play an important role in most machine physics.  With maps, one can

obtain the driving terms of each resonance of the lattice[2].  It would be very
useful to track with an explicit resonance form, so that the interaction between
lattice nonlinearities and other effects can be studied in the resonance basis.

In this paper, we present a tracking method of using resonance basis maps.

II. RESONANCE BASIS HAMILTONIAN

The transverse one-turn map with energy deviation δ as a parameter can be
written as:

                                                
* Work supported by the Department of Energy, contract DE-AC03-76SF00515.
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M = ARe:− H:A−1

where A is the similarity transform made of eigenvectors which bring the one-turn
matrix into block diagonal form, and R is the block diagonal rotation matrix.  The
Hamiltonian is defined as:
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where ni ≥ mi ,(i = x, y)  and ni-mi must be even.  Once a one-turn map is

obtained, it may, by a linear transformation, be expressed in a resonance basis,
thereby obtaining the coefficients, a, b, and c.

To evaluate the nonlinear map, we expand e:-H: into the Poisson bracket
series:

 e:− H:z = z − [H, z] + 1
2

[H,[H, z]]−...

where z  can be an any one of x, px, y, py.  For small amplitude particles, we will

show the series may be truncated after the first Poisson bracket, which we call
single Poisson bracket (SPB) tracking.  When particles have large amplitudes, out
to the dynamic aperture, we have found it sufficient to terminate the series at the
second term, which we call double Poisson bracket (DPB) tracking.

The truncation of the Poisson bracket series results in the loss of
symplecticity, but this is not an important issue in electron storage rings.  The
evaluation of DPB tracking is about twice as fast as truncated Taylor series
tracking to the same order, if it contains all possible resonance terms.  However
the huge advantage of this method occurs when H does not contain all resonances.
When studying dynamics for any particular working point in tune space, the range
of significant tunes arising from tune-shift-with-amplitude or tune-shift-with-
energy terms in the Hamiltonian (the third sum), including beam-beam, defines a
known area in tune space.  Resonances which do not intersect this area may be
dropped from the Hamiltonian with savings of up to a factor of 10 in map
evaluation time.

III.  CALCULATING POISSON BRACKETS

1.  Single Poisson Bracket
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The calculation is simpler in action-angle variable space than x-px  space,

because the derivatives are easy to get and it is congruent with the choice of
resonance basis.

In order to minimize CPU time a specific procedure is followed.  The tracking

starts from normal coordinates, i.e. , x, px,y, py, τ, δ.  The first step is to sum up the

coefficients as a polynomial of energy deviation δ to eliminate the index nδ:
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Then, we define:
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So, the Hamiltonian can be written as:
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It would be very time consuming to convert the x-px  coordinates into action-

angle variables and calculate all the sine and cosine functions.  To get around this,
we can do the following:  first, the coordinates are normalized by matrix A, and
rotated by matrix R.  After the A normalization, we know that x = 2Jx cosθ x ,

px = − 2Jx sinθ x , and similar for y .  One can then calculate all terms of
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trigonometric formulas.  The actions may be calculated by 2Jx = x2 + px
2 , and

2Jy = y2 + py
2 .   S i n c e    S

r
m,

r
n  and C r

m,
r
n  c o n s i s t  o f

(2Jx )
nx −mx

2 (2Jy )
ny −my

2 2Jx

mx 2Jy

my
sin

cos







(mxθ x + myθ y ), and nx,y-mx,y  are
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these terms.
In the program, tables are created for each particle on each turn.  The first

table contains all the 2Jx

mx 2Jy
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generated directly from x, px and y, py.  Another small table has (2Jx)lx(2Jy)ly ,

where lx,y=(nx,y -mx,y)/2 are integers.  With these three tables generated, it is

quite efficient to calculate the nonlinear kicks in action-angle space.
Usually, we prefer tracking in the regular x-px space.  We can easily convert

the nonlinear kicks from action-angle space by the normal canonical
transformation using the following formula
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In the whole process, including calculating the tables, only simple add and
multiply operations are need.

2.  Longitudinal Motion

To do beam-beam studies, we need the one turn map evaluated at the
interaction point.  If the RF cavity were located at the IP, we could use the map to

also calculate the one-turn ∆τ to evaluate the RF kick.  Locating the RF at the IP,
although physically impossible, in our experience seems to yield the same physics
as the cavity located elsewhere in lattice.  The time-of-flight is calculated as a
linear function of the transverse coordinates and a high order nonlinear function of

δ.  We do not include the effect of the nonlinear transverse motion on the time-of-
flight.  It is a very small effect.

When the RF cavity is located elsewhere, we could do two things:  1) use two
nonlinear maps.  One is from IP to the cavity, and the other is from the cavity to
the IP through the rest of the ring.  If we do this, two nonlinear maps are needed
and the CPU time is doubled.  2) use one nonlinear map of the whole ring, from IP

to IP, plus two time-of-flights and two linear δ-dependent maps.  One of the time-
of-flights and one linear map is from the IP to the RF cavity, where the energy

deviation δ is updated by the RF cavity sinusoidal kick depending only on τ.

After updating δ, we proceed through the rest of the ring with the other time-of-
flight and linear map.  In most cases, the location of the RF cavities is not
important to the particle dynamics.

3.  Double Poisson Bracket Tracking



5

At large amplitude, e. g., at the vicinity of dynamic aperture, the single
Poisson bracket may not be able to achieve acceptable accuracy.  Therefore,
higher order terms in the expansion have to be included.  The next term in the
expansion is [H,[H,z]].  Tracking based on the truncation after this term is called
Double Poisson Bracket (or DPB) tracking.

The second order Poisson bracket is expanded as:
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Similar expressions are valid for the y derivatives.  Expanding the above formulas,

one can find that most of the quantities, such as ∂H/∂Jx and ∂H/∂θx, have been

calculated in SPB.  The additional quantities which need to be calculated are the
10 second order derivatives:

  

∂ 2H

∂Jx
2 = −(2Jx )−2 nx (nx − 2)C r

m,
r
n

r
m,

r
n

∑ + nx (nx − 2)cr
n J̃ r

n
r
n=even
∑









  

∂ 2H

∂θx
2 = mx

2C r
m,

r
n

r
m,

r
n

∑

  

∂ 2H

∂Jx∂θx

= (2Jx )−1 nxmxS r
m,

r
n

r
m,

r
n

∑
and the same for y, plus cross terms:

  

∂ 2H

∂Jx∂Jy

= −(2Jx × 2Jy )−1 nxnyC r
m,

r
n

r
m,

r
n

∑ + nxnycr
n J̃ r

n
r
n=even
∑









  

∂ 2H

∂Jx∂θy

= (2Jx )−1 nxmyS r
m,

r
n

r
m,

r
n

∑

  

∂ 2H

∂θx∂Jy

= (2Jy )−1 nymxS r
m,

r
n

r
m,

r
n

∑

  

∂ 2H

∂θx∂θy

= mxmyC r
m,

r
n

r
m,

r
n

∑
One can see that the formula structure is quite simple and similar to those of

∂H/∂J and ∂H/∂θ.  Thus tables generated in SPB may be used to calculate the
second order derivatives.  As the result, DPB consumes typically about 20% more
CPU time than SPB.

4.  Extend to nPB

Even in most cases the double PB is sufficient to represent the lattice, it is
natural to extend to higher PB's in more demanding cases, even for hadron
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machines.  As we have seen in the double PB section, we can build up higher PB's
based on the results from the single PB.  However, the formulas get more
complicated for higher PB's.  Here, we introduce a new notation for the formulas.

A Poisson bracket can be written as:
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[H,[H, z]] = H
i

H
j
zj( )

i
= H

i
H

ji
z j + H

i
H

j
zij

The double subscripts indicate the second order derivatives.  The derivatives
commute, i. e. , Aij  =Aji etc.  In double PB, we find zi and H

i
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in SPB.  The new quantities to be calculated are zij  and H
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Similarly, we can get 4PB and 5PB, etc., without too much difficulties.  High
order derivatives are easy to calculate in the action-angle space, as we have seen
in the previous section.  However, it is obvious that many more terms will appear
in higher PB calculation.  The order of PB should be chosen according to the
requirement of the physics problem and the speed.  In addition, since the Poison
brackets provide higher order accuracy for high order Hamiltonian terms, we
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believe that only lower order resonance terms need to go through higher PB
calculations.

IV. DISCUSSION

This resonance basis SPB or DPB tracking has been checked against Taylor
map tracking and element-by-element tracking.  Figure 1 shows an example of
PEP-II dynamic aperture calculated by the resonance basis maps.  This is the high

energy ring of PEP-II[3], with fractional tunes of 0.57/0.64, and ßy*=2cm.  The

dynamic apertures are generated by SPB and DPB tracking with a 10th order
Hamiltonian, and by the element-by-element tracking, for 1000 turns.  The circle

of the 10σ fully coupled beam size is plotted as a reference.  Radiation effects are
included.  The damping time is 5000 turns.  One can see that both SPB and DPB
tracking give about the same dynamic aperture as element-by-element tracking.
However, in many cases, DPB gives better agreement than SPB and is typically as
good as truncated power series tracking.

The agreement may be explained by Figure 2.  The difference of one turn
amplitude kicks between SPB and DPB is plotted versus amplitudes.  The
amplitude changes due to radiation damping and quantum fluctuation are also
plotted in Figure 2.  Considering the DPB to be a relatively accurate result, the

inaccuracy of SPB vertical kick exceeds the vertical radiation noise at 10.5σ.
Therefore, we expect the SPB may not be accurate enough to find the dynamic
aperture.  As for beam tail studies, we have found that the DPB, when compared
to element-by-element tracking, has provided good results in all cases we have
explored.  The SPB is adequate for most cases, however, there are examples that
show problems with SPB tracking.
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Figure 1.  Comparing dynamic aperture by element-by-element tracking, SPB and

DPB tracking.

The speed is tested on a IBM RS/6000/750 UNIX work station, which is
22~27 Mflops per second.  The CPU time for tracking one particle for 1 million
turns is listed in the following table:

CPU time 7th order Hamiltonian 10th order Hamiltonian

(min.) Bare lattice Full error Bare lattice Full error

SPB 5.0 8.6 14.3 26.8

DPB 5.8 10.3 16.8 31.8

Taylor map 8.6 40

Two lattices are tested.  The bare lattice includes high order components but no
misalignment errors.  The full error lattice includes all kinds of errors.  For a 7th
order Hamiltonian, the bare lattice has 188 resonance terms and 32 tune-shift
terms, while the full error lattice has 376 resonance terms.  For 10th order, the
bare lattice has 728 resonance terms and 80 tune-shift terms, while the full error
lattice has 1456 resonance terms.  In the tracking, radiation effects are included.
As a reference, it takes 592 minutes for element-by-element tracking using
DESPOT for 1 million turns.

Figure 3 shows the CPU time change with the number of resonances retained
in the Hamiltonian.  One can see the advantage of dropping resonance terms.
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Assuming the resonances that do not intersect the tune spread area in tune space
do not contribute to the dynamics, we may be able to reduce the number of
resonances to 50.  Then, the CPU time will be reduced to 2 to 3 minutes for SPB
or DPB tracking, which is comparable with the time spent to calculate the 5-slice
beam-beam kick.  In addition, the CPU times in fig. 3 also include the
transformation of RF cavity location.  If the cavity location is not important, we
can save more CPU time.
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Figure 2.  The amplitude kick difference between SPB and DPB plotted as a

function of amplitude.  One σ refers to A=2.2×10-4 .
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Figure 3.  Comparing CUP time for tracking 1 million turns.

VI.  CONCLUSIONS
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This method was originally designed to use in combination with our
simulation method for  beam-beam tails.  Since the tail simulation requires about
100 million particle-turns tracking, speed is essential.  We have found that since
the resonances are the dominant factor in tail formation, the resonance basis
Hamiltonian is the most suitable expression for studying the effects of lattice
nonlinearities on tail formation.  The CPU time is also acceptable.

This tracking method also can be a powerful tool in lattice design.  Once a
map is achieved, it only takes a few minutes to calculate a dynamic aperture.
Parameters in the map such as working tune may be easily changed to carry out
tune-space explorations.  Additionally, many effects, such as beam-beam
interaction and radiation, can easily be included.  These methods are now being
applied in PEP-II design work.

The nPB tracking methods  have been tested against element-by-element
tracking.  Good agreement has been achieved.  Inclusion of two Poisson brackets
is adequate for calculation of dynamic apertures.
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