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- - 
Two-photon interactions at e+e- storage rings provide the opportunity to 

study the formation of neutral resonances with positive charge conjugation. The 

coupling of a neutral meson to two photons via its constituent quarks is propor- 

tional to the fourth power of the quark charges. A measurement of the ra,diative 

width is therefore a probe of quark content, and can be used both to test theo- 

retical predictions for established mesons and to aid in the identification of exotic 

states which do not fit into the meson nonet structure. 

In the case of the light pseudoscalar mesons q(549) and n/(958), there is an 

explicit prediction for the radiative widths: ’ 

(1) - 

where fr and j’s are the singlet and octet decay constants of the SU(3) basis states 

nr and 78, analagous to the pion decay constant fir = 93 MeV. The quark charges 

enter this prediction through the pseudoscalar mixing angle t?,, which determines 

the quark content of the observed q and v’ mass eigenstates in terms of the basis 

states of flavor SU(3):2 

Thus a measurement of the radiative widths of the n and n’ mesons provides a 

measure of Op. 

In this experiment, 77 and 77’ mesons (denoted P collectively, for pseudoscalar), 

were produced in untagged two-photon interactions, and were observed in the yy 
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decay mode: 

e+e- -+ e+e-r*j* + e+e-P , P+yy . - (3) 

The data sample of 108 pb-’ was collected at the PEP e+e- storage ring (fi 

= 29 GeV) with the ASP detector. The ASP detector has been described in detail 
. 

elsewhere; 
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the features of the detector which are relevant for this analysis are 

briefly summarized below. 

The ASP detector is a non-magnetic, hermetic device which was designed for 

efficient detection of all-neutral final states over a large solid angle. The central 

calorimeter was constructed from 632 lead-glass bars of dimension 6 x 6 x 75 cm3, ar- 

ranged in four quadrants. Each lead-glass bar had a photo-multiplier tube (PMT) 

glued to one end to detect Cerenkov light. The lead-glass calorimeter was 10 ra- 1w 

diation lengths thick at normal incidence and had an energy resolution given by 

aE = lO%fl(Ein GeV). I n er t 1 eaved with the lead glass were five layers of propor- 

tional wire chamber (PWC) oriented orthogonally to the lead-glass bars. A central 

tracker inside the lead-glass calorimeter consisting of five layers of drift tubes pro- 

vided charged-track identification. A time-of-flight (TOF) system, consisting of 

scintillator paddles suspended from the ceiling above the lead-glass calorimeter, 

- was used primarily to reject cosmic ray events. Two forward calorimeter mod- 

ules constructed from lead-scintillator sandwich were located on each side of the 

interaction point (IP), extending the coverage to within 21 n-u of the beamline. 

Photon trajectories were reconstructed by combining the showers in the lead- 

glass bars and the central PWC’s; the lead-glass bars measured 0,,i, while the 

central PWC’s measured 4. (6,,, is the polar angle 8 projected onto the plane con- 
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taining the beam, normal to the lead-glass bars.) The errors on the reconstructed 
- - 

trajectories for tracks of .5 to 5 Ge.V are given by deprJ = 4.4’ and a4 = 3.2’. 

The physics triggers4 were based on sums of the PMT signals from the lead- 

glass calorimeter, including the total energy, quadrant sums and layer sums. The 

most important trigger for this analysis required approximately .7 GeV of total 
. 

lead-glass energy deposited within f20 ns of the beam crossing, with at least 

.15 GeV in the back four layers of one quadrant or of two opposite quadrants. In 

addition, diagnostic triggers recorded events from radiative Bhabha and low-angle 

Bhabha events, cosmic rays and randomly selected beam crossings. 

The event selection procedure required two neutral showers (‘photons’) within 

the acceptance of the lead-glass calorimeter, 20’ 2 B,,j 5 160’. Both 0prj and $ 
.- .* 

were required to be well-measured. To reduce the systematic error resulting from 

uncertainty in the trigger efficiency, a software trigger cut was imposed on the 

raw signal from the lead-glass calorimeter at a threshold corresponding to approxi- 

mately 700 MeV of energy. The event was then vetoed if there was: (1) more than 

25 MeV of stray energy in the lead glass; (2) more than 150 (300) MeV of energy 

in the inner (outer) forward calorimeters; (3) time-of-flight information consistent 

with a cosmic-ray event; (4) a pattern of energy deposition in either the lead glass 
- 

or the central PWC system that was either narrow and uniform, consistent with a 

minimum-ionizing track, or broad, consistent with two overlapping photons from 

the decay of a 7r”; (5) more than 20 GeV of visible energy and an acolinearity of 

less than 10’. Finally, the acoplanarity angle (the difference in azimuthal angle) 

between the two photons was required to be greater than 135’, and the net pt, 

defined as the vector sum of transverse momenta, was required to be less than 
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300 MeV/c. The net pt distribution before these last two cuts were applied is 
- - 

shown in Fig. 1 for all events with invariant mass less than 2 GeV/c?; it is sharply 

peaked toward low pt, as expected for two-photon interactions. 

The yq~ invariant mass spectrum of the final data sample is shown in Fig. 2. 

Clear peaks are evident at the q and q’ masses. Some background due to two- 
. 

photon production of the fz(1270), a tensor meson which has a large decay rate to 

7r07ro, is visible above the q’. These events may pass the event selection criteria if 

the two photons from the x0 decay overlap or if one is undetected. (The f2 peak 

is shifted down from the nominal mass due to the falling yr flux and because low 

energy photons from the x0 decays may go undetected.) 

The fit to the data (see Fig. 2) consists of the sum of two Gaussians with 

power-law tails to describe the 77 and r,~‘, and a Breit-Wigner with total width ‘* 

of 176 MeV/ c2 convoluted with a Gaussian to describe the f2. The form of the 

fitting function was determined using Monte Carlo data samples which had passed 

all event selection criteria. The mean and width of the 7’ and the f2 were then fixed 

according to the results of the Monte Carlo simulation, because these parameters 

were highly correlated in the fit. The parameters describing the power-law tails 

of the 77 and 7’ were also fixed. The number of events in each peak was a free 
- 

parameter, as were the mean and width of the 77 peak. Systematic errors for the fit 

were determined by simultaneously varying the fixed parameters. The number of 

9 events determined by the fit is 2380 f 49(stat.) f 25(sys.), with a mean invariant 

mass of 545 f 1.3 MeV/c2 and a width of 57 f 1.2 MeV/c2, in good agreement 

with the results of Monte Carlo simulation, and in reasonable agreement with the 

nominal 11 mass5 of 548.8 f0.6 MeV/c 2. The number of n’ events is determined to 
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be 568&26(stat.)f56(sys.), h w ere the systematic error is dominated by uncertainty 

in the contribution from the f2. The X2 probability of the combined fit is 4770. 

The radiative width is extracted from the fitted 77 invariant mass spectrum 

according to: 

rp = N 
Y7 5-L.c.Br(P + yy) ’ 

In this expression, P refers to either the 9 or q’, and I’$ is the radiative width in 

keV. The quantities on the right-hand side of Eq. 4 are summarized in Table 1, 

and their determination is discussed below. 

Table 1. Summary of the quantities necessary for the 
calculation of the radiative width of the q and q’. 

I 77 .- I rl’ I . 
Events from fit 2380f49f25 568f24f56 

Background 93 f 51 21 f4 

Events - Background 2287 f 49 f 57 547 f 24 f 56 

5 (nb/keV) 2.560 f .051 .362 f .007 

Efficiency .043 f .004 .131 f .008 

Luminosity (pb-‘) 108.0 f 1.4 108.0 f 1.4 

I ry branching ratio 1 .389 f .004 1 .0216 f .0016 1 

The production cross section is given by the product 6 . I’&; thus Zr has units 

of nb/keV. This quantity has been calculated using a QCD form-factor6; as an 

estimate of the uncertainty in 5 we take the difference in the accepted cross section 

with and without the form factor. The integrated luminosity, L = 108 pb-I, was 

determined using low-angle Bhabha scatters. Br(X + 77) is the branching ratio 
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into two photons, which in the case of the 77 and v’ is known from fixed target 
- - 

experiments.5 

N is the number of background-corrected events of each type; backgrounds 

which have been calculated include the fourth-order QED processes eSe- -+ e’e-77 

and e?e- + e+e-e+e- , where the electrons are n&-identified as neutral, the two- 

photon processes ry + a2(1320) + 77~’ and yy + 7r07ro in the continuum, as 

well as cosmic-ray and beam-gas backgrounds. The only significant background 

contributions in the v region are from continuum ry -+ row0 production and from 

beam-gas interactions. The former has been estimated using Monte Carlo simula- 

tion and recent experimental data7 to be 37 f 19 events. The latter was estimated 

both by selecting events produced away from the interaction point in i and by 

direct calculation.8 The two methods were in good agreement, although both had ‘* 

large errors; the average result was 53 f 47 events. In the 7’ region, the dominant 

background from the fz(1270) is determined by the fit to the data. The other 

backgrounds in the q’ region, which are all small and contribute about equally, 

are e+e- + e+e-77, and two-photon production of a2 + qn” and TOT’ in the 

continuum. 

The efficiency, c, is given by the product of the detector acceptance, the trigger 

efficiency, and the event selection efficiency. These factors were determined using 

Monte Carlo-generated samples of 77 and rj events9 with an equivalent integrated 

luminosity about seven times greater than that of the data. The events were passed 

through a detailed detector simulation routine based on the EGS electromagnetic 

lo shower simulation program. The detector acceptance, which is determined by 

requiring two photons in the region 20’ < 0,,i < 160’ and no electron scattered 
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above 21 mr, was 25.9 f 0.9% for 7 ---f 77 events and 30.6 f 0.9% for 77’ + yy 

events. 

The trigger efficiency was determined using a detailed trigger simulation which 

included threshold effects, dead channels and attenuation of Cerenkov light in the 

lead-glass bars. The software trigger cut at 700 MeV was also imposed; above this 

energy the trigger efficiency was high and fairly flat. The combined hardware and 

software trigger efficiency for events within the detector acceptance was 40.9&2.4% 

for the 7 and 94.7 f 1.1% for the 7’. 

The trigger efficiency was much lower for q events because the trigger threshold 

was above the 7 mass of 549 MeV; only those events in which the 77 was produced 

with a longitudinal boost satisfied the trigger. The effect of the trigger on q events 

can be seen in Fig. 3(a). The data points show the total energy distribution of 77 

events from the final yy data sample (.4 GeV< Mrr < .7 GeV), without the soft- 

ware trigger imposed. The solid histogram represents Monte Carlo simulation for 

the same requirements. The dashed histogram is Monte Carlo simulation without 

either the hardware or software triggers imposed. The loss in efficiency due to the 

hardware trigger is clearly evident; the good agreement between the data points 

and the solid histogram indicate that the trigger simulation is quite accurate. The 
- 

systematic error on the trigger efficiency was determined by a similar comparison 

using a data sample of 2.2 x lo5 untagged events from the fourth-order QED process 

e+e- t (e + - + e )e e -. In this high statistics study, the total energy distribution of 

the Monte Carlo simulation reproduced the data very well, as shown in Fig. 3(b). 



The efficiency of the event selection criteria for events within the detector 

acceptance which also satisfied the trigger was 41.0 f 2.4% and 45.0 f 2.6% for q 

and q’ events, respectively. Uncertainties in detector simulation were the dominant 

source of systematic error; they have been determined by detailed comparison of 

Monte Carlo simulation with data. 

Using Eq. (4) and th e results summarized in Table 1 yields the following results 

for the radiative widths: 

ryy(q) = 0.490 f 0.010 f 0.048 keV 

I’rr(q’) = 4.96 f 0.23 f 0.72 keV , 

where the first error is statistical and the second is systematic. The pseudoscalar 

mixing angle calculated using Eq. (1) is 0p = --lg.8 f 2.2’. The singlet decay .* 

constant is determined to be fi = (1.02 f .14)f,. In this calculation we have not 

assumed nonet symmetry; the near equality of fi and fX comes out naturally. To 

solve Eq. (1) we have used fs = 1.25f,, based on a calculation which incorporates 

SU(3) symmetry breaking at the one-loop level in chiral perturbation theory,” and 

have assigned a theoretical error of 5% on this calculation.2 

This value of 0p is also in agreement with the pseudoscalar mixing angle calcu- 

lated using the Gell-Mann-Okubo mass formula, provided SU(3) breaking effects 

are also incorporated in this calculation. lo Thus a consistent picture of mixing in 

the pseudoscalar meson nonet has emerged based on recent experimental evidence 

and theoretical calculations. 
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FIGURE CAPTIONS 

1) Net transverse momentum distribution of final 77 sample. 

2) Invariant mass distribution of the final ry sample. The solid line is the 

combined fit; the dashed line shows the 77’ and f2 contributions. 

3) (a) Total energy distribution for 77 + 77 events. The dashed curve is Monte 

Carlo simulation with no trigger imposed; the histogram is the same with the 

trigger requirement. The points are 7 events from the final 7-y data sample. 

(b) Total energy distribution for untagged e+e- + (e+e-)e+e- events. The 

histogram is Monte Carlo simulation with the trigger requirement imposed; 

the points are data. - 
.* 
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