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## ABSTRACT

A Monte Carlo program simulating fermion pair production is presented. It features a multiphoton bremsstrahlung out of the initial slate beams. The contributions from soft photons are summed rigorously up to an infinite order using the Yenne-Frautschi-Suura method while the contributions from up to two hard photons are also property treated. Four momenta of all soft and hard photons are explicitly generated and the total energy momentum conservation is exactly obeyed. The program is primarily aimed for LEP/SLC type experiments and will be helpful in the precise measurements of the $Z^{0}$ mass and width, the basic parameters in precision tests of standard clectroweak theory. It can also be used far away from the $Z^{0}$ resonance as well. From the point of view of the QED it provides the total cross section with precision $0.1 \%$ near $Z^{0}$ and $0.5 \%$ away from $Z^{0}$ resonance. With some restriction it can provide predictions for various asymmetries.
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## PROGRAM SUMMARY

Title of the program: YFS2.02
Computer: IBM; Installation: IBM 3081/3090/3033
Operating system: CERNVM, SLACVM, UTKVMI
Programing language used: FORTRAN 77
High speed storage required: 100000 words
No. of bits in a word: 32
Peripherals used: Line printer
No. of cards in combined program and test deck: 1339
Keywords: Radiative corrections, initial state bremssirahlung, Monte Carlo simulation, Quantum Electrodynamics, exponentiation, multiphoton emission, $Z^{0}$ boson, $e^{+} e^{-}$annihilation, electroweak theory.

Nature of physical problem:
lligh statistics data samples will be available soon in LEP and SLC experiments allowing for a precise measurements of the $Z^{0}$ mass, width and various asymmetries. Since initial state QED bremsstrahlung distorts the shape of the $Z^{0}$ resonance very strongly it will not be possible to make any statement about the agreement of these data with the standard clectroweak model before one is able to calculate all these effects very precisely. The above QED) effects depend usually on the experimental acceptance and selection criteria and it is therefore practically impossible to calculate them analytically. It is already known that in order to reach a sufficient precision level one has to sum up contributions from multiple soft photons and from up to two hard photons. In particular any program of the class presented in ref. [1] is not sufficiently precise. A number of analytical exact and approximate calculations exist for the total cross section $[2,3]$. They are very instructive but they cannot help in removing detector acceptance from the data and/or provide the integrated cross section in the presence of the realistic, complicated set of cut-offs.

## Method of solution:

The Monte Carlo event generator is the well known answer to the above problems. Any given experimental acceptance and cut-offs may be introduced casily by rejecting some part of the generated events. The main technical problem in the construction of the Monte Carlo event generator with multiple soft and hard photons is related to a necessity of generating photon momenta within a multibody Lorentz invariant phase space with the simultancous
importance sampling for strong singularities due to the bremsstrahlung matrix element and $Z^{0}$ resonance. An elegant solution of this problem, being an extension of the methods described in refs. [4], is presented in this work.

Restrictions on the complexity of the problem:
Outgoing fermion $f$ may be any lepton or quark except of $f=e^{-}, \nu_{e}$. The program is best suited for calculating the total cross section and the spin asymmetry with respect to beam polarization and also for all sorts of the detector acceptance studies. Pure electroweak corrections are not included, but we provide a detailed explanation of how to do it. Due to omission of the final state bremsstrahlung and its interference with the initial state bremsstrahlung this program cannot be used for calculation of the final state polarization asymmetry ( $\tau$ pair production) and some care is necessary in the case of calculation of the forward backward asymmeiry.

Typical running time:
CPU time for one event depends on center of mass energy and infrared cut-off. Typically, at the $Z^{0}$ position generating 1000 events costs 9 CPU seconds and off $Z^{0}$ resonance about 18 CPU seconds on the IBM 3081.
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## 1. Introduction

In the recent years an impressive evidence has been accumulated in a variety of experiments, including direct observation of $Z^{0}$ and $W^{ \pm}$bosons in $p \bar{p}$ collider, in support of the standard electroweak model [1]. A new qualitative step in its experimental verification will take place soon with the advent of the LEP and SLC $e^{+} e^{-}$colliders where high statistics data near the $Z^{0}$ resonance will become available.

The first and simplest measurement of the total cross section will provide new precise values of the $Z^{0}$ mass and width. In the next step the laborious measurements of various asymmetries will provide detailed new information on the $Z^{0}$ couplings to leptons and quarks. There is a well known problem, however, with the measurement of the $Z^{0}$ mass, width and peak cross section which is due to the initial state QED bremsstrahlung. The frequent emission of the (usually soft) photons out of the initial beams distorts strongly the Breit-Wigner $Z^{0}$ resonance shape lowering the peak cross section by $-26 \%$ and shifting the peak position by about +110 McV . In the radiative tail above the $Z^{0}$ position the QED corrections are even larger, of order $100 \%$. The emission of additional photons affects not only the total cross section but also topology of the events giving rise to nonzero acollinearity and acoplanarity angles for final fermions and to nonzero transverse momentum of the final fermion pair as a whole.

Since the above QED effects do not carry any new physical information and may only obscure the measurements of new interesting phenomena, it is therefore highly desirable to calculate and to eliminate them from the data at the precision level of a factor of 2-3 better then the best anticipated experimental error. This means that the QED initial state bremsstrahlung effects in the total cross section should be under control below $0.5 \%$. From the various non-Monte-Carlo (analytical) calculations [2-4] it is known that in order to reach a sufficient precision level it is necessary to include QED initial state corrections from up to two real/virtual photons and it is strongly recommended to sum up the contribution from the infinite number of soft photons ${ }^{(1)}$. The serious drawback of these calculations is that they feature very simple kinematical limits on the photons, as in ref. [2], or they have unspecified (and non-conserved) transverse photon momenta, as in. refs. [3, 1]. In the real experiment the combined effect of detector acceptance and
(1) See also ref. [5] for a summary review of these calculations.
of the selection criteria cannot be cast into a simple analytical form such that one may attempt to integrate the cross section analytically. At LEP/SLC experiments a Monte Carlo event generator will be for this purpose indispensable, similarly as it was in the former PETRA/PEP experiments. Presently, the only published and documented Monte Carlo event generator for the fermion pair production process at LEP/SLC energies is that of ref. [6]. It includes single photon emission only, provides the total cross section with low precision and lacks kinematical effects due to emission of the second real photon. It is definitely insufficient for LEP/SLC experiments.

One of the main lessons from refs. $[2,3,5]$ is that due to strong variation of the lowest order cross section near the $Z^{0}$ resonance one has, first of all, to sum up the contributions from multiple soft photons. The contribution from hard photon(s) really matters far away from the $Z^{0}$ resonance, especially in its radiative tail. The Monte Carlo event generator presented in this paper is based on the rigorous resummation of soft photon contributions according to the Yennie-Frautschi-Suura (YFS) method [7]. The first, still rather simple, version of the Monte Carlo algorithm used in this work was presented in ref. [8]. Some numerical results obtained from the first unpublished version of this program were presented in ref. [9]. A supplementary discussion on the underlying ideas exploited in this work the reader may find in refs. [10].

Is the strategy of the present work for calculating the higher order QED effects to concentrate first on the proper soft photon summation the only possible one? Of course it is not. Let us comment on the other options and try to explain very briefly how do they compare with the ours. It is known that much of the effects due to the initial state radiation can be qualitatively explained and calculated in a simplified picture where both $e^{ \pm}$beams fragment collinearly into photons and another $e^{ \pm}$beam such that at the moment of $e^{-} e^{+}$annihilation the total center of the mass energy is reduced and the annihilation cross section changed accordingly, see refs. [3-5]. This type of the calculation is physically very appealing and it gives a rather quick answer for the total cross section near the $Z^{0}$ with about $1-2 \%$ precision. One may even construct a Monte-Carlo event generator in which photons are emitted with zero $p_{T}$ with respect to the $e^{ \pm}$beams. After a quick start, one faces the problems, however. In order to improve on the precision of the result the beam fragmentation distributions have to be modified by hand in the soft photon limit. Generally, in this approach in order to improve further on the precision one has to go beyond the leading-log approximation. This can be done for the inclusive quantities like the total cross section [2] but unfortunately there is no known way (apart from guesses) to proceed systematically, beyond the leading-log, with the exclusive distributions necessary
for a Monte Carlo program event generator. The attempts of constructing Monte Carlo event generators in this spirit suffer from a large degree of arbitrariness and a lack of a good estimate of the actual precision of the result. In fact the only procedure for estimating the final error is to compare the results from various different, ad-hoc, procedures.

The other possible, conservative, strategy would be to make a second order Monte Carlo event generator, without any "exponentiation", following closely the work of ref. [6]. (The corresponding analytical exact second order calculation for the total cross section is already done, [2].) This approach seems, however, to be not very attractive. The first order Monte Carlo of ref. [6] is plagued with the positivity problem of the soft photon cross section: The integrated cross section with no photons above the energy cut-off $E_{\text {max }}^{\gamma}$ is roughly proportional to $1-\delta_{8}$ where

$$
\begin{equation*}
\delta_{s}=2\left(\frac{\alpha}{\pi}\right) \ln \left(\frac{s}{m_{e}^{2}}\right) \ln \left(\frac{\sqrt{s}}{2 E_{\max }^{\gamma}}\right) \tag{1.1}
\end{equation*}
$$

includes a large Sudakov-type double-logarithm and therefore $1-\delta_{S}$ may easily become negative - a disaster for the Monte-Carlo. In the second order situation gets improved because this particular cross section becomes proportional to the factor $1-\delta_{s}+\frac{1}{2} \delta_{s}^{2}$ which does not get negative ( but may get excessively positive instead). The positivity problem returns, however, in the previous bad form, in the case of one photon above and up to one real/virtual photon below $E_{\text {max }}^{\boldsymbol{\gamma}}$ (the corresponding cross section is again proportional to $1-\delta_{s}$ ). Our scheme is superior to the above solution because the summation over the infrared/soft photon contributions necessarily involves a summation of the Sudakov double-logarithmic contribution to an infinite order at the very beginning and the positivity of the differential cross section is assured automatically. Compared with the leading/next-to-leading log scheme our approach does not offer a quick start because one has to invest in the development of the new nontrivial type of the Monte-Carlo generator, but once it is done, the inclusion of the second order corrections, and of the higher ones if necessary, is relatively easy and the remaining series in the number of noninfrared/hard photons is rapidly convergent (no double logs). The two above approaches are complementary and if, at some point, the problems with the proper definition of the exclusive spectra in the next-to-leading log approach are solved, then its comparison with our scheme would be a very interesting exercise.

How do we estimate the overall precision in our approach? The soft photon corrections are summed up to an infinite order, rigorously from the point of view of perturbative QED [7], and the noninfrared/hard photon contributions are added in the scattering matrix
element one by one, i.e., order by order. The basic method is to compare the results from the first and second order calculations. ${ }^{(2)}$ A nother possibility is to compare two second order results, the usual one with the series over the noninfrared/hard photons including three terms (up to two hard photons) and another truncated to two terms only. The precision of the calculated cross section is deduced from the difference between the two results. The following estimate of the precision is obtained from these two methods: in the region up to $3 G e V$ away from the $Z^{0}$ position the precision is better than $0.1 \%$ and far away from the $Z^{0} \mathrm{it}$ is better than $0.5 \%$.

The presented program provides not only information on the total cross section but also on the topology of the experimental events. Let us first explain what the title statement about applicability of our program to two hard and multiple soft photons means. The program in fact is generating events with three and more hard photons as well. The restriction to two hard photons comes only from the fact that for three and more hard pho-

- tons the matrix element will be not correct ${ }^{(3)}$. There are two ways to proceed with these multi-hard events, either let them in the sample, knowing that they contribute negligibly ( $\leq 0.01 \%$ ) to the total cross section, or to reject them with the experimentally feasible cut-offs. Near the top of the $Z^{0}$ peak the rapidly falling cross section acts as an effective cut-off on the hard photon emission. ${ }^{(4)}$ If the experimental cut-offs are loose then the dependence of the total cross section and of other observables on cut-offs will be rather weak. Nevertheless the resolution in the typical LEP/SLC experiments will be very sharp and the effects due to emission of multiple photons will be clearly visible in many distributions, for example in the acollinearity/acoplanarity distribution of the outgoing fermions or in the total longitudinal/transverse momentum distribution of the fermion pair. The present program offers a definite and precise QFD prediction for these distributions and they may be very useful in calibrating the detector and/or testing the QED) as well. Some of these distributions depend also on photons emitted from the final state which are not yet included in the present version of the program. In this case we recommend the user to employ the unpublished but widely available program KORALZ [11] in which the present program is supplemented with the final state bremsstrahlung in an approximate way. This is a temporary solution and the real one will come with the next version of the present program. We would like also to note that the first version of the multiphoton event generator
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The layout of the paper is the following: In Section 2 we describe the Monte Carlo algorithm; in Section 3 we write down and explain in detail the QED differential cross section used in the event generation; in Section 4 the structure of the program is explained and the important subprograms and variables are listed; in Section 5 we describe how to use the program, what sort of input is required and where to find the interesting output; finally, in Section 6 we give the examples on the numerical results concentrating on the precision of the total cross section and we provide a further information on the output from the program. Short conclusions are given in Section 7.

The question of the area of applicability of the program is discussed in Sections 5 and 6. We conclude that the program in the present version is well suited for the total cross section ${ }^{(5)}$ and for the polarization asymmetry with respect to the initial beam. With some restrictions it can be used for the charge asymmetry at the top of the $Z^{0}$. It is not helpful for calculating the final state polarization asymmetry, unless it is taken as a part of KORALZ [11]. The present program can be casily interfaced with any reasonable program for pure electroweak corrections and we instruct the user at the end of Section 5 in how to do it in practice. In Section 6 we also present an example of numerical results from the Monte Carlo calculation based on the renormalization group improvement - another possible application of the presented program.

## 2. The Monte Carlo algorithm

Let us start with a formula for the total cross section which includes phase space integrals in a form ready for the Monte Carlo integration. The relation to the standard Yennie-Frautschi-Suura notation [7], used also in many other papers on the exponentiation, sec for instance refs. [13,14], can be found in the $\Lambda$ ppendix $\Lambda$. The differential cross section for the process

$$
\begin{equation*}
e^{-}\left(p_{1}\right)+e^{+}\left(p_{2}\right) \rightarrow f\left(q_{1}\right)+\bar{f}\left(q_{2}\right)+\gamma\left(k_{1}\right)+\ldots+\gamma\left(k_{n}\right) \tag{2.1}
\end{equation*}
$$

is summed over the photon multiplicity $n$ and integrated over the Lorentz invariant phase
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\[

\left.$$
\begin{array}{l}
\sigma=\sum_{n=0}^{\infty} \frac{1}{n!} \int \frac{d^{3} q_{1}}{q_{1}^{0}} \frac{d^{3} q_{2}}{q_{2}^{0}}\left(\prod_{i=1}^{n} \frac{d^{3} k_{i}}{k_{i}^{0}} \tilde{S}\left(p_{1}, p_{2}, k_{i}\right)\right) \delta^{4}\left(p_{1}+p_{2}-q_{1}-q_{2}-\sum_{i=1}^{n} k_{i}\right) \Theta_{\epsilon}^{c m} \\
\exp (2 \alpha B \tag{2.2}
\end{array}
$$+\int \frac{d^{3} k}{k^{0}} \tilde{S}\left(p_{1}, p_{2}, k\right)\left(1-\theta_{\epsilon}^{c m}(k)\right)\right) \frac{2}{\beta_{j}}\left(\dot{\beta}_{0}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}\right) .\right.
\]

Let us explain the main ingredients in the above expression.
(i) The infrared singularity in the factors

$$
\begin{equation*}
\tilde{S}\left(p_{1}, p_{2}, k\right)=-\frac{\alpha}{4 \pi^{2}}\left(\frac{p_{1}}{p_{1} k}-\frac{p_{2}}{p_{2} k}\right)^{2}=\frac{\alpha}{4 \pi^{2}}\left(\frac{2 p_{1} p_{2}}{\left(p_{1} k\right)\left(p_{2} k\right)}-\frac{m_{e}^{2}}{\left(p_{1} k\right)^{2}}-\frac{m_{e}^{2}}{\left(p_{2} k\right)^{2}}\right) \tag{2.3}
\end{equation*}
$$

is excluded from the integration domain by means of the conventional energy cut-of in the center of mass system. This is done with the help of

$$
\begin{equation*}
\Theta_{\epsilon}^{c m}=\prod_{i=1}^{n} \theta\left(\frac{2 k_{i}^{0}}{\sqrt{s}}-\epsilon\right) \tag{2.4}
\end{equation*}
$$

which is equal zero if an energy of any of the photons falls below $\epsilon \sqrt{s} / 2, s=2 p_{1} \cdot p_{2}$ and we require $\epsilon \ll 1$.
(ii) The integral includes hard photons all over the complete phase space.
(iii) The explicit dependence of the integrated cross section in eq. (2.2) on the infrared cut-off $\epsilon$, coming from the lower integration limits, is in fact completely canceled by the Yennie-Frautschi-Suura [7] form-factor

$$
\begin{align*}
& F_{\mathrm{YFS}}\left(p_{1}, p_{2}, \epsilon\right)=\exp \left(2 \alpha \operatorname{Re} B+\int \frac{d^{3} k}{k^{0}} \tilde{S}\left(p_{1}, p_{2}, k\right)\left(1-\theta\left(k^{0}-\frac{2 \epsilon}{\sqrt{s}}\right)\right)\right)  \tag{2.5}\\
& \quad=\exp \left(2 \frac{\alpha}{\pi}\left(\left[\ln \frac{s}{m_{e}^{2}}-1\right] \ln c+\frac{1}{2} \ln \frac{s}{m_{e}^{2}}-1+\frac{\pi^{2}}{3}\right)\right)
\end{align*}
$$

where the approximation $m_{e}^{2} / s \ll 1$ was used, see ref. [9] and $\Lambda$ ppendix A for definition of $2 \alpha B$ and for other details. Neither the total cross section nor any other measurable quantity depends on $\epsilon$. It plays only a role of a dummy parameter introduced to limit the multiplicity of very soft photons for the purpose of the numerical M. C. integration and it
may be set arbitrarily low.
(iv) The functions $\tilde{\beta}_{0,1,2}$ are infrared finite and are calculated perturbatively order by order. In our case one needs the second order - two loop - double bremsstrahlung matrix elements to extract them. The relevant formal definitions of $\tilde{\beta}$ 's are given in refs. [10] and the first order formulac for $\tilde{\beta}_{0,1}$ can be found in ref. [9]. The complete definitions of $\tilde{\beta}$ 's used in this program are listed in Section 3. The normalization factor $2 / \beta_{f}=2\left(1-m_{f}^{2} /\left(q_{1}+q_{2}\right)^{2}\right)^{-1 / 2}$ was adjusted such that the lowest order $\tilde{\beta}_{0}$ is simply

$$
\dot{\beta}_{0}^{(0)}\left(p_{i}, q_{i}\right) \equiv \frac{d \sigma_{\text {Born }}}{d \Omega}(\theta, s)
$$

(v) The meaning of the $\mathcal{R} p_{i}$ and $\mathcal{R} q_{i}$ is the following. Strictly speaking $\tilde{\beta}_{0,1,2}$ are defined within the corresponding 2,3 and 4 body phase space and if for a particular photon multiplicity in the formula (2.2) there are some additional photons then the proper mapping

- $\quad p_{i} \rightarrow \mathcal{R} p_{i}$ and $q_{i} \rightarrow \mathcal{R} q_{i}$ in the arguments of $\tilde{\beta}_{0,1,2}$ has to performed. In other words one has to require [7]

$$
\begin{align*}
& \mathcal{R} p_{1}+\mathcal{R} p_{2}=\mathcal{R} q_{1}+\mathcal{R} q_{2} \text { for } \tilde{\beta}_{0}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}\right) \\
& \mathcal{R} p_{1}+\mathcal{R} p_{2}=\mathcal{R} q_{1}+\mathcal{R} q_{2}+k_{l} \text { for } \tilde{\beta}_{1}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}, k_{l}\right) \text { and }  \tag{2.6}\\
& \mathcal{R} p_{1}+\mathcal{R} p_{2}=\mathcal{R} q_{1}+\mathcal{R} q_{2}+k_{l}+k_{j} \text { for } \tilde{\beta}_{2}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}, k_{l}, k_{j}\right)
\end{align*}
$$

$\Lambda s$ we see, each of the above mappings is the projection of the phase space point onto an edge of the phase space, where the edge by itself is a less-dimensional phase space. This procedure is related to the fact that in the YFS scheme of ref. [7] the infrared singular factors $\tilde{S}$ are subtracted and the residua, equal to $\tilde{\beta}$ 's, are taken at the singularity position ( $k^{0}=0$ ). The $\mathcal{R}$ procedure concerns only the arguments of $\tilde{\beta}_{i}$ and does not disturb the phase space integral nor the four-momentum conservation. The reduction procedure $\mathcal{R}$ may depend on the momenta of all fermions but may not depend on the momenta of the individual photons. This requirement is crucial for the cancellation of the infrared divergences in eq. (2.2). A definition of the $\mathcal{R}$ procedure for $\tilde{\beta}_{0}$ will be given later on in this Section and a detailed definition of the $\mathcal{R}$ operation for all $\tilde{\beta}$ 's is included in Section 3.

We shall now introduce the reader to the method of generating Monte Carlo events. The procedure of constructing our Monte Carlo algorithm is generally the following: we shall gradually simplify the integrand and the phase space limits such that at the end we obtain a simple distribution which can be easily generated with help of the uniform random
numbers. All these modifications have to be corrected for by the appropriate reweighting and rejecting the events which were generated according to the simplified distribution. At the end of this section we shall summarize on all weights which have been introduced in the course of the simplifications. The exact integrated cross section is calculable numerically using the average weights from the Monte Carlo run and may be obtained with an arbitrary precision, simply by increasing the number of generated events.

In the first place we drop out higher $\tilde{\beta}$ 's

$$
\begin{equation*}
\tilde{\beta}_{1} \longrightarrow 0, \quad \tilde{\beta}_{2} \longrightarrow 0 \tag{2.7}
\end{equation*}
$$

As we shall see later on, the effects of $\tilde{\rho}_{1,2}$ are small and, therefore, they can be easily reinstalled in the late stage of the Monte Carlo by the rejection procedure.

A next replacement

$$
\begin{equation*}
\tilde{\beta}_{0} \longrightarrow b_{0}=\frac{1}{4 \pi} \sigma_{\mathrm{Burn}}\left(\left(q_{1}+q_{2}\right)^{2}\right) \tag{2.8}
\end{equation*}
$$

is more meaningful and it should be understood as follows. First of all, since we are dealing with the resonance production we must take into account the effective shift of the center of the mass energy [7]

$$
\begin{equation*}
s \longrightarrow s^{\prime}=\left(q_{1}+q_{2}\right)^{2} \tag{2.9}
\end{equation*}
$$

in the matrix element, already in $\tilde{\beta}_{0}$. This is done by requiring that the reduction procedure (n.b. for all $\tilde{\beta}$ 's) fulfills the condition

$$
\begin{equation*}
\left(q_{1}+q_{2}\right)^{2}=\left(\mathcal{R} q_{1}+\mathcal{R} q_{2}\right)^{2} \tag{2.10}
\end{equation*}
$$

The $\mathcal{R}$ procedure for $\tilde{\beta}_{0}$ goes as follows. Starting from the laboratory system (center of the mass system for the initial beams) with the third axis pointing along $e^{-}$we make a $z$-boost such that $q_{1}^{3}+q_{2}^{3}=0$ and then another boost along the remaining transverse part of $\vec{q}_{1}+\vec{q}_{2}$ to a rest frame of $q_{1}+q_{2}$. In this frame we assign the resulting $q_{i}$ as $\mathcal{R} q_{i}$ and the fourmomenta $\mathcal{R} p_{i}$ are simply constructed as $p_{1}=\left(\sqrt{s^{\prime}} / 2,0,0, p_{z}\right), \quad p_{2}=\left(\sqrt{s^{\prime}} / 2,0,0,-p_{z}\right)$ where $p_{z}=\sqrt{s^{\prime} / 4-m_{e}^{2}}{ }^{(6)}$. Obviously, this construction fulfills conditions (2.6) and
(6) This procedure coincides well with the leading-log/collinear approximation prescription which says: take the Born differential cross section at the reduced center of the mass system with the $z$-axis pointing in this frame roughly in the direction of the beam momenta.
(2.10). In fact, neglecting the virtual correction, one may well approximate [9]

$$
\tilde{\beta}_{0}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1} \mathcal{R} q_{2}\right) \simeq \frac{d \sigma_{\mathrm{Born}}}{d \Omega}\left(s^{\prime}, \theta_{q}\right)
$$

where $\theta_{\boldsymbol{q}}$ is an angle between $\mathcal{R} p_{1}$ and $\mathcal{R} q_{1}$. In the eq. (2.8) we go on however one step further and we also neglect the angular dependence on $\theta_{q}$. This is done for the purpose of the modularity of the program. From now on we have only to worry about the squared bremsstrahlung matrix element factor $\prod_{i} \hat{S}\left(k_{i}\right)$ and about the resonance curve embodied in the $\sigma_{\text {Born }}\left(s^{\prime}\right)$. The whole complicated details about the higher order real and virtual corrections are added in the late stage of the Monte Carlo by rejection and are functionally very well separated from the rest of the program.

The net distribution which now remains for discussion is the following

$$
\begin{equation*}
\sigma^{\prime}=F_{\mathrm{YFs}}\left(p_{1}, p_{2}, \epsilon\right) \sum_{n=0}^{\infty} \frac{1}{n!} \int \prod_{i=1}^{n} \frac{d^{3} k_{i}}{k_{i}^{0}} \tilde{S}\left(p_{1}, p_{2}, k_{i}\right) \Theta_{\epsilon}^{c m} \int \frac{d \Omega_{q}}{4 \pi} \sigma_{\mathrm{Born}}\left(s^{\prime}\right) \tag{2.11}
\end{equation*}
$$

The $Z^{0}$ resonance is so sharp that we have to arrange the phase space integration and the Monte Carlo algorithm in a special way; the variable $s^{\prime}=\left(q_{1}+q_{2}\right)^{2}$ must be generated first with an appropriate importance sampling. Let us introduce a new variable

$$
\begin{equation*}
v=1-\frac{s^{\prime}}{s}=\frac{2 K I-K^{2}}{P^{2}}, \quad \Gamma=p_{1}+p_{2}, \quad K=\sum_{i=1}^{n} k_{i} \tag{2.12}
\end{equation*}
$$

as a first variable in our integral

$$
\begin{align*}
\sigma^{\prime}=F_{\mathrm{YFs}}\left(p_{1}, p_{2}, \epsilon\right) \int_{\epsilon}^{v_{\mathrm{mas}}} d v & \int \frac{d \Omega_{q}}{4 \pi} \sigma_{\mathrm{Barn}}(s(1-v))  \tag{2.13}\\
& \sum_{n=0}^{\infty} \frac{1}{n!} \int \prod_{i=1}^{n} \frac{d^{3} k_{i}}{k_{i}^{0}} \tilde{S}\left(k_{i}\right) \Theta_{\epsilon}^{c m} \delta\left(v-\frac{2 K \Gamma-K^{2}}{P^{2}}\right)
\end{align*}
$$

The condition $v \geq \epsilon$ is induced by $\Theta_{\epsilon}^{c m}$, because due to $\epsilon \ll 1$ the term $K^{2}$ in (2.12) can be safely neglected. The upper limit $v_{\max }$ on the photon phase space is in principle arbitrary but it must obviously obey $v_{\max }<1-4 m_{f}^{2} / s$.

Now comes the main point in the Monte Carlo algorithm: for a fixed value of the variable $v$ we have to generate four momenta of $n$ photons according to a distribution $\prod_{i=1}^{n} \tilde{S}\left(k_{i}\right)$ with the constraint of eq. (2.12). The solution of the problem which shall
be shown quite in a detail in the following is quite similar to that presented in ref. [8], see also ref. [15]. It consists roughly in replacing the constraint (2.12) by a simpler one. Photon momenta are generated according to the simplified constraint and the original one is recovered later on by rescaling the four momenta of all photons accordingly.

The essential preparatory step in the above procedure is the introduction of the new integration variables for the photon momenta which we shall illustrate on the integral

$$
\begin{equation*}
\sigma_{n}^{\prime}(v)=F_{\mathrm{YFS}} \sigma_{\mathrm{Born}}\left(s^{\prime}\right) \int \prod_{i=1}^{n} \frac{d^{3} k_{i}}{k_{i}^{0}} \tilde{S}\left(k_{i}\right) \delta\left(v-\frac{2 K P-K^{2}}{P^{2}}\right) \prod_{i=1}^{n-1} \theta\left(k_{i+1}^{0}-k_{i}^{0}\right) \theta\left(k_{n}^{0}-\frac{\sqrt{s}}{2} \epsilon\right) \tag{2.14}
\end{equation*}
$$

In the above we have introduced an ordering of the photon energies at the expense of the $1 / n$ ! factor and, as a result, the function $\Theta_{\epsilon}^{c m}$ was replaced by the single $\theta$ function depending on the smallest energy $k_{n}^{0}$. Let us introduce now an auxiliary variable $\lambda$ and a new delta function representing the simplified constraint

$$
\begin{align*}
\sigma_{n}^{\prime}(v)= & F_{\mathrm{YFS}} \sigma_{\mathrm{Born}}\left(s^{\prime}\right) \int d \lambda \int \prod_{i=1}^{n} \frac{d^{3} k_{i}}{k_{i}^{0}} \tilde{S}\left(k_{i}\right)  \tag{2.15}\\
& \delta\left(\lambda-\frac{2 k_{1} P}{v P^{2}}\right) \delta\left(v-\frac{2 K P-K^{2}}{P^{2}}\right) \prod_{i=1}^{n-1} \theta\left(k_{i+1}^{0}-k_{i}^{0}\right) \theta\left(k_{n}^{0}-\frac{\sqrt{s}}{2} \epsilon\right)
\end{align*}
$$

Then, we rescale all photon four momenta $k_{i}=\lambda \bar{k}_{i}$ and, next, eliminate the old delta function by integrating over $\lambda$. In the resulting integral

$$
\begin{align*}
\sigma_{n}^{\prime}(v)= & F_{\mathrm{YFs}} \sigma_{\text {Born }}\left(s^{\prime}\right) \int \prod_{i=1}^{n} \frac{d^{3} \bar{k}_{i}}{\bar{k}_{i}^{0}} \hat{S}\left(\bar{k}_{i}\right) \\
& \delta\left(\frac{2 \bar{k}_{1}^{0}}{\sqrt{s}}-v\right) \theta\left(\bar{k}_{1}^{0}-\bar{k}_{2}^{0}\right) \theta\left(\bar{k}_{2}^{0}-\bar{k}_{3}^{0}\right) \ldots \theta\left(\bar{k}_{n-1}^{0}-\bar{k}_{n}^{0}\right) \theta\left(\bar{k}_{n}^{0} \lambda_{0}(\bar{K}, v)-\frac{\sqrt{s}}{2} \epsilon\right) \mathcal{J}(\bar{K}, v) \tag{2.16}
\end{align*}
$$

the new constraints simply states that $\bar{k}_{1}^{0} \equiv v \sqrt{s} / 2$, i.e., that the most energetic photon saturates all of the energy conservation alone. The function

$$
\begin{equation*}
\mathcal{J}(\bar{K}, v)=\frac{1}{2}\left(1+\frac{1}{\sqrt{1-A v}}\right), \quad \text { where } \quad A=\frac{\bar{K}^{2} \Gamma^{2}}{\left(\bar{K} \Gamma^{\prime}\right)^{2}} \leq 1 \quad \text { and } \quad \bar{K}=\sum_{i=1}^{n} \bar{k}_{i} \tag{2.17}
\end{equation*}
$$

is a Jacobian factor left after removing the old delta function and the variable

$$
\begin{equation*}
\lambda_{0}(\bar{K}, v)=v \frac{P^{2}}{2 \tilde{K} \cdot P} \frac{2}{1+\sqrt{1-A v}}, \quad 0 \leq \lambda_{0}(\bar{K}, v) \leq 1 \tag{2.18}
\end{equation*}
$$

is a solution for the rescaling factor $\lambda$ obtained in the process of removing this old delta function. Let us notice that if there is only one photon or if the photon system has a
vanishing effective mass, $\bar{K}^{2} \rightarrow 0$, then the two constraints, new and old, coincide; there is no need for rescaling, $\lambda_{0} \rightarrow 1$, and the Jacobian disappears, $\mathcal{J} \rightarrow 1$. In fact due to the strong ordering of photon energies this is almost always the case. The other extreme situation $A \rightarrow 1$ occurs in the case of an emission of the two antiparallel and maximally energetic photons. Finally, let us introduce the explicit polar parametrization of the photon four momenta

$$
\begin{equation*}
k_{i}=\lambda_{0} \bar{k}_{i}=\lambda_{0} \frac{\sqrt{s}}{2} x_{i}\left(1, \sin \theta_{i} \cos \phi_{i}, \sin \theta_{i} \sin \phi_{i}, \cos \theta_{i}\right), \tag{2.19}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\frac{d^{3} k_{i}}{k_{i}^{0}} \tilde{S}\left(k_{i}\right)=\frac{d^{3} \bar{k}_{i}}{\bar{k}_{i}^{0}} \tilde{S}\left(\bar{k}_{i}\right)=\frac{d x_{i}}{x_{i}} d \cos \theta_{i} d \phi_{i} f\left(\theta_{i}\right) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\theta)=\frac{\alpha}{\pi^{2}}\left(\frac{1}{(1-\beta \cos \theta)(1+\beta \cos \theta)}-\frac{m_{e}^{2}}{s} \frac{1}{(1-\beta \cos \theta)^{2}}-\frac{m_{e}^{2}}{s} \frac{1}{(1+\beta \cos \theta)^{2}}\right) \tag{2.21}
\end{equation*}
$$

and $\beta=\sqrt{1-4 m_{e}^{2} / s}$. The final result of all the above transformations is a new form of the integral (2.13)

$$
\begin{gather*}
\sigma^{\prime}=F_{\mathrm{YFs}}(\epsilon) \int_{\epsilon}^{v_{\text {max }}} d v \sigma_{\mathrm{Born}}(s(1-v)) \int \frac{\dot{d} \Omega_{q}}{4 \pi}\left[\delta(v)+\sum_{n=1}^{\infty} \prod_{i=1}^{n} \int_{\epsilon}^{v} \frac{d x_{i}}{x_{i}} \int_{-1}^{1} d \cos \theta_{i} \int_{0}^{2 \pi} d \phi_{i} f\left(\theta_{i}\right)\right. \\
\left.\delta\left(v-x_{1}\right) \theta\left(x_{1}-x_{2}\right) \theta\left(x_{2}-x_{3}\right) \ldots \theta\left(x_{n-1}-x_{n}\right) \theta\left(\lambda_{0}(\bar{K}, v) x_{n}-\epsilon\right) \mathcal{J}(\bar{K}, v)\right] . \tag{2.22}
\end{gather*}
$$

It should be stressed that the above equation is complelely equivalent to eq. (2.13) and in the transition from one to another we did not make any approximation nor simplification.

The distribution (2.22) could have almost been generated with the standard uniform random numbers if there was no complicated function $\theta\left(\lambda_{0}(\bar{K}, v) x_{n}-\epsilon\right) \mathcal{J}(\bar{K}, v)$ in it. We replace it, therefore, with a simple substitute

$$
\begin{align*}
& \theta\left(\lambda_{0}(\bar{K}, v) x_{n}-c\right) \longrightarrow \theta\left(x_{n}-c\right) \\
& \mathcal{J}(\bar{K}, v) \longrightarrow \mathcal{J}_{0}(v)=\frac{1}{2}\left(1+\frac{1}{\sqrt{1-v}}\right) \tag{2.23}
\end{align*}
$$

having in mind that, as usual, it will be corrected for by the rejection. In addition, in order to ensure the stability of the rejection weights at a certain late stage of the Monte Carlo ${ }^{(7)}$
(reinlroduction of $\tilde{\beta}_{1}$ ) we also drop mass terms in the photon angular distribution

$$
\begin{equation*}
f(\theta) \longrightarrow \tilde{f}(\theta)=\left(\alpha / \pi^{2}\right)((1-\beta \cos \theta)(1+\beta \cos \theta))^{-1} \tag{2.24}
\end{equation*}
$$

With the additional change of variables, $y_{i}=\ln x_{i}$ we finally arrive at the master integral for the Monte Carlo event generation which defines the multidimensional distribution to be generated with the help of standard uniform random numbers

$$
\begin{gather*}
\sigma_{\text {crude }}=F_{\mathrm{YFS}}(\epsilon) \int_{0}^{v_{\text {max }}} d v \sigma_{\mathrm{Born}}(s(1-v)) \mathcal{J}_{0}(v)\left(\delta(v)+\frac{1}{v} \sum_{n=1}^{\infty} \prod_{i=1}^{n} \int_{\ln \epsilon}^{\ln v} d y_{i} \int_{-1}^{1} d \cos \theta_{i} \bar{f}\left(\theta_{i}\right) \int_{0}^{2 \pi} d \phi_{i}\right. \\
\left.\delta\left(\ln v-y_{1}\right) \theta\left(y_{1}-y_{2}\right) \theta\left(y_{2}-y_{3}\right) \ldots \theta\left(y_{n-1}-y_{n}\right) \theta\left(y_{n}-\ln \epsilon\right)\right) \int \frac{d \Omega_{q}}{4 \pi} . \tag{2.25}
\end{gather*}
$$

Let us explain in the following how it is actually done. Assuming for the moment that the value of the $v$ and of the photon multiplicity $n$ are already defined (see below for details) the properly ordered $y_{i}$ variables are uniformly chosen in the $(\ln \epsilon, \ln v)$ range, the angle $\theta_{i}$ according to the $\bar{f}\left(\theta_{i}\right)$ distribution in the interval $(0, \pi)$ using for example the method of ref. [6] and the $\phi_{i}$ uniformly in the ( $0,2 \pi$ ) range. Photon four momenta $\bar{k}_{i}$ are calculated using (2.19) and rescaled with $\lambda_{0}$ from (2.18). Given $Q=q_{1}+q_{2}=P-\sum k_{i}$ the momenta $q_{1}$ and $q_{2}$ are generated isotropically in the $Q$ rest frame and transformed to the laboratory system. In this way we obtain a set of momenta $q_{1}, q_{2}, k_{1}, \ldots, k_{n}$ obeying the total four momentum conservation rule and the condition $v=1-s^{\prime} / s$. The question still to be answered is: how do we generate $v$ and $n$ ? Let us integrate in (2.25) over all $y_{i}$ and the photon angles $\theta_{i}$ and $\phi_{i}$ :

$$
\begin{align*}
\sigma_{\mathrm{crude}}=F_{\mathrm{YFS}}(c) & \int_{0}^{v_{\text {max }}} d v \sigma_{\mathrm{Born}}(s(1-v)) \mathcal{J}_{0}(v)(\delta(v)  \tag{2.26}\\
& \left.+\theta(v-\epsilon) \frac{1}{v} \sum_{n=1}^{\infty} \frac{1}{(n-1)!}\left(2 \frac{\alpha}{\pi} \ln \frac{s}{m_{e}^{2}} \ln \frac{v}{\epsilon}\right)^{n-1}\right)
\end{align*}
$$

As we sec, for $v>\epsilon$ the photon multiplicity minus one is distributed according to the Poisson distribution with the average $2 \frac{\alpha}{x} \ln \left(s / m_{e}^{2}\right) \ln (v / \epsilon)$. In order to obtain the distribution
(7) We would like to thank dr. 7. Węs for pointing out to us this problem. See also Appendix B for more comments.
of $v$ we have to sum over the photon multiplicity $n$ and the result can be cast into a sum of the two $v$-integrals

$$
\begin{equation*}
\sigma_{\mathrm{crude}}=\exp \left(\delta_{\mathrm{YFs}}\right)\left(\int_{0}^{\epsilon} d v \gamma v^{\gamma-1} \sigma_{\mathrm{Born}}(s)+\int_{\epsilon}^{v_{\text {max }}} d v \sigma_{\mathrm{Born}}(s(1-v)) \mathcal{J}_{0}(v) \gamma^{\prime} v^{\gamma^{\prime}-1} \epsilon^{\gamma-\gamma^{\prime}}\right) \tag{2.27}
\end{equation*}
$$

which represent the cases $n=0$ and $n>0$ correspondingly and we define

$$
\begin{equation*}
\gamma=2 \frac{\alpha}{\pi}\left[\ln \frac{s}{m_{e}^{2}}-1\right], \quad \gamma^{\prime}=2 \frac{\alpha}{\pi} \ln \frac{s}{m_{e}^{2}} \tag{2.28}
\end{equation*}
$$

Note that the factor $\epsilon^{\gamma}=\int_{0}^{\epsilon} \gamma v^{\gamma-1} d v$ was transferred from the YFS form-factor to the integrand and the remaining part of the form-factor is denoted as

$$
\begin{equation*}
\exp \left(\delta_{\mathrm{YFS}}\right)=\exp \left(\frac{\alpha}{\pi}\left(\frac{1}{2} \ln \frac{s}{m_{e}^{2}}-1+\frac{\pi^{2}}{3}\right)\right) \tag{2.29}
\end{equation*}
$$

The variable $v$, the central variable in the Monte Carlo is generated according to the integrand of

$$
\begin{align*}
\sigma_{\text {crude }} & =e^{\delta_{\mathrm{YFs}}} \int_{0}^{v_{\text {max }}} d v \gamma v^{\gamma-1} \sigma_{\text {Born }}(s(1-v)) \mathcal{J}_{0}(v) E_{\text {mass }}(v),  \tag{2.30}\\
\mathcal{J}_{0}(v) & =\frac{1}{2}\left(1+(1-v)^{-1 / 2}\right), \quad E_{\text {mass }}(v)=1+\theta(v-\epsilon) \frac{\gamma^{\prime}}{\gamma}\left(\frac{v}{\epsilon}\right)^{\gamma^{\prime}-\gamma}
\end{align*}
$$

and once $v$ is known we decide that $n=0$ for $v<$ or $n>0$ (Poisson distribution) for $v>c$. The above formula is almost identical to the analogous one in ref. [8] except of the factor $\mathcal{J}_{0}(v)$ which is related to the dilatation Jacobian, see eqs. (2.17) and (2.23), and the factor $E_{\text {mass }}(v)$ which is entirely due to neglecting the electron mass terms in the photon angular distribution, see eq. (2.23). Note that the distribution $d \sigma_{\text {crude }} / d v$ is a complicated and strongly varying function with up to three sharp peaks at $v=0,1,1-M_{Z}^{2} / s$. It is generated with the help of a general purpose Monte Carlo subprogram for generating an arbitrary one dimensional distribution, see Section 4 for more details, which also provides the value of the (numerically) integrated cross section $\sigma_{\text {crude }}$.

The events generated according to the simplified differential cross section defined in the master equation (2.25) have now to be processed through a rejection procedure in order
to remove all approximations which were made on the way from eq. (2.2) to eq. (2.25). The rejection weight

$$
\begin{equation*}
w=\prod_{k=1}^{4} w_{k} \tag{2.31}
\end{equation*}
$$

includes four component weights $w_{k}$ which are responsible for the corresponding simplifications and we will list them below. Let us note that the precise integrated cross section is given by

$$
\begin{equation*}
\sigma=\sigma_{\text {crude }}\langle w\rangle_{\text {crude }} \tag{2.32}
\end{equation*}
$$

where the average weight $\langle w\rangle_{\text {crude }}$ is taken over the crude generated events, prior to rejection. The error on $\sigma$ is determined in the usual way by the variance of the weight $w$ and the number of the generated events.

Let us stress that the above total cross section is in our approach a result of the exact (up to statistical error) integration of the differential distribution defined in eq. (2.2) over the entire photon phase space. We doubt that the result can be ever cast into an analytical form. One may ask, however, can we gain more insight into the total and differential cross sections resulting from the Monte Carlo calculation. To this end it is very instructive to look more carefully into the $v$-distribution

$$
\begin{equation*}
\frac{d \sigma}{d v}=\frac{d \sigma_{\text {crude }}}{d v}<w>_{\text {crude }} \tag{2.33}
\end{equation*}
$$

where $d \sigma_{\text {crude }} / d v$ is known analytically, see eq. (2.30) while $<\boldsymbol{u}>_{\text {crude }}$ is calculated numerically. Since $v$ is the first variable in the Monte Carlo generation chain it is possible to fix it and to analyse (numerically) the $v$-dependence of $\langle w\rangle_{\text {crude }}$ and of each individual weight $\left\langle w_{i}\right\rangle_{\text {crude }}$. We refer the reader to $A$ ppendix $B$ for more details on this interesting exercise.

Tracing back the path of all simplification on the way from eq. (2.2) to eq. (2.25) let us first define the first weight $w_{1}$ which corresponds to dropping mass terms in the photon angular distribution

$$
\begin{equation*}
w_{1}=\prod_{i=1}^{n} \frac{f\left(\theta_{i}\right)}{\bar{f}\left(\theta_{i}\right)} \tag{2.34}
\end{equation*}
$$

In fact, this weight cancels the factor $E_{\text {mass }}(v)$ in the $v$ distribution, as can be verified numerically in the Monte Carlo calculation, see Appendix B for more details. In other words, for a given $v$ we know precisely the average of $w_{1}$, i.e., $\left.<w_{1}\right\rangle_{\text {crude }}=1 / E_{\text {mass }}(v)$.

The next two weights correspond to the simplification made on the dilatation Jacobian and the lower photon energy boundary, see eq. (2.23),

$$
\begin{align*}
& w_{2}=\frac{\mathcal{J}(\bar{K}, v)}{\mathcal{J}_{0}(v)}=\frac{1+(1-A v)^{-1 / 2}}{1+(1-v)^{-1 / 2}}  \tag{2.35}\\
& w_{3}=\theta\left(\lambda_{0}(\bar{K}, v) x_{n}-\epsilon\right)=\theta\left(\frac{2 k_{n}^{0}}{\sqrt{s}}-\epsilon\right)
\end{align*}
$$

The fourth weight corresponds to the transition from the original distribution (2.2) to eq. (2.11)

$$
\begin{align*}
w_{4}=\frac{1}{b_{0}} & \left(\tilde{\beta}_{0}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}\right)\right. \\
& \left.+\sum_{l=1}^{n} \frac{\tilde{\beta}_{1}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}, k_{l}\right)}{\tilde{S}\left(k_{l}\right)}+\sum_{\substack{l, j=1 \\
i \neq j}}^{n} \frac{\tilde{\beta}_{2}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}, k_{l}, k_{j}\right)}{\tilde{S}\left(k_{l}\right) \tilde{S}\left(k_{j}\right)}\right) \tag{2.36}
\end{align*}
$$

There is a distinct difference between the three weights $w_{1,2,3}$ and the weight $w_{4}$. The weight $w_{\mathrm{MC}}=w_{1} w_{2} w_{3}$ does not include any information on the perturbative order of the particular QED calculation nor about any other detail on the QED calculation apart from resummation of the soft photons. In a sense, the part of our program generating events according to eq. (2.11) is a general purpose MC event generator for any type/order QED calculation for process (2.1). This part of our generator is well isolated from the rest of the program and we call it our low level Monte Carlo (LLMC) generator. The type/order of the QEI) calculation is determined fully by the model weight $w_{4}$ only. In particular there exists an interesting option ${ }^{(8)}$ in which the first or second order QED calculation without exponentiation can also be emulated with the help of our LLMC generator by assigning a nonzero $w_{4} \neq 0$ for $n=0,1$ or $n=0,1,2$ and selting $w_{4}=0$ for higher photon multiplicities.

[^3]
## 3. The matrix elements and the reduction procedure

The infrared finite functions $\tilde{\beta}_{0,1,2}$ are calculable perturbatively order by order and in this section we shall present for them the second order expressions which are actually used in the program. In order to reach the precision level defined in the Introduction it is necessary to keep the exact formula for the first order contributions but it is enough to employ the leading-logarithmic approximations for the second order contributions to $\tilde{\beta}$ 's. The formal definitions of $\tilde{\beta}$ 's up to second order were given in ref. [10]. In the process of the calculation we oflen exploited the differential cross sections from refs. [2], [3] and [16].

The second order formula for $\tilde{\beta}_{0}$ includes up to two virtual photons. It is extracted, see ref. [10], from the second order expression for $d \sigma^{(2)} / d S_{q}$ and it reads

$$
\begin{equation*}
\dot{\beta}_{0}^{(2)}\left(p_{1}, p_{2}, q_{1}, q_{2}\right)=\frac{d \sigma_{\mathrm{Born}}}{d \Omega_{q}}\left(s, \theta_{q}\right)\left(1+\left(\frac{\alpha}{\pi}\right)(L-1)+\frac{1}{2}\left(\frac{\alpha}{\pi}\right)^{2} L^{2}\right), L=\ln \frac{s}{m_{e}^{2}} \tag{3.1}
\end{equation*}
$$

where $d \sigma_{\text {Born }} / d \Omega$ is the lowest order differential cross section. It should be noted that the above formula is considerably simpler than the original second order differential cross section, notably it does not include any large double logarithmic corrections which have been summed up into the Yennie-Frautschi-Suura (Sudakov) formfactor, see eq. (2.5). The vacuum polarization contribution was not included since it is understood to be included in the $Z^{0}$ and $\gamma$ propagators. The contribution from the light fermion pair production, numerically small [3], was neglected. The first order formula for $\tilde{\beta}_{0}$ was already given in ref. [9]. Reinstallation of the remaining nonleading second order corrections in the above expression would be rather straightforward since all necessary ingredients are given in ref. [2]. The zero-th and the first order versions $\tilde{\beta}_{0}^{(0)}$ and $\tilde{\beta}_{0}^{(1)}$ are obtained by truncating the higher order terms in the above expression.

The second order $\tilde{\beta}_{1}$ includes one real photon and the contributions from up to one virtual photon. It will be defined with the help of the corresponding differential cross section

$$
\begin{align*}
& D_{1}^{(2)}\left(p_{1}, p_{2}, q_{1}, q_{2}, k\right)=\frac{\alpha}{4 \pi^{2}} \frac{2 p_{1} p_{2}}{\left(k p_{1}\right)\left(k p_{2}\right)}\left[1+\left(\frac{\alpha}{\pi}\right)(L-1)\left(1+\frac{1}{2} \ln (1-\hat{\alpha}-\hat{\beta})\right)\right]  \tag{3.2}\\
& \frac{1}{2}\left((1-\hat{\alpha})^{2} \frac{d \sigma_{\mathrm{Born}}}{d \Omega_{q}}\left(s^{\prime}, \theta_{q, 1}\right)+(1-\hat{\beta})^{2} \frac{d \sigma_{\mathrm{B} \mathrm{Brn}^{\prime}}}{d \Omega \Omega_{q}}\left(s^{\prime}, \theta_{q, 2}\right)\right) W_{m}(\hat{\alpha}, \hat{\beta})
\end{align*}
$$

where

$$
\begin{equation*}
W_{m}(\hat{\alpha}, \hat{\beta})=1-\frac{m_{e}^{2}}{s} \frac{2(1-\hat{\alpha})(1-\hat{\beta})}{(1-\hat{\alpha})^{2}+(1-\hat{\beta})^{2}}\left(\frac{\hat{\alpha}}{\hat{\beta}}+\frac{\hat{\beta}}{\hat{\alpha}}\right), \quad \hat{\alpha}=\frac{k p_{2}}{p_{1} p_{2}}, \quad \hat{\beta}=\frac{k p_{1}}{p_{1} p_{2}} \tag{3.3}
\end{equation*}
$$

and the normalization constant is such that $D_{1}^{(2)} \rightarrow \tilde{S}(k) \tilde{\beta}_{0}^{(1)}$ for $\boldsymbol{k} \rightarrow \mathbf{0}$. Neglecting the $(\alpha / \pi)^{2}$ contribution leads us to the well known single bremsstrahlung matrix element with the following definition of the angles $\theta_{q, i}$ [17]: The $\theta_{q, 1}$ is taken in the rest frame of the $q_{1}+q_{2}$ as a polar angle of the $\vec{q}_{1}$ with respect to $z$-axis pointing along $\vec{p}_{1}$ in this frame while $-\vec{p}_{2}$ is used as a $z$-axis for $\theta_{q, 2}$. The $\hat{\alpha}$ and $\hat{\beta}$ are Sudakov (light-cone) variables which in the collinear situations have the following simple meaning: If $e^{-}$( $p_{1}$ ) fragments almost collinearly into a photon with a momentum fraction $z p_{1}$ and a quasi-real electron of momentum $(1-z) p_{1}$ then $\dot{\alpha}=z$ and $\hat{\beta} \simeq 0$. In this case the above distribution reduces to the Altarelli-Parisi [18] splitting function times the lowest order differential cross section

$$
\begin{equation*}
D_{1}^{(1)}\left(p_{1}, p_{2}, q_{1}, q_{2}, k\right) \sim\left(\frac{\alpha}{\pi}\right) \frac{1+(1-x)^{2}}{2 x} \frac{d \sigma_{\text {Born }}}{d \Omega_{q}}\left(s^{\prime}, \theta_{q}\right) \tag{3.4}
\end{equation*}
$$

which is the result expected in the leading-log approximation. Analogously, in the case of $e^{+}$fragmentation $\hat{\alpha} \simeq 0$ and $\hat{\beta}=z$. Note also that the distinction between $\theta_{q, 1}$ and $\theta_{q, 2}$ disappears in the collinear regions. The second order contribution in the above formula is writien in the collinear approximation. It can either be taken directly from ref. [2] or obtained by convoluting the Altarelli-Parisi function with itself [3]. Finally, the leadinglogarithmic expression ${ }^{(9)}$ for $\tilde{\beta}_{1}$ is defined as follows [7,10]

$$
\begin{equation*}
\tilde{\beta}_{1}\left(p_{1}, p_{2}, q_{1}, q_{2}, k\right)=D_{1}^{(2)}\left(p_{1}, p_{2}, q_{1}, q_{2}, k\right)-\tilde{S}\left(p_{1}, p_{2}, k\right) \tilde{\beta}_{0}^{(1)}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}\right) \tag{3.5}
\end{equation*}
$$

The above expression is manifestly finite in the $k \rightarrow 0$ infrared limit. As we see, the reduction procedure for $\tilde{\beta}_{0}$ (see previous Section for its definition) necessarily enters into the definition of $\tilde{\beta}_{1}$. It must be so since $\tilde{\beta}_{0}$ is originally defined within the two body phase space only. Let us remark on the important property of the $\tilde{\beta}_{1}$ contribution in the sum of the eq. (2.2)

$$
\begin{equation*}
\tilde{\beta}_{0}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}\right)+\sum_{l=1}^{n} \frac{\tilde{\beta}_{1}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}, k_{l}\right)}{\tilde{S}\left(p_{1}, p_{2}, k_{l}\right)} \tag{3.6}
\end{equation*}
$$

As a direct consequence of the definition of $\tilde{\beta}_{1}$ the second term (sum over $\tilde{\beta}_{1}$ 's) does not contribute at all if there is no hard photon (its relative contribution is in fact less then $10^{-3}$ for $v<0.001$ ). On the other hand, if there is one and only one, $l$-th, hard photon
(9) The precise second order formula for $D_{1}^{(2)}$ cannot be found in the literature (in ref. [2] the integration over photon angle and $d \Omega_{q}$ was performed), but it is definitely calculable.
then the corresponding $\tilde{\beta}_{1}\left(k_{l}\right)$ is dominant and the differential distribution $D_{1}\left(k_{l}\right)$ for this photon effectively replaces the whole above expression. The first $\tilde{\beta}_{0}$ in (3.6) and the $\tilde{\beta}_{0}$ inside $\tilde{\beta}_{1}\left(k_{l}\right)$ cancel each other. If there are two or more hard photons then, in this part of the phase space, the above expression is not adequate any more, and only the inclusion of $\tilde{\beta}_{2}, \tilde{\beta}_{3} \ldots$ may improve the situation.

For practical calculations the definition of $\tilde{\beta}_{1}$ must be immediately supplemented with the corresponding definition of the reduction procedure $\mathcal{R}$ specific for $\tilde{\beta}_{1}$. It appears that, for $\tilde{\beta}_{1,2}$, in addition to conditions (2.6) and (2.10) there is another constraint on the way it is defined. As discussed above, in the sum (3.6) the contribution

$$
\frac{\tilde{S}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} k_{l}\right)}{\tilde{S}\left(p_{1}, p_{2}, k_{l}\right)} \hat{\beta}_{0}\left(\mathcal{R}^{2} p_{1}, \mathcal{R}^{2} p_{2}, \mathcal{R}^{2} q_{1}, \mathcal{R}^{2} q_{2}\right) \simeq \frac{\left(k_{1}\right)_{T}^{2}}{\left(\mathcal{R} k_{l}\right)_{T}^{2}} \dot{\beta}_{0}\left(\mathcal{R}^{2} p_{1}, \mathcal{R}^{2} p_{2}, \mathcal{R}^{2} q_{1}, \mathcal{R}^{2} q_{2}\right)
$$

is present. In the case when $l$-th photon is hard this contribution should be matched (canceled) by the $\tilde{\beta}_{0}\left(\mathcal{R} p_{1}, \mathcal{R} p_{2}, \mathcal{R} q_{1}, \mathcal{R} q_{2}\right)$. This means that to a very good approximation the reduction procedure for $\tilde{\beta}_{0}$ should be idempotent, i.e., $\mathcal{R}^{2}=\mathcal{R}$ and, furthermore, for $\tilde{\beta}_{1}$ it should preserve the transverse component $k_{T}^{2} \simeq\left(k p_{1}\right)\left(k p_{2}\right) /\left(p_{1} p_{2}\right)$ of the photon momentum with respect to $p_{1}$ and $p_{2}$. To satisfy all these requirements we proceed as follows. Let us suppose that we want to eliminate all photons except the $l$-th one. With the $z$-boost along the beam move to a frame where $\left(q_{1}+q_{2}+k_{1}\right)^{3}=0$ and we pretend that there is no other photon except $k_{l}$, as in the second equation of (2.6). We define $\mathcal{R}\left(\vec{q}_{1}+\vec{q}_{2}\right)=\mathcal{R} \vec{Q} \equiv-\vec{k}_{l}$ in this frame. Then we assign $\mathcal{R} Q^{0} \equiv\left((\mathcal{R} \vec{Q})^{2}+s^{\prime}\right)^{-1 / 2}$ and $\mathcal{R} P=\mathcal{R} Q-k_{l}$. Obviously, we have obtained $\mathcal{R} P=\mathcal{R} Q+k_{l}$, i.e. the condition (2.6) is fulfilled. Since $\mathcal{R} \vec{P}=\mathcal{R} \vec{p}_{1}+\mathcal{R} \vec{p}_{2}=\overrightarrow{0}$ we easily define new (effective) beam momenta $\mathcal{R} p_{1}$ and $\mathcal{R} p_{2}$ along the $z$-axis and the only thing to be still done is to define $\mathcal{R} q_{i}$ satisfying $\mathcal{R} Q=\mathcal{R} q_{1}+\mathcal{R} q_{2}$, where $\mathcal{R} Q$ is known already. It practically means that we have to define $\mathcal{R} q_{i}$ in the rest frame of $\mathcal{R} Q$ and to transform them back to the laboratory reference frame. In order to ensure the idempotence of the reduction procedure $\mathcal{R}^{2}=\mathcal{R}$ we choose the vectors $\mathcal{R} q_{i}$ in the same way as in the case of the reduction operation for $\tilde{\beta}_{0}$ described in the previous Section, i.e., we make a boost along the longitudinal and the transverse part of $Q=q_{1}+q_{2}$ and take for $\mathcal{R} q_{i}$ the resulting $q_{i}$ in $Q$ rest frame. The exact idempotence of $\mathcal{R}$ for $\tilde{\beta}_{0}$ saves us also considerably in computing time since $\tilde{\beta}_{0}$ is calculated only once and the result is used many times. let us finally note, that the above reduction procedure differs from what was used in the earlier version of the program described (partly) in the ref. [9] where the condition (2.10) was not imposed and the $p_{i}$ momenta were not touched; $\mathcal{R} p_{i}=p_{i}$. In this case the effective shift $s \rightarrow s^{t}$ in $Z^{0}$ propagator in $d \sigma_{\text {Born }}$ in (3.6) was due
to the emission of only one (the hardest) photon. Such a procedure is perfectly sufficient for the Born cross section mildly dependent on $s$ but in the case of the very strong dependence it hinders the precision of the resulting corrected cross section. In the referred case we could only reach about $1-2 \%$ precision level near the $Z^{0}$ resonance.

The second order double bremsstrahlung matrix element, being a raw material for the construction of $\tilde{\beta}_{2}$, does not contain any virtual correction and in the leading-log/collinear approximation may be written in a following compact form

$$
\begin{align*}
& D_{2}^{(2)}\left(p_{1}, p_{2}, q_{1}, q_{2}, k_{1}, k_{2}\right)=\frac{\alpha}{4 \pi^{2}} \frac{2 p_{1} p_{2}}{\left(k_{1} p_{1}\right)\left(k_{1} p_{2}\right)} \frac{\alpha}{4 \pi^{2}} \frac{2 p_{1} p_{2}}{\left(k_{2} p_{1}\right)\left(k_{2} p_{2}\right)} \\
& \quad \frac{1}{8}\left(f_{1}\left(\hat{\alpha}_{i}, \hat{\beta}_{i}\right) \frac{2 d \sigma_{\mathrm{Born}}}{d \Omega_{q}}\left(s^{\prime}, \theta_{q, 1}\right)+f_{2}\left(\dot{\alpha}_{i}, \hat{\beta}_{i}\right) \frac{2 d \sigma_{\mathrm{Born}}}{d \Omega_{q}}\left(s^{\prime}, \theta_{q, 2}\right)\right) W_{m}\left(\hat{\alpha}_{1}, \hat{\beta}_{1}\right) W_{m}\left(\hat{\alpha}_{2}, \hat{\beta}_{2}\right) \tag{3.7}
\end{align*}
$$

where

$$
\begin{gathered}
\text { for } \quad \hat{\alpha}_{1}+\hat{\beta}_{1}>\dot{\alpha}_{2}+\hat{\beta}_{2} \quad\left\{\begin{array}{l}
f_{1}\left(\hat{\alpha}_{i}, \hat{\beta}_{i}\right)=Y\left(\hat{\alpha}_{1} ; \hat{\alpha}_{2}^{\prime}, \hat{\beta}_{2}^{\prime}\right)+Y\left(\hat{\alpha}_{1}^{\prime} ; \hat{\alpha}_{2}, \hat{\beta}_{2}\right), \\
f_{2}\left(\hat{\alpha}_{i}, \hat{\beta}_{i}\right)=Y\left(\hat{\beta}_{1} ; \hat{\alpha}_{2}^{\prime}, \hat{\beta}_{2}^{\prime}\right)+Y\left(\hat{\beta}_{1}^{\prime} ; \hat{\alpha}_{2}, \dot{\beta}_{2}\right),
\end{array}\right. \\
\text { for } \quad \hat{\alpha}_{1}+\hat{\beta}_{1} \leq \hat{\alpha}_{2}+\hat{\beta}_{2} \quad\left\{\begin{array}{l}
f_{1}\left(\hat{\alpha}_{i}, \hat{\beta}_{i}\right)=Y\left(\hat{\alpha}_{2} ; \hat{\alpha}_{1}^{\prime}, \hat{\beta}_{1}^{\prime}\right)+Y\left(\hat{\alpha}_{2}^{\prime} ; \hat{\alpha}_{1}, \hat{\beta}_{1}\right), \\
f_{2}\left(\dot{\alpha}_{i}, \hat{\beta}_{i}\right)=Y\left(\hat{\beta}_{2} ; \hat{\alpha}_{1}^{\prime}, \hat{\beta}_{1}^{\prime}\right)+Y\left(\hat{\beta}_{2}^{\prime} ; \hat{\alpha}_{1}, \hat{\beta}_{1}\right),
\end{array}\right. \\
\left.Y(x, u, v) \equiv(1-x)^{2}\left[(1-u)^{2}+(1-v)^{2}\right)\right], \\
\hat{\alpha}_{i}=\frac{k_{i} p_{2}}{p_{1} p_{2}}, \quad \hat{\beta}_{i}=\frac{k_{i} p_{1}}{p_{1} p_{2}}, \quad \hat{\alpha}_{1}^{\prime}=\frac{\hat{\alpha}_{1}}{1-\hat{\alpha}_{2}}, \quad \hat{\alpha}_{2}^{\prime}=\frac{\dot{\alpha}_{2}}{1-\dot{\alpha}_{1}}, \quad \hat{\beta}_{1}^{\prime}=\frac{\hat{\beta}_{1}}{1-\hat{\beta}_{2}}, \quad \hat{\beta}_{2}^{\prime}=\frac{\hat{\beta}_{2}}{1-\hat{\beta}_{1}} .
\end{gathered}
$$

In the collinear region the two photons may be emiticd both from the $e^{-}$beam, both from the $e^{+}$beam or each one from a different beam. It is easy to see that in each of these cases the above formula coincides with the appropriate concolution of the two Altarelli-Parisi fragmentation functions. For example for a double collinear fragmentation of

$$
e^{-}\left(p_{1}\right) \rightarrow \gamma\left(z_{1} p_{1}\right)+e^{-}\left(\left(1-z_{1}\right) p_{1}\right) \rightarrow \gamma\left(z_{1} p_{1}\right)+\left[\gamma\left(z_{2}\left(1-z_{1}\right) p_{1}\right)+e^{-}\left(\left(1-z_{2}\right)\left(1-z_{1}\right) p_{1}\right)\right]
$$

we have $x_{i}=2 k_{i}^{0} / s^{1 / 2}=\dot{\alpha}_{i}$ and $\hat{\beta}_{i} \simeq 0$ but $\dot{\alpha}_{1}=z_{1} \dot{\alpha}_{1}^{\prime}=z_{2}$ and, assuming $\hat{\alpha}_{1}>\hat{\alpha}_{2}$, the corresponding factor in $f_{1}+f_{2}$ (note that $\theta_{q, 1} \simeq \theta_{q, 2}$ ) reads

$$
Y\left(\hat{\alpha}_{1} ; \hat{\alpha}_{2}^{\prime}, \hat{\beta}_{2}^{\prime}\right)+Y\left(\hat{\beta}_{1} ; \hat{\alpha}_{2}^{\prime}, \hat{\beta}_{2}^{\prime}\right)=\left(1+\left(1-z_{1}\right)^{2}\right)\left(1+\left(1-z_{2}\right)^{2}\right)
$$

as expected from convoluting two Altarelli-Parisi functions. The other two terms in $f_{1}+f_{2}$ result from Bose symmetrization. In a similar way one may check the proper behavior of
$D_{2}$ in the case of the double fragmentation of the $e^{+}$and in the case of the independent single fragmentation of $e^{+}$and $e^{-}$. All that is very much in the spirit of refs. [3] and [4] but with two improvements relative to them. First of all the proper infrared limit is reproduced $D_{2}^{(2)} \rightarrow \tilde{S}\left(k_{1}\right) \tilde{S}\left(k_{2}\right) \tilde{\beta}_{0}^{(0)}$ for $k_{1}, k_{2} \rightarrow 0$. And secondly, in the case when one photon is hard collinear and the other hard non-collinear then our distribution still applies there. It factorizes into an Altarelli-Parisi fragmentation for the collinear photon times the exact single bremsstrahlung differential cross section at the reduced c.m.s. frame for the noncollinear one. To this end we had to introduce the two angles $\theta_{q, i}$ in $D_{1}^{(2)}$. Our distribution does not apply to the situation with the two hard noncollinear (high $p_{T}$ ) photons. Although the above leading-log approximation is sufficient for all of the practical applications one could also use the exact double bremsstrahlung matrix element calculated using spin amplitudes and spinorial technique of ref. [19]. This should be done at a certain point as a test for the above simple expression. The final expression for $\tilde{\beta}_{2}[7,10]$ reads

$$
\begin{align*}
\tilde{\beta}_{2}\left(p_{i}, q_{j}, k_{1}, k_{2}\right)= & D_{2}^{(2)}\left(p_{i}, q_{j}, k_{1}, k_{2}\right) \\
& -\tilde{S}\left(p_{i}, k_{1}\right) \tilde{\beta}_{1}^{(1)}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k_{2}\right)-\tilde{S}\left(p_{i}, k_{2}\right) \tilde{\beta}_{1}^{(1)}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k_{1}\right)  \tag{3.8}\\
& -\tilde{S}\left(p_{i}, k_{1}\right) \tilde{S}\left(p_{i}, k_{2}\right) \dot{\beta}_{0}^{(0)}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}\right)
\end{align*}
$$

where the reduction enters again, in both $\tilde{\beta}_{0}$ and $\tilde{\beta}_{1}$. In the sum

$$
\begin{equation*}
\tilde{\beta}_{0}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}\right)+\sum_{l=1}^{n} \frac{\tilde{\beta}_{1}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k_{l}\right)}{\tilde{S}\left(p_{i}, k_{l}\right)}+\sum_{\substack{l, m=1 \\ i \neq m}}^{n} \frac{\tilde{\beta}_{2}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k_{l}, k_{m}\right)}{\tilde{S}\left(p_{i}, k_{l}\right) \tilde{S}\left(p_{i}, k_{m}\right)} \tag{3.9}
\end{equation*}
$$

the contribution from the third term (sum over $\tilde{\beta}_{2}$ 's) is a small contribution except of the situation when there are two hard photons simultaneously. Then, one of $\tilde{\beta}_{2}$ contributions overtakes the whole expression and introduces the proper $D_{2}$ distribution in this region of the phase space. Again, this distribution will not be very good if there are three hard photons (or two hard non-collinear photons). The contributions to the total cross-section from these regions of the phase space are known to be extremely small. If, however, one day it will appear to be necessary to introduce the precise matrix element for three photons then the corresponding modification of our program will be quite straightforward. Only this part of the program which provides weight $w_{4}$ will have to be corrected. The rest of the program (LLMC generator) will remain unchanged.

The reduction procedure for $\tilde{\beta}_{2}$ is defined very similarly as in the case of $\tilde{\beta}_{1}$. We go with help of $z$-boost to a frame where $\left(q_{1}+q_{2}+k_{i}+k_{1}\right)^{3}=0$ and then construct $\mathcal{R} p_{i}$ and $\mathcal{R} q_{i}$ in the same way as for $\tilde{\beta}_{1}$.

## 4. The structure of the program - subprograms, variables

In this Section we provide some gencral information on the program and on its most important subprograms and we list the names of some important and most frequently used variables.

The program is divided functionally and topographically into four parts which are given the nicknames: (i) EXPAND - The main subprogram administering input/output and the main rejection loop due to the main weight $u$; (ii) YFSGEN - the low level Monte Carlo generator generating the simplified distribution defined in eq. (2.13), i.e., the phase space with the importance sampling for the bremsstrahlung peaks and the $Z^{0}$ resonance; (iii) MODEL - the part of the program calculating the model matrix element, i.e., the weight $w_{4}$; and (iv) EXPIJB - the library of utilities. In the following we shall describe briefly all these parts and give short descriptions of the most important subprograms. Each of these subprograms includes a short comment explaining its role and the meaning of its parameters.

The part EXPAND consists of subroutines EXPAND and FII,EXP. The first one is the main subroutine in the program. Its first parameter MODE, as also in many other subprograms, tells the subprogram if it is called in the initialization mode (MODE=-1) production/generation mode ( $\mathrm{MODE}=0$ ) or the final post-generation mode (MODE=1). The user must call on this subprogram, with MODE $=0$, in order to generate each Monte Carlo event but before the first event is generated he must call on it with MODE $=-1$ in order to provide the input data through its parameters. The input parameters are transferred to FILEXP which distributes them all over the various common blocks. FILEXP sets also the values of some other parameters in the program like input/ontput unit numbers, electron mass, the polarizations of $e^{ \pm}$beams ctc. After the last event is generated, the call on EXPAND with MODE $=1$ provides the value of the total cross section and a large amount of other useful information. The EXPANI) makes all sorts of book-keeping on the weights, it checks also if the weights have expected properties and compares the total Monte-Carlo cross section with the estimates obtained using analytical and Gauss integrations. See the next Section for more details on the input/output organization.

The part nicknamed YFSGEN is the low-level Monce-Carlo gencrator which generates the multiphoton events according to the simplified distribution (2.11). The main administration subprogram is here KARLUD which also features the three-fold operation mode. It generates the variable $v$ with help of the routine VESK() from the part EXPLIB. VESKO is the general purpose program for generating any distribution and the $v$-distribution is
defined by the function FUNSKO. In fact the $v$-distribution of eq. (2.30) is encoded in the function VVDIS. In order to flatten the peaks at $v=0$ and $v=1$ we make the appropriate change of the variables with the help of the function CUBIN2. No such provision is made for the $Z^{0}$ peak. KARLUD is the administrative subprogram, it mainly does the weight book-kecping and the most of the Monte Carlo algorithm is in fact contained in the subroutine KARLUD. It essentially generates the integrand of (2.13) for fixed $v$. Since $v$ is already known it, therefore, sets the photon multiplicity $n=0$ when $v<\epsilon$ or, otherwise, it generates $n$ according to a Poisson distribution with the help of the routine POISSG. In the latter case $(v>\epsilon)$ the photon momenta $\bar{k}_{i}$ are constructed by calling on the routine BREMUL and the solution for the rescaling factor $\lambda_{0}(\bar{K}, v)$ and the Jacobian factor $\dot{\mathcal{J}}(\bar{K}, v)$ is provided by the routine RESOLII. Once the photon momenta $k_{i}=\lambda_{0} \bar{k}_{i}$ are known then YFSGEN calls on the routine KINEKR which defines the fermion momenta $q_{i}$. The subroutine VFSGEN defines also the three weights $w_{1}, u_{2}$ and $w_{3}$ which are transferred to KARLUD, and later to EXPANI). The subprogram ANGBRE is called in BREMUI, and it generates the photon angle $\theta_{i}$ according to distribution $\dot{f}\left(\theta_{i}\right)$. It also provides the ratio $f\left(\theta_{i}\right) / \bar{f}\left(\theta_{i}\right)$ which is a component of the weight $w_{1}$. The whole event, i.e., $n, k_{i}$ and $q_{i}$, is stored in the common block MOMSET'. In the case of any improvement on the matrix element for the initial state bremsstrahlung, for example, the inclusion of the proper matrix element for more hard photons, or the inclusion of the higher order virtual and/or electroweak corrections, this part (YFSGEN) of the program will remain unchanged.

The model dependent weight $w_{4}$ is provided by the part called MODEL. It is calculated according to formula (2.36) in the routine MODEL,2. In fact this subprogram provides four versions of the weight $w_{4}$ and the filter-routine MODEL, selects one of them, the second order expression (2.36), as the principal model weight in our program. The MODEL defines also the maximum weight for the rejection in the main rejection loop in EXPAND, specific to a chosen type of the model weight. As it is also explained in a comment in the MODEL2, the following versions of the weight $w_{4}$ are also provided: the weights with formula (2.36) truncated to $\tilde{\beta}_{1}$ and to $\tilde{\beta}_{0}$ only, but in both cases the sccond order expressions are taken, and the weight in which the sum in (2.36) is truncated to $\dot{\beta}_{1}$ terms and the first order calculation is applied. The EXPAND calculates the averages of these weights and prints the values of the total cross sections corresponding to all above weights, see Section 6 and Appendix $B$. This is very useful for the control of the precision of the total cross section obtained with the full weight as defined in eq. (2.36). The various components in the sum (2.36) are calculated by the following subprograms: $b_{0}$ is provided by GCRUDE, $\tilde{\beta}_{0}$ by

GBETA0, $\tilde{\beta}_{1}\left(k_{l}\right) / \tilde{S}\left(k_{l}\right)$ by GBETA1 and $\tilde{\beta}_{2}\left(k_{l}, k_{j}\right) / \hat{S}\left(k_{l}\right) \tilde{S}\left(k_{j}\right)$ by GBETA2. The GBETA 0 routine calls on BVIRT0 which calculates the virtual part of $\tilde{\beta}_{0}$ (sec the bracket factor in eq. (3.1)) and on REDUM0 which performs the reduction procedure. The GBETA1 routine uses BVIRT1 to calculate the virtual part of $\tilde{\beta}_{1}$ and REDUM1 to perform the reduction procedure. Finally, the GBETA2 calls on REDUM2 which performs the corresponding reduction procedure. Among various small routines providing elements of the expressions for $\tilde{\beta}_{1,2}$ there is GTIIET $\Lambda$ which calculates the two angles $\theta_{q, i}$. The function BORNV provides the lowest order differential cross section $\sigma_{p}^{-1} d \sigma_{\text {Born }} / d \Omega(\theta, s)$, where $\sigma_{p}=4 \pi \alpha^{2} / 3 s$ enters in many places, in all $\dot{\beta}$ 's. The function BORNY calculates the integrated Born cross section (also in $\sigma_{p}$ units) with the help of BORNV employing a relation

$$
\sigma_{\text {Born }}=\frac{2}{3}\left(\frac{d \sigma_{\text {Born }}}{d \cos \theta}(1, s)+\frac{d \sigma_{\text {Born }}}{d \cos \theta}(-1, s)\right)
$$

- which is valid for any distribution of the type $c_{1}(1+\cos \theta)^{2}+c_{2}(1-\cos \theta)^{2}$. The fermion charge and the weak isospin, used in BORNV to calculate the coupling constants, is calculated in GIVIZO.

The most important routines in the utility library EXPIIB are the general purpose routine VESKO which is used to generate the variable $v$ and the routine WMONIT which is used in several subprograms to monitor various wrights. It calculates the average, the variance and counts abnormal weights: negative, above a certain limit, etc. The EXPLIB includes also the random number generator RANMAR from ref. [20] and the routine G $A$ USS for the numerical Gauss integration.

The vocabulary of the most frequently used variables is listed in the Table 1. We indicate whether the listed variable is a member of a common block. Let us finally note that, as usual in this type of the program, the whole program is written in the double precision arithmetic - mostly due to the smallness of the electron mass. There is only a very limited use of the double complex arithmetic, i.e., only for the $Z^{0}$ propagator.

## 5. How to use the program - its applicability area

In the first part of this Section we shall explain how to use the program, what are the input parameters and where to look for the output. Then, we shall explain what type of the physical measurables, cross sections, distributions, asymmetries may be calculated with the help of our program. We list the effects which are omitted in the program, indicating a rough precision levels at which they start to play a role. We also instruct the user in how to include the pure electroweak corrections.

A typical sequence of instruction needed to gencrate a thousand of the Monte Carlo events may look as follows

```
IMPLICIT DOUBLE PRECISION (A-II,O-Z)
COMMON / MOMSET / QF1(1),QF2(1),SPIUM(1),SPIIOT(100,4),NPHOT
DIMENSION XPAR(20),NPAR(20)
{ assign XPAR and NPAR }
CALL EXPAND(-1,CMSENE,XPAR,NDAR)
DO 100 IEV=1,1000
CAIL EXPAND( 0,CMSENE,XPAR,NPAR)
{ histograming }
100 CONTINUE
CALL EXPAND( 1,CMSENE,XPAR,NPAR)
XSEC=XPAR(10)
```

'The input parameters are read only for $\mathrm{MODE}=-1$. The parameter CMSFNE is the total center of the mass energy in GeV units and the other input parameters are encoded in the two arrays NPAR and XPAR. The user must necessarily define seven entries in these arrays, see the list below for a detailed description:

| Fntry | Name | Description |
| :--- | :--- | :--- |
| NPAR(1) | KEYRAD | $=2,3$ for QED first, second order |
| XPAR(1) | AMAZ | $M_{Z}$, mass of the $Z^{0}$ |
| XPAR(2) | SINW2 | $\sin ^{2} \theta_{W}, \theta_{W}$ is the electroweak mixing angle |
| XPAR(3) | GAMMZ | $\Gamma_{Z}$, width of $Z^{0}$ |
| XPAR(5) | AMFIN | $m_{f}$, mass of the final fermion |
| XPAR(6) | VVMIN | $\epsilon$, infrared cut-off, dimensionless |
| XPAR(7) | VVMAX | $v_{\text {max }}$, maximum of $v$ variable |

All these parameters are read only for M() $\mathrm{DE}=-1$ and they are ignored in the production mode, MODE $=0$. The output fermion and photon momenta are provided to the user in the
common block/MOMSET/, sce also Table 1. They are in GeV units. The momentum $q_{1}^{\mu}$ of the fermion $f$ is stored in the matrix $\mathrm{QF}^{\prime} 1(\mathrm{~K}), \mathrm{K}=1,2,3,4$, with the usual convention that QF1(4) is the energy. Similarly for the fermion $\bar{f}$ the $q_{2}$ is given by QF2. The momentum of the $i$-th photon $k_{i}$ is placed in the $\operatorname{SPHOT}(i, \mathrm{~K}), \mathrm{K}=1,2,3,4$. The third axis is pointed in the direction of $e^{-}$momentum $\vec{p}_{1}$. The photon multiplicity is provided as NPHOT. Once the histograming is done the user may want to normalize the distributions to a proper integrated cross section $\sigma$. It can be found in XPAR(10); the other elements of XPAR and NPAR may also be of some interest, see the following list:

| Entry | Name | Description |
| :--- | :--- | :--- |
| XPAR(10) | XSMC | $\sigma$ integrated Monte Carlo cross section in units of $4 \pi \alpha^{2} / 3 s$ |
| XPAR(11) | EREL | relative error on $\sigma$, estimated from the variance of the weight |
|  |  | $w$ |
| XPAR(12) | XSMCNB | $\sigma$ in nanobarns |
| NPAR(10) | NEVTOT | number of the generated events |

The call on EXPAND with MODE=1 automatically produces printout of about 50 control parameters with various pieces of useful information. We shall give a more detailed description of them in the next, Section and in $\Lambda$ ppendix B. This printout may be avoided if one calls on EXPAND with MODE $=2$. In this case the parameters XPAR and NPAR are defined as for MODE $=1$.

Jet us now comment on the applicability range of the program. As stated above (see also next Section), the program may be used to calculate the effects related to the initial state QED bremsstrahlung on the total cross section and related quantities with the precision below $0.5 \%$. Can we really talk about such a precision from the point of view of the QED, electroweak corrections and Q(Y) influence? The QED) case looks good because the contribution from the omitted final state bremsstrahlung on the total cross section is only $\delta \sigma / \sigma=\frac{3}{4} \alpha / \pi=0.003 .{ }^{(10)}$ The influence of the initial/final state interference on the unpolarized cross section is also small, $\delta \sigma / \sigma \simeq 2 \cdot 10^{-5}$ on the $7^{0}$ peak and up to $\simeq 7 \cdot 10^{-4}$ away from the peak [21]. The omitted second order contribution from the production of the light fermion pairs (going mostly into beam pipe) is about $\delta \sigma / \sigma \simeq 0.003-0.005$ see refs. [22,23,3]. Our program, as it stands, has nothing to say about the other kinds of the corrections. The parameters like $Z^{0}$ width, couplings parametrized with $\sin ^{2} \theta_{W}$ are the external entities. The pure electroweak corrections contribute to the total cross

[^4]section in principle at the level of $\delta \sigma / \sigma \simeq \alpha / \pi \simeq 0.003$. It is known, however, that the QCD corrections to the total cross sections, entering mainly through the $Z^{0}$ width, are in a percent range. One may hope that at some point the total cross section on the $Z^{0}$ resonance can be predicted from the standard model at the $1 \%$ level [22]. The precision capabilities of the presented program are definitely betler than that.

The situation looks better for the initial state polarization asymmetry $A_{L R}$. Many uncertainties like the influence of the final state QCD ) and QED radiation cancels out [21], $\delta A_{L R} \leq 0.001$ near the $Z^{0}$ position, and are below the anticipated experimental precision level 0.003 . The presented program is therefore well suited for this purpose. One has only to attach to this program the library of the electroweak corrections in a reasonable way. There are several possible ways to do it. One of them, advocated in ref. [24], is rather easy to implement - the electroweak corrections are included in the Born differential cross section which is (in the leading-logarithmic approximation) a basic building block for all differential cross sections. For more details see the latter part of this Section. A possible worry about this procedure may be related to the improper treatment of the helicity nonconserving components in the differential cross sections. These contributions are, however, known to be $\delta A_{L R} \leq 10^{-1}$ (for $v<0.9$ ) at the $Z^{0}$ position and are also below the experimental precision level [21].

Can this program, provided that electroweak corrections are added, be used to calculate the forward/backward asymmetry $A_{F B}$ ? Outside the $Z^{0}$ peak definitely not, because the effects due to the initial/final state interference induces $\delta A_{F B} \simeq+1.5 \%$ or even more and this is neglected in our program. It appears, however, that at the top of the $Z^{0}$ this contribution is suppressed very much, provided one does not apply stringent cut-offs on the photon momenta. If one accepts events with photons up to $20 \%$ of the beam energy then at the $Z^{0}$ position this contribution to $\Lambda_{F B}$ is less then 0.001 , see ref. [25]. The other type of the pure QED influence on $A_{F B}$ comes from the shift of the effective center of the mass energy $\sqrt{s}$ duc to the initial state bremsstrahlung combined with the rapid dependence of $\Lambda_{F B}$ on $s$. Since our program provides a very good control on the total cross section this effect can be, therefore, calculated with its help quite precisely. Summarizing, one may use this program to calculate $A_{F B}$ close ( $M_{Z} \pm 1 \mathrm{GeV}$ ) to the $Z^{0}$ position provided that cut-offs are very loose. A complete calculation of the QFD effects will be possible with the next version of the present program [26] which will include the final state bremsstrahlung and the final/initial state interference.

The case of the third asymmetry - spin polarization with respect to the final state polarization $\Lambda_{\text {pal }}$ measured in the $\tau$ pair production process is the most difficult because
in this case one definitely needs the emission of the photon from the outgoing $\tau$ 's [27,28]. The program in the present form is not useful for this measurement. Here we recommend that the reader uses a temporary solution which is provided within the unpublished but available program KORAIA, version 3.x, which includes the single photon emission from the final state (no interference) in addition to multiphoton effects of this program. The real solution will come again with the future development of the presented multiphoton program.
let us come to the question how to introduce casily and efficiently the electroweak corrections into the present program. The simplest way [2:1] is to replace the subprogram BORNV which provides the differential lowest order cross section with the new one providing the corrected distribution

$$
\frac{1}{\sigma_{p}} \frac{d \sigma_{13 \mathrm{orn}}}{d \Omega}(\theta, s) \quad \longrightarrow \quad \frac{1}{\sigma_{p}} \frac{d \sigma_{\mathrm{EW}}}{d \Omega}(\theta, s)
$$

One should also provide a separate new function BORNS, independent of BORNV, for the integrated corrected cross section $\sigma_{\text {Born }}$, which enters into $d \sigma_{\text {crude }} / d v$ and into $b_{0}$, see routines VVDIS and GCRUDE. For the sake of the weight stability this cross section should have the $Z^{0}$ propagator parametrized in way close to that in $d \sigma_{\mathrm{EW}} / d \Omega$. Since both the electroweak corrected distribution $d \sigma_{\mathrm{EW}} / d \Omega(\theta, s)$ will be called many times for various values of $s$ and the $\theta$, therefore, a pretabulation procedure (look-up tables) of the electroweak corrections as a function of these variables is strongly recommended in order to speed up the calculations.

Summarizing, the present program is very well suited for studies on the total cross section and the initial state polarization $A_{L R}$. With some restrictions it can be used for the charge asymmetry $A_{F B}$ and it is not yet up to standards required for the final state asymmetry $A_{\text {pol }}$.

## 6. Examples of numerical results

In this Section we shall show the examples of numerical results from our program, mainly for the total cross section - concentrating on the question of the precision of our program. We also explain where the presented results may be found in the output of the program. Included are also two distributions which can be obtained with our program and which cannot be obtained with any other Monte Carlo program which does not feature the proper resumation over the soft photons. More examples of the numerical results will be presented elsewhere.

The-results for the total cross section are presented in the Tables 2 and 3. In Table 1 we show the total cross section and the various related quantities for three energies close to the $Z^{0}$ position. All these quantities can be read directly from the output from the routine EXPAND, called al the end of the generation run with MODF=1. They can be casily found in the printout, see the excerpts from the test output included at the end of the paper. The printout from EXPAND is divided into three windows $\Lambda, B$ and $C$ and each window includes several items marked with $\Lambda 1, \Lambda 2, \Lambda 3, \ldots, B 1, B 2, \ldots$ etc. For example the principal total cross section in nanobarns is printed in window $\Lambda$ position $\Lambda 2$. We included these marks in the Tables. In fact these two Tables in themselves constitute a useful test of the program which may help to verify whether the program functions properly.

Generally, the precision of the perturbative calculation can be deduced from the convergence of the perturbative series. In our case we have already summed up the contributions from the soft photons up to infinite order and what remains is, in a sense, the expansion in a number of "hard/noninfrared" photons. This is represented in our master equation (2.2) by a series in $\tilde{\beta}$ 's and our best second order cross section $\sigma=\sigma\left(\tilde{\beta}_{0} \oplus \tilde{\beta}_{1} \oplus \tilde{\beta}_{2}\right)$, see Table 2, involves the sum $\tilde{\beta}_{0}+\sum_{i} \dot{\beta}_{1}\left(k_{i}\right) / \tilde{S}\left(k_{i}\right)+\sum_{l, m} \tilde{\beta}_{2}\left(k_{l}, k_{m}\right) / \tilde{S}\left(k_{l}\right) \hat{S}\left(k_{m}\right)$. In the Table 2 we include the cross sections in which this sum was truncated to two terms $\sigma_{1}=\sigma\left(\tilde{\beta}_{0} \oplus \tilde{\beta}_{1}\right)$ or to only one term $\sigma_{0}=\sigma\left(\tilde{\beta}_{0}\right)$. We also present separately the individual contributions from $\dot{\beta}_{i}, i=0,1,2$. All these quantities are calculated in $O\left(\alpha^{2}\right)$. The pure $O(\alpha)$ result $\sigma^{\prime}=\sigma\left(\tilde{\beta}_{0} \oplus \tilde{\beta}_{1}\right)$ is also included. As a basic measure of the precision of the integrated cross section (from the QED) point of view) we take a difference between the first and second order results, i.e., the quantity $\delta^{\prime}=\left(\sigma^{\prime}-\sigma\right) / \sigma$. $\Lambda$ s we sec from the Tables 2 and $3\left|\delta^{\prime}\right|$ is below $1.5 \cdot 10^{-3}$ for $\left|\sqrt{s}-M_{Z}\right| \leq 2 G c V$ and is below $5 \cdot 10^{-3}$ far away from the $Z^{0}$ peak. We conclude therefore, rather conservatively, that from the point of view of the initial state (QEI) bremsstrahlung the precision of our results for the integrated cross section is better than $0.1 \%$ close to the $Z^{0}$ peak and $0.5 \%$ far away from the $Z^{0}$ peak.

As we see from the Table 2 the series in $\tilde{\beta}_{\boldsymbol{i}}, i=0,1,2$ (in the second order) converges very rapidly; for instance, the contribution from $\tilde{\beta}_{2}$ in the range $\sqrt{s}=M_{Z} \pm 2 G e V$ is below $0.02 \%$. It is at most $0.5 \%$ far away from the $Z^{0}$. We treat these numbers as a further confirmation of the previously stated estimates of the precision. Let us note that even the second order cross section from $\tilde{\beta}_{0}$ alone gives near the top of the $Z^{0}\left(\left|\sqrt{s}-M_{Z}\right| \leq 1 G e V\right)$ a very good (better than $1 \%$ ) estimate of the cross section.

In both Tables 2 and 3 we also demonstrate a remarkable result concerning an agreement of our Monte Carlo cross section with the leading-log type analytical calculation of refs. [3,22]. The second order total cross section is obtained in these works in the leading-log approximation (essentially by convoluting twice the Altarelli-Parisi fragmentation function) and later it is improved by an ad hoc procedure such that the result features a proper soft-photon limit and agrees with the $O(\alpha)$ exact calculations. There is some freedom in this game and we have exploited it to write a formula of this class which - is numerically as close as possible to the result of our Monte Carlo program. We have found that the total cross section given by ${ }^{(11)}$

$$
\begin{align*}
\sigma_{A}= & \int_{0}^{v_{m a x}} d v \sigma_{\mathrm{Born}}(s(1-v)) \frac{e^{-C \gamma}}{\Gamma(1+\gamma)} e^{\delta_{\mathrm{YFs}}} \gamma v^{\gamma-1}\left(1+\delta_{S}+\delta_{H}(v)\right), \\
& \delta_{S}=\left(\frac{\alpha}{\pi}\right)(L-1)+\frac{1}{2}\left(\frac{\alpha}{\pi}\right)^{2} L^{2},  \tag{6.1}\\
& \delta_{H}(v)=v\left(-1+\frac{1}{2} v\right)+\left(\frac{\alpha}{\pi}\right) L\left(-\frac{1}{4}\left(4-6 v+3 v^{2}\right) \ln (1-v)-v\right) \\
& L=\ln \frac{s}{m_{e}^{2}}, \quad \gamma=2\left(\frac{\alpha}{\pi}\right)(L-1), \quad C=0.57721566 \ldots,
\end{align*}
$$

parametrizes the result of our program very well indect. (See eq. (2.29) for definition of $\delta_{\text {YFs. }}$.) As we see in Tables 2 and 3 it agrees with the sccond order Monte Carlo result to within the statistical error which is $\simeq 0.03 \%$ close to the $Z^{0}$ and $\simeq 0.05 \%$ away from the $Z^{0}$ resonance. Now, the natural question to be asked is: if the Monte Carlo total cross section is reproduced with the above formula so well, then how well does the integrand of the above expression reproduces the Monte Carlo result for the distribution $d \sigma / d v$. The interested reader we refer for the answer to Appendix $B$.

In the Table 2 we also include the best known non-Monte-Carlo result for the second order total cross section of ref. [2]. We show there the full second order calculation without

[^5]fermion pair production and with the by hand "exponentiation" (12) . As we see there is a very good, to within $0.1 \%$, agreement of this result with our Monte-Carlo result.

In Figs. 1 and 2 we present the photon multiplicity distribution and the transverse momentum of the muon pair as a whole. All these distributions are produced with samples of more than $10^{5}$ events. The photon multiplicity is shown for photons above 100 MeV in a normal situation, without the influence of any resonance, i.e., for $\sqrt{s}=40 \mathrm{GeV}$, on the top of $Z^{0}$ resonance $\sqrt{s}=M_{Z}=92 \mathrm{GeV}$, where the photon average multiplicity is dampened and at $\sqrt{s}=100 \mathrm{GeV}$, in the radiative tail, where it is strongly enhanced. The corresponding average multiplicities are $1.0,0.75$ and 1.52 . The distributions of the transverse momentum of the muon pair is shown at the top of the $Z^{0}$. (The analogous distribution off the peak would be more diffuse, for example the average $p_{T}$ which is 0.12 GEV at the $Z^{0}$ would rise to 0.88 Gel at $\sqrt{s}=40 \mathrm{Gel}$. It should be noted that both of these distributions would be also affected by the final state bremsstrahlung significantly.

In the present version of the program all details which do not concern the initial state bremsstrahlung (electroweak corrections, final state bremsstrahlung, $s$-dependence of the $7^{0}$ width etc.) are either neglected or included in the simplest form, in order to keep the program and its description maximally simple. All such extensions will be included and discussed in the forthcoming publications [26]. Onc exception from the above rule is the following numerical example illustrating the effects of the large ultraviolet contributions summed up using technique of the renormalization group. This result may be obtained with a minor modification of the present program, and it adresses the important problem of the interrelation of the soft and ultraviolet divergences in our calculation scheme. More precisely, the result (2.2) and the attendant numerical consequences, as presented until this point, do not address systematically the probable large ultraviolet (UV) logarithms, which may occur in $\sigma$. To handle these effects, we have used the Weinberg- 't Hooft renormalization group [29] to obtain the respective renormalization group improved form of eq. (2.2). The corresponding improvement may be realized by following the recipe in refs. $[9,10]$. In the following, we wish to illustrate the effects of the improvement.

The following numerical results we have obtained using a version of the present program which was obtained by applying the recipe in refs. [9,10] to eq. (2.2). This rather strightforward modification consists of replacing the QEI) and weak coupling constants by the corresponding running coupling constants. In particular, the $S U_{2 L}$ charge $g_{W}$, is
(12) We would like to thank Gerrit Rirgers for providing us the program 7 APPQ for calculating this cross section.
defined at $M_{W}$ here, i.e., it is assumed to be close to its value at $M_{W}$. (This is still true even at PEP and PETRA energies.) The other required input is identical to that used before. The corresponding numerical results of this renormalization group improvement are illustrated in Table 4. We see, as we have already realized in refs. [9,10], that at the $Z^{0}$ the effect is $O(1 \%)$ and that, away from the $Z^{0}$, it is necessary for the high precision simulations. We see further, however, that the effect of the $s$-dependent width, after the fashion of ref. [22], is still observable at the level of $0.1 \%$. This is consistent with the results in ref. [22].

The lesson we draw from this exercise is the following: If one wants the below $1 \%$ precision at the $Z^{0}$, the $s$-dependent width and the renormalization group improvement should be used; away from the $Z^{0}$, the latter improvement should still be used for such precision.

## 7. Conclusions

The present program represents an example of a successful full implementation of the Yennic-Frautschi-Suura soft photon summation scheme with the help of a powerful Monte Carlo technique. The profit from this approach is three-fold: (1) one may implement an arbitrary set of experimental cut-offs in the calculations (something that was in the original YFS paper discarded as an impossible dream); (2) the perturbative expansion in the number of the noninfrared/hard photons appears to be slable and fast convergent giving rise to high precision results; and (3) there is no need to resort to arbitrary, adhoc, "exponentiation" procedures at the very end of the finite order calculations since the proper soft photon resummation is the starting point.

There is a new open perspective of applying the presented techniques to a more difficult case of the final state bremsstrahlung [26] or to the process of Bhabha scattering where it is rather unclear what the usual ad-hoc "exponentiation" procedure would be. We think that in the above more difficult cases the presented technique will allow one to sum up the higher order QED effects very efficiently and the event generators of this class will be a very useful tool in analyzing the experimental data at LEP/SIC. Indeed, the low angle Bhabha scattering event generator employing the presented technique is already available [12]. Let us finally note that the present version of the program including only the initial state radiation will be still useful in many applications (quark pair production) even if a more sophisticated version with the final state bremsstrahlung [26] will become available.
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## APPENDIX A

## Mellin transform versus Monte Carlo - a relation to YFS notation

In this Appendix we shall show how our master formula (2.2) would look in a standard notation used in ref. [7] and how to translate it from one notation to another. In the notation of ref. [7] the integrated cross section for our process (2.1) reads as follows

$$
\begin{align*}
\sigma= & \int \frac{d^{4} x}{(2 \pi)^{4}} \int \frac{d^{3} q_{1}}{q_{1}^{0}} \frac{d^{3} q_{2}}{q_{2}^{0}} \exp \left[i x\left(p_{1}+p_{2}-q_{1}-q_{2}\right)+D\right] \exp [2 \alpha B+\tilde{B}]\left(\tilde{\beta}_{0}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}\right)\right. \\
& \left.+\int \frac{d^{3} k}{k^{0}} e^{-i x k} \tilde{\beta}_{1}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k\right)+\frac{1}{2!} \int \frac{d^{3} k_{1}}{k_{1}^{0}} \int \frac{d^{3} k_{2}}{k_{2}^{0}} e^{-i x k_{1}-i x k_{2}} \tilde{\beta}_{2}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k_{1}, k_{2}\right)\right) \tag{A1}
\end{align*}
$$

where

$$
\begin{align*}
& 2 \alpha B=\frac{i \alpha}{4 \pi^{2}} \int \frac{d^{4} k}{k^{2}-m_{\gamma}^{2}}\left(\frac{2 p_{1}-k}{k^{2}-2 p_{1} \cdot k}+\frac{2 p_{2}+k}{k^{2}+2 p_{2} \cdot k}\right)^{2} \\
& 2 \alpha \tilde{B}=\int \frac{d^{3} k}{k^{0}} \tilde{S}\left(p_{1}, p_{2}, k\right) \theta\left(K_{m}(\Omega)-k^{0}\right)  \tag{A2}\\
& D\left(p_{1}, p_{2},\left[K_{m}\right]\right)=\int \frac{d^{3} k}{k^{0}} \tilde{S}\left(p_{1}, p_{2}, k\right)\left(e^{-i x k}-\theta\left(K_{m}(\Omega)-k^{0}\right)\right)
\end{align*}
$$

The function $\theta\left(K_{m}(\Omega)-k^{0}\right)$ represents collectively the upper experimental limits on the real photon four-momenta. The adrantage of the Monte Carlo is that we may simply put this limit very high, for example, above the phase space limits

$$
\theta\left(K_{m}(\Omega)-k^{0}\right)=\theta\left(\sqrt{s}-k^{0}\right)
$$

The integral $\int d^{4} x$ projects out photon four-momenta which do not conserve the total energy-momentum anyway. (The $x$-dependent exponent has to be expanded prior to $x$ integration.) Summarizing, the upper limits on $k$ integration are provided by the phase space itself and all hard photons are included in the game.

Now comes the second step: we divide the photon energy integration range in $\tilde{B}$ into $k^{0}<k_{\epsilon}=\epsilon \sqrt{s} / 2$ and $k^{0}>k_{\epsilon}$, where the parameter $\epsilon$ is small (but not necessarily smaller than $m_{e} / \sqrt{s}$ )

$$
\begin{equation*}
2 \alpha \tilde{B}=\int_{k^{0}<k_{.}} \frac{d^{3} k}{k^{0}} \tilde{S}(k)+\int_{k^{0}>k_{.}} \frac{d^{3} k}{k^{0}} \tilde{S}(k) \theta\left(\sqrt{s}-k^{0}\right)=\tilde{B}(\epsilon)+R(\epsilon) \tag{A3}
\end{equation*}
$$

We combine then $R(c)$ with $D$ and we obtain

$$
\begin{equation*}
D^{\prime}=D+R(\epsilon)=\int_{k^{0}<k_{.}} \frac{d^{3} k}{k^{0}} \tilde{S}(k)\left(e^{-i x k}-1\right)+\int_{k^{0}>k_{1}} \frac{d^{3} k}{k^{0}} \tilde{S}(k) e^{-i x k} \theta\left(\sqrt{s}-k^{0}\right) \tag{A4}
\end{equation*}
$$

Now we observe that the first integral in the above formula vanishes in the limit $\epsilon \rightarrow 0$ and furthermore the $\theta\left(\sqrt{s}-k^{0}\right)$ factor in the second integral can be omitted because $\int d^{4} x$ provides an even stronger cut-off. Taking this into account we obtain

$$
\begin{align*}
\sigma= & \int \frac{d^{4} x}{(2 \pi)^{4}} \int \frac{d^{3} q_{1}}{q_{1}^{0}} \frac{d^{3} q_{2}}{q_{2}^{0}} \exp \left[i x\left(p_{1}+p_{2}-q_{1}-q_{2}\right)+\int_{k^{0}>k_{\epsilon}} \frac{d^{3} k}{k^{0}} e^{-i x k} \tilde{S}(k)\right]  \tag{A5}\\
& \exp [2 \alpha B+\tilde{B}(c)]\left(\dot{\beta}_{0}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}\right)+\int \frac{d^{3} k}{k^{0}} e^{-i x k} \tilde{\beta}_{1}\left(\mathcal{R} p_{i}, \mathcal{R} q_{j}, k\right)+\ldots\right)
\end{align*}
$$

It is now enough to expand the $x$-dependent exponent and to integrate over $x$ in order to obtain our master formula (2.2).

What are the most important differences between the Vennic-Frautschi-Suura formula ( $\Lambda \mathrm{I}$ ) and our master formula (2.2)? The first is manifestly infrared finite but it cannot be used directly for the Monte Carlo. The sccond is well suited for Monte Carlo integration, it apparently depends on infrared cut-off c but, in fact, e is a dummy regulator and it can be proved that in the limit $\epsilon \rightarrow 0$ none of the physically meaningful results depend on it. The independence of the total cross section can be shown either by reintroducing the Mellin transform and going back to Y-F-S formulation or by simple algebraic calculation without resorting to the Mellin transform, or even finally by differentiating eq. (2.2) with respect to $\epsilon$. In fact the expression ( $\Lambda 1$ ) is as a generating functional for eq. (2.2). What should be strongly stressed, however, is that both formulations are totally equivalent.

From the eq. (A1) it is also rather clear that the reduction operation $\mathcal{R}$ may depend on the fermion momenta $p_{i}, q_{i}$ but it in no way depends on the momenta of the individual photons. If this were not true then the equivalence between the eq. (2.2) and the eq. (A1) would have been broken and even the infrared finiteness would have been threatened.

## APPENDIX B

## More on Monte Carlo weights - the $\boldsymbol{v}$ distribution

The aim of this Appendix is to answer the question: is it possible in the Monte Carlo program of the type presented here, which calculates numerically a complicated multidimensional integral with the precision below $0.1 \%$, to understand in a fine detail how the final numerical result is built up. As we have indicated already in Sections 2 and 6 one should look for the answer in the distribution of the variable $v$

$$
\begin{equation*}
\frac{d \sigma}{d v}=\frac{d \sigma_{\mathrm{crude}}}{d v}<\prod_{i=1}^{4} w_{i}>_{\mathrm{crude}}, \quad \frac{d \sigma_{\mathrm{crude}}}{d v}=e^{\delta \mathrm{YFs}} \gamma v^{\gamma-1} \mathcal{J}_{0}(v) E_{\text {mass }}(v) \sigma_{\mathrm{Born}}(s(1-v)) \tag{B1}
\end{equation*}
$$

where the average $<\ldots>_{\text {crude }}$ is taken over the Monte Carlo events generated according to $d \sigma_{\text {crude }}$. We shall show that in the above distribution it is possible to understand qualitatively and quantitatively the magnitude and the $v$-dependence of the various components and therefore the magnitude of the Monte Carlo total cross section as well. Many of the quantities discussed in this $\Lambda$ ppendix may be found in the output of the program and we shall indicate where to find them and what values are expected. To obtain some of them it is necessary to run the program for fixed $v$. This is not a normal mode of work and we refer the interested user to the comments in the program on the necessary arrangement of the input parameters.

For the purpose of our detailed weight-analysis it is convenient to rewrite the eqs. (B1) as follows

$$
\begin{align*}
& \frac{d \sigma}{d v}=\frac{d \sigma_{\mathrm{rel}}}{d v}<f_{1} f_{2} f_{3} f_{4}>_{\mathrm{ref}}, \quad \frac{d \sigma_{\mathrm{rel}}}{d v}=\gamma v^{\gamma-1} \sigma_{\mathrm{Born}}(s(1-v))  \tag{B2}\\
& f_{1}=w_{1} E_{\mathrm{mass}}(v), \quad f_{2}=w_{2} \mathcal{J}_{0}(v), \quad f_{3}=w_{3}, \quad f_{4}=w_{4} e^{\delta_{\mathrm{YFs}}}
\end{align*}
$$

It should be noted that for fixed $v$ there is no difference between the two averages $<>_{\text {crude }}$ and $<>_{\text {ref }}$. In the following we shall look into the average weights $<f_{i}>_{\text {ref }} i=1,2,3$ separately, then into $<f_{1} f_{3}>_{\text {ref }}$ and $<f_{1} f_{2} f_{3}>_{\text {ref }}$, and finally we shall include the model weight $f_{4}$ into the game. It makes sense to explore the average weights separately because, as we shall see, a simple factorization principle $\left.\left.<f_{1} f_{2} f_{3}>_{\text {ref }}=<f_{2}\right\rangle_{\text {ref }}<f_{1} f_{3}\right\rangle_{\text {ref }}$ holds. Let us note that the reference differential cross section $d \sigma_{\mathrm{ref}} / d v$ which we have isolated out, when taken alone, determines the value of the total cross section to within $10 \%$. Furthermore, for the $\sigma_{\text {Born }}$ weakly dependent on $s$ we have roughly $\sigma_{\text {ref }} \simeq \sigma_{\text {Born }}(s)$ due to $\int_{0}^{1} \gamma v^{\gamma-1} d v=1$. In order to see betier what happens in the case of the production of the $Z^{0}$ resonance we shall typically "expand" the region of the small $v$ (which contributes
most of the total cross section) by introduction of a convenient "natural" variable $z=\boldsymbol{v}^{\boldsymbol{\gamma}}$ in which $d \sigma_{\text {ref }} / d z \simeq \sigma_{\text {Born }}\left(s\left(1-z^{1 / \gamma}\right)\right)$. This new distribution turns out to be rather flat for $z<0.5$ and may show up a resonance structure above $z \simeq 0.5$. The value of $\sigma_{\text {Born }}$ changes less than $1 \%$ for $z<0.57\left(v<5.4 \cdot 10^{-3}\right)$ at $\sqrt{s}=M_{Z}$, for $z<0.53\left(v<2.8 \cdot 10^{-3}\right)$ at $\sqrt{s}=M_{Z}+2 G e V$ and for $z<0.39\left(v<1.6 \cdot 10^{-4}\right)$ at $\sqrt{s}=M_{Z}-2 G e V$.

The factor $E_{\text {mass }}(v)$, as it was pointed out in Section 2, is canceled cxactly by the mass weight $w_{2}$, i.e., we expect $\left.<f_{1}\right\rangle_{\mathrm{ref}} \equiv 1$. All that is a purely technical trick - we overpopulate the region of the phase space with photons almost collinear to $e^{ \pm}$in order to reject these supplementary events shortly after. Not quite all of them are rejected however -- the model weight $w_{4}$ spares some of them from the rejection. This is related to the fact that soft photons cannot flip fermion helicity while hard photons can. The corresponding additional helicity-flip (positive) contribution to the differential cross section is located almost entircly in the region of the very small angle photon emission, see ref. [30]. If we did not take this phenomenon into account in the $d \sigma_{\text {crude }}$, the total Monte Carlo rejection weight would fluctuate wildy (although for a small fraction of events), threatening the overall convergence of the calculation. The quantity $<f_{1}>_{\text {ref }}-1$ is calculated in the program and printed in the window $B$, position $B 0$ of the output from the routine K $\Lambda$ RLUD. The user of the program may verify by himself that within a statistical error this quantity is always equal to zero.

The weight

$$
\begin{equation*}
f_{2}=\mathcal{J}_{0}(v) w_{2}=\mathcal{J}(\bar{K}, v)=\frac{1}{2}\left(1+\frac{1}{\sqrt{1-A v}}\right) \tag{B3}
\end{equation*}
$$

includes the variable $A=K^{2} P^{2} /(K \Gamma)^{2}$ which is a (complicated) function of the total photon momentum $K$ such that $0 \leq A \leq 1$ and for small effective mass $K^{2}$ of the photon system $A \simeq 0$. The origin of the above weight is related to the rescaling transformation used to impose the energy conservation on the photons. The presence of the weight $f_{2}$ reflects the fact that this dilatation transformation underpopulates the region of the phase space with the two hard anticollinear photons. In the Monte Carlo $f_{2}$ is introduced in such a way that first we overpopulate all hard photon events by inclusion of $\mathcal{J}_{0}(v)$ in the $d \sigma_{\text {crude }}$ and later on we reject selectively with the weight $w_{2}$ giving more survival chances to events with antiparallel photons. The factor $\mathcal{J}_{0}(v)$ from $d \sigma_{\text {crude }}$ cancels precisely the other factor $\mathcal{J}_{0}^{-1}(v)$ in $w_{2}$, leaving in the $d \sigma / d v$ the net result $f_{2}$. The program provides an information on $\left\langle f_{2}\right\rangle_{\text {ref }}$ : in the window $B$ position $B 2$, of the output from routine KARLUD one may find the Monte Carlo result for $<f_{2}>_{\text {ref }}$. From the inspection of the eq. (B3) we expect $<f_{2}>_{\text {crude }} \simeq 1$ for $v \ll 1$. The Monte Carlo calculation gives $1 \leq<f_{2}>_{\text {ref }} \leq 1.001$ for
$v<0.03$ and it increases up to $<f_{2}>_{\text {crude }} \simeq 1.06$ for $v \simeq 0.9$. The Monte Carlo result for this average is plotted as a function of $z=v^{\boldsymbol{\gamma}}$ in Fig. 3a.

The third weight $f_{3}=w_{3}$ is related again to the process of imposing the energy conservation on the photons by means of the scaling down of the photon momenta. In this procedure we get sometimes an event with the energy below the $\epsilon \sqrt{s} / 2$ limit. Such an event is attributed the zero weight and is later rejected. The weight $f_{3}$ is a complicated function of the photon momenta; nevertheless, we know almost ceverything about its average. First of all, in the range $\epsilon \ll v \ll 1$ we expect

$$
\begin{equation*}
<f_{3}>_{\mathrm{ref}}=\frac{e^{-C \gamma^{\prime}}}{\Gamma\left(1+\gamma^{\prime}\right)}=g\left(\gamma^{\prime}\right) \tag{B4}
\end{equation*}
$$

and/or equivalently

$$
\begin{equation*}
<f_{3} f_{1}>_{\mathrm{ref}}=\frac{e^{-C \gamma}}{\Gamma(1+\gamma)}=g(\gamma) \tag{B5}
\end{equation*}
$$

These identities are related to the well known phenomenon of the competition of the soft photons for the total energy. The right hand side of eq. (B5) is the result of the analytical calculation made with the help of the Mellin transform, sec for instance refs. [7,13]. From the Monte Carlo calculation this average (probably for the first time) was obtained in ref. [8]. The value of $<f_{3} f_{1}>_{\text {ref }}-g(\gamma)$ is included in the output of the program, sce window $B$, entry $B 8$, of the output from KARLUD, and one may see that for $10^{2} \epsilon \leq v<0.2$ it is equal zero to within $10^{-3}$. What about lower values of $v$ ? First of all $f_{2} \equiv 1$ for $v \leq \epsilon$, on the other hand, again from the analytical calculation [7], it is known that

$$
\begin{equation*}
\int_{0 \leq v \leq v_{\max }} w_{1} w_{3} d \sigma_{\mathrm{crude}} \simeq \int_{0 \leq v \leq v_{\max }} f_{1} f_{3} d \sigma_{\mathrm{ref}}=v_{\max }^{\gamma} \frac{e^{-C \gamma}}{\Gamma^{\gamma}(1+\gamma)} \sigma_{\text {Born }}(s) \tag{B6}
\end{equation*}
$$

This relation will be true provided that $\varepsilon \ll v_{\max } \ll 1$ and $v_{\text {max }}$ is small enough for $\sigma_{\text {Born }}(s(1-v))$ to be independent of $v$. The above identity implies that the average $<f_{1} f_{3}>$ has to have some structure near $v=\epsilon$. One can make a Monte Carlo numerical exercise and plot $<f_{1} f_{3}>_{\text {ref }}$ as a function of $z=v^{\gamma}$. As we see in Fig. 3a, $<f_{1} f_{3}>_{\text {ref }} \equiv 1$ for $v \leq \epsilon$, then $<f_{1} f_{3}>_{\text {ref }} \simeq g(\gamma)$ for $10^{2} \epsilon<v$ and, finally, in the region $\epsilon<v<10^{2} \epsilon$ it shows a few percent dip. Since our program reproduces eq. (B6) rather well it is therefore quite obvious that the role of the dip is to correct the integrated cross section for the lack of the factor $g(\gamma)$ in the $0<v<\epsilon$ range. The net influence of the above unphysical structure on the integrated cross section and other observables is in the limit $\epsilon \rightarrow 0$ totally negligible
and we may really not worry about it. The only practical lesson is that the cut-off $\epsilon$ should be kept about a factor of $10^{2}$ below the resolution limit set by the experiment or the energy variation of $\sigma_{\text {Born }}{ }^{(13)}$ The mechanism of the dip development is rather simple: Contrary to the situation in the region $v_{\max } \gg \epsilon$ where the frequency of an event with the photon energy falling below the $\epsilon \sqrt{s} / 2$ limit is independent of $v$ and equals precisely $1-g(\gamma)$, for $v$ approaching $\epsilon$ such an event happens more often. This is true for events with two or more photons. For example the two photons with the energy above $\epsilon \sqrt{s} / 2$ cannot make $v$ below $2 c$, i.e., all events with $\epsilon<v<2 \epsilon$ and the photon multiplicity $n \geq 2$ will get rejected. ('This well known phenomenon can be observed already in the conventional second order (QEI) calculation.)

The collective result $<f>=<f_{1} f_{2} f_{3}>_{\text {ref }}$ is plotted in Fig. 3b as a function of $z$. As we see, from comparing Figs. 3a and 3b the factorization $<f>=<f_{2}><f_{2} f_{3}>$ holds, the $v$ dependence of $<f\rangle$ is now fully understood and can be summarized as follows: The dip in the vicinity of $v=\epsilon$ and the plateau $<f>\equiv 1$ for $v<\epsilon$ are the unphysical artifacts of the Monte Carlo integration with the finite cut-off (infrared regulator) $\epsilon$ while the $<f\rangle=g(\gamma)$ plateau for $v>10^{2} \epsilon$ is the "normal" situation and the slight enhancement of $\langle f\rangle$ at higher $v$ reflects the phase space factor $f_{2}$ from hard anticollinear photons. The net effect of the weights $f_{i}, i=1,2,3$ can be summarized in the effective distribution which for $v<10^{-2}$ approximates well the Monte Carlo result

$$
\begin{equation*}
\left(\frac{d \sigma_{\mathrm{ref}}}{d v}<f_{1} f_{2} f_{3}>_{\mathrm{ref}}\right)_{e f f .}=\gamma v^{\gamma-1} \frac{e^{-C \gamma}}{\Gamma(1+\gamma)} \sigma_{\mathrm{Born}}(s(1-v)) \tag{B7}
\end{equation*}
$$

This looks already like a part of the integrand in eq. (6.1). Let us include now the model weight $f_{4}=e^{\delta_{\mathrm{YFs}}} w_{4}$ in the game. It includes the sum of the contributions form $\tilde{\beta}_{0}, \tilde{\beta}_{1}$ and $\hat{\beta}_{2}$. As it was indicated in Section 6 the magnitude of the corresponding contribution is provided by the program. From a series of the MC events generated at various fixed $v$ 's one may learn that for $v<10^{-3}$ the contribution from $\tilde{\beta}_{0}$ dominates, i.e., the relative contribution from the other two $\tilde{\beta}$ 's is below $10^{-3}$. (In fact $\tilde{\beta}_{2}$ switches on, at the same level of $10^{-3}$, for much higher $v$, i.e., for $v>0.12$.) The net contribution from $\tilde{\beta}_{0}$ will be roughly $1+\delta_{S}$ where $\delta_{S}=(\alpha / \pi)(L-1)+\frac{1}{2}(\alpha / \pi)^{2} L^{2}$, see the second order expression for $\tilde{\beta}_{0}$ in eq. (3.1). The main role of the contribution from $\tilde{\beta}_{1}$ is to reinstall in the spin factor
(13) Let us note that if we had lowered $\epsilon$ then the dip would move gradually to $z=0$ and, for extremely low $c$, it would disappear completely. Such a small $\epsilon$ would be rather inconvenient, however, due to unnecessary loss of the speed of the program.
$\frac{1}{2}\left(1+(1-v)^{2}\right)$ in $d \sigma / d v$. In view of that it is quite clear that the Monte Carlo result for $d \sigma / d v$ can be parametrized with an effective distribution

$$
\begin{equation*}
\left(\frac{d \sigma}{d v}\right)_{e f f .}=e^{\delta_{\mathrm{YFS}}} \gamma v^{\gamma-1} \frac{e^{-C \gamma}}{\Gamma(1+\gamma)}\left(1+\delta_{S}\right) \frac{1+(1-v)^{2}}{2} \sigma_{\mathrm{Born}}(s(1-v)) \tag{B8}
\end{equation*}
$$

In the next plot, see Fig. 4, we shall compare the complete second order Monte Carlo (MC) results for $d \sigma / d z$ with the other Monte Carlo and analytical results. In order to be able to see the effects at the "resolution" level of $0.1 \%$ we have to remove from $d \sigma / d z$ large and "trivial" effects discussed above, see eq. (B8). All fine details can be seen if we look into the distribution

$$
\begin{equation*}
\rho(z)=\frac{d \sigma / d v}{\gamma v^{\gamma-1} \sigma_{\mathrm{B}, \mathrm{rn}}(s(1-v)) \frac{1}{2}\left(1+(1-v)^{2}\right)}=\frac{d \sigma / d z}{\sigma_{\mathrm{Born}}\left(s\left(1-z^{1 / \gamma}\right)\right)\left(1+\left(1-z^{1 / \gamma}\right)^{2}\right) / 2} \tag{B9}
\end{equation*}
$$

In Fig. 4 we plot the MC first and second order result for $\rho(z)$, all from the MC runs at fixed $v$. The MC results below $v=0.01$ are consistent with the previously discussed $z$ dependence of the average $<f>=<f_{1} f_{2} f_{3}>_{\text {ref }}$. The second order MC result agrees well with the formula (6.1) - the biggest difference being $0.5 \%$ at $v=0.9$. It is therefore not surprising that the corresponding total cross sections near $Z^{0}$ resonance agree to within $0.03 \%$, see Table 2. The first and sccond order MC results start do differ for $v>0.2$ and the difference goes up to $12 \%$ for $v=0.8$. In the plot we have also included the typical example of the first order analytical "exponentiated" result of ref. [3]; more precisely it is a version of ref. [22] with the truncated second order terms. It differs with all other $M \mathrm{C}$ and analytical results at the level of a few percent for $v>0.5$. It is interesting to observe that the MC first order result at $v>0.4$ tends to underestimate the differential cross section. It is related to the fact that the $\dot{\beta}_{1}$ contribution in this region is negative and, since $\tilde{\beta}_{2}$ is not included, the events with two hard photons contribute roughly twice the contribution from $\tilde{\beta}_{1}$. This sort of double counting is corrected by inclusion of $\tilde{\beta}_{2}$ in the second order. The first order analytical "exponentiation" shows an opposite tendency of overestimating the differential cross section in the same high $v$ region.

What is the precision of the distribution $d \sigma / d v$ obtained from our program from the point of view of the higher order QED corrections? From the smallness of the $\tilde{\beta}_{1}$ and $\tilde{\beta}_{2}$ contribution we deduce that for $v<0.2$ it is beter than $0.1 \%$. In ref. [16] it was found ${ }^{(14)}$

[^6]that the influence of the third and higher orders in the region $0.2<v<0.8$ is below $0.5 \%$ level. This is consistent with the difference between the second order MC result and the analytical result of eq. (6.1), as may be seen in Fig. 4, and we treat this as an estimate of the precision.

Summarizing, the above detailed weight analysis shows that the total cross section consists of a few simple building blocks. We are abte to understand qualitatively and quantitatively the $v$-behavior and the magnitude of the cach component and, therefore, of the total cross section as well.

## Table 1

The alphabetic list of the important and frequently used variables.

Variable Common Description

| ALF1 | -- | $\alpha / \pi$ |
| :---: | :---: | :---: |
| ALFINV | --- | $1 / \alpha$, the inverse of the QED) coupling constant |
| AMFJN | WEKING | $m_{f}$, mass of the final fermion |
| \MEL | WEKING | $m_{e}$, electron mass |
| AM 1 Z | WEKING | $M_{Z}$, mass of the $Z^{0}$ |
| BETA0 | -- | $\tilde{\beta}_{0}$ second order result |
| BETII) | -- | $\beta_{1}\left(k_{1}\right) / S\left(k_{1}\right)$ second order result |
| BET2D) | -- | $\tilde{\beta}_{2}\left(k_{l}, k_{m}\right) / \tilde{S}\left(k_{l}\right) \tilde{S}\left(k_{m}\right)$ second order result |
| BET1DX | -- | $\tilde{\beta}_{1}\left(k_{l}\right) / S\left(k_{l}\right)$ first order result |
| BETA0X | -- | $\hat{\beta}_{0}$ first order result |
| BLTT | VVREC | $\gamma=2(\alpha / \pi)\left(\ln s / m_{e}^{2}-1\right)$ |
| CMSENE | --_ | center of the mass energy, $\sqrt{s}$ |
| DISCRU | --- | $b_{0}$ crude Monte Carlo distribution |
| D.JAC | - | $\mathcal{J}(\bar{K}, v)$, dilatation Jacobian |
| ENE | WEKING | beam energy, $\sqrt{s} / 2$ |
| EXPY | --- | $1 / \lambda_{0}(\vec{K}, v)$, dilatation factor |
| GAMMZ | WEKING | $\Gamma_{Z}$, width of the $Z^{0}$ |
| IDF | WEKING | final fermion identifier, IDF $=2,3,4$ for $\mu, u, d$ |
| KEYRAD | KEYYFS | $=3,2$ radiation switch for second, first order calculation |
| NOUT | --- | output unit number, set in routine EXPAND |
| NPIIOT | MOMSET | $n$, photon multiplicity |
| PI | -- | $\pi$ |
| QF1,QF2 | MOMSET | $q_{1,2}$, final fermion four momenta, Gcl |
| SPIIOT | MOMSE' | list of photon four-momenta, GeV |
| Sploum | MOMSFT | sum of photon four-momenta, GeV |
| SINW2 | WEKING | $\sin ^{2} \theta_{W}, \theta_{W}$ is the electroweak mixing angle |
| SVAR | --- | $s$ |
| SVAR1 | -- | $s^{\prime}=s(1-v)$, mass of final fermion pair squared |
| VV | VVREC | $v=1-s^{\prime} / s$ |
| VVMIN | VVREC | $\epsilon$, infrared cut-off |
| VVMAX | VVREC | $v_{\text {max }}$, upper limit for $v$ |
| WTI $1,2, \ldots$ | -- | $w_{1}, w_{2}, \ldots$ weights |

## Table 2

'Table of the cross sections for the muon pair production process. The following parameters were used: $M_{Z}=92 G e V, \Gamma_{Z}=2.45346, \sin ^{2} \theta_{W}=0.228818$. An upper limit on the photon phase space was $v_{\text {max }}=0.8$ and the infrared cutoff $c=10^{-6}$. The A6,B1 etc. indicate a line in one of the three windows in the output from subprogram EXPAND, where the corresponding quantities may be read out. All cross sections are in units of $\sigma_{p}=4 \pi \alpha^{2} / 3 \mathrm{~s}$ (so called R-units). The cross section $\sigma_{E}$ is the best available non-Monte-Carlo result from ref. [2]; we show their "exponentiated" second order result, with the omission of the production of additional fermion pairs.

| $\sqrt{s}$, cms energy | 92 GeV | 94 GeV | 90 GeV |
| :---: | :---: | :---: | :---: |
| 16: No. of events | $4.0 \cdot 10^{5}$ | $3.1 \cdot 10^{5}$ | $3.9 \cdot 10^{5}$ |
| $\mathrm{A} 0: \sigma=\sigma\left(\tilde{\beta}_{0} \oplus \hat{\beta}_{1} \oplus \tilde{\beta}_{2}\right),()\left(\alpha^{2}\right)$ | $131.53 \pm 0.04$ | $58.37 \pm 0.02$ | $33.65 \pm 0.01$ |
| $\mathrm{Bl}: \sigma_{1}=\sigma\left(\tilde{\beta}_{0} \oplus \tilde{\beta}_{1}\right), \mathrm{O}\left(\alpha^{2}\right)$ | $131.52 \pm 0.04$ | $58.37 \pm 0.02$ | $33.64 \pm 0.01$ |
| $\mathrm{B0}: \sigma_{0}=\sigma\left(\hat{\beta}_{0}\right), \mathrm{O}\left(\alpha^{2}\right)$ | $132.16 \pm 0.03$ | $59.44 \pm 0.02$ | $33.94 \pm 0.01$ |
| B4: $\delta_{2}=\frac{\sigma-\sigma_{1}}{\sigma}$, contr. from $\tilde{\beta}_{2}$ | $(0.65 \pm .02) 10^{-4}$ | $(1.73 \pm .04) 10^{-4}$ | $(2.23 \pm .04) 10^{-4}$ |
| B3: $\delta_{1}=\frac{\sigma_{1}-\sigma_{0}}{\sigma}$, contr. from $\tilde{\beta}_{1}$ | $(-4.91 \pm .06) 10^{-3}$ | $(-18.40 \pm .04) 10^{-3}$ | $(-8.85 \pm .05) 10^{-3}$ |
| $\mathrm{B} 5: \sigma^{\prime}=\sigma\left(\tilde{\beta}_{0} \oplus \tilde{\beta}_{1}\right), \mathrm{O}\left(\alpha^{1}\right)$ | $131.34 \pm 0.01$ | $58.30 \pm 0.02$ | $33.60 \pm 0.01$ |
| $\delta^{\prime}=\frac{\sigma^{\prime}-\sigma}{\sigma}$, | $(-1.5 \pm .3) 10^{-3}$ | $(-1.3 \pm .4) 10^{-3}$ | $(-1.5 \pm .4) 10^{-3}$ |
| C8: $\sigma_{A}$, analyt. result eq. (6.1) | 131.55 | 58.38 | 33.64 |
| C9: $\delta_{A}=\left(\sigma_{A}-\sigma\right) / \sigma$ | $(-0.2 \pm .3) 10^{-3}$ | $(0.2 \pm .4) 10^{-3}$ | $(0.1 \pm .4) 10^{-3}$ |
| $\sigma_{E}$, Berends et. al. [2], $O\left(\alpha^{2}\right)$ | 131.64 | 58.46 | 33.67 |
| $\sigma_{E}^{\prime}$, Berends et. al. [2], $O\left(\alpha^{1}\right)$ | 132.03 | 58.38 | 33.76 |
| $\delta_{E}=\left(\sigma_{F}-\sigma\right) / \sigma$ | $(0.8 \pm .3) 10^{-3}$ | $(1.4 \pm .4) 10^{-3}$ | $(0.6 \pm .4) 10^{-3}$ |

## Table 3

Selected quantities of the Table 2, with the same input parameters, but for a wider range of energy. The cross section is again in R-units.

| $\sqrt{s}[G e V]$ | $\sigma$ | $\delta_{2} \cdot 10^{3}$ | $\delta^{\prime} \cdot 10^{3}$ | $\delta_{A} \cdot 10^{3}$ | $\delta_{E} \cdot 10^{3}$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 40 | $1.1026 \pm 0.0006$ | $5.11 \pm .03$ | $-4.8 \pm .5$ | $0.5 \pm .5$ | $-0.3 \pm .5$ |
| 90 | $33.65 \pm 0.01$ | $0.22 \pm 0.04$ | $-1.5 \pm 0.4$ | $0.1 \pm 0.3$ | $0.6 \pm 0.4$ |
| .91 | $73.33 \pm 0.02$ | $0.10 \pm 0.03$ | $-1.5 \pm 0.3$ | $0.0 \pm 0.3$ | $0.6 \pm 0.3$ |
| 92 | $131.53 \pm 0.04$ | $0.065 \pm 0.002$ | $-1.5 \pm 0.3$ | $0.0 \pm 0.3$ | $0.8 \pm 0.3$ |
| 93 | $93.38 \pm 0.03$ | $0.088 \pm 0.002$ | $-1.4 \pm 0.3$ | $0.1 \pm 0.3$ | $0.7 \pm 0.3$ |
| 94 | $58.38 \pm 0.02$ | $0.174 \pm 0.004$ | $-1.3 \pm 0.4$ | $-0.2 \pm 0.4$ | $1.4 \pm 0.4$ |
| 100 | $13.21 \pm 0.01$ | $1.56 \pm 0.01$ | $-0.8 \pm 0.7$ | $0.8 \pm 0.8$ | $0.6 \pm 0.7$ |

Table 4

The cross section as in Table 2, with the same input parameters: (a), including the effects of renormalization group improvement and the $s$-dependent width; and (b), including only the effect of the s-dependent width. The cross section is again in R-units.

| $\sqrt{s}[G e V]$ | $\sigma(a)$ | $\sigma(b)$ |
| ---: | :---: | :---: |
| 40 | $1.2198 \pm 0.0005$ | $1.1024 \pm 0.0004$ |
| 90 | $38.17 \pm 0.01$ | $34.40 \pm 0.01$ |
| 91 | $80.10 \pm 0.02$ | $75.21 \pm 0.02$ |
| 92 | $133.48 \pm 0.03$ | $132.04 \pm 0.03$ |
| 93 | $102.24 \pm 0.03$ | $97.56 \pm 0.02$ |
| 94 | $62.05 \pm 0.02$ | $57.39 \pm 0.02$ |
| 100 | $14.407 \pm 0.008$ | $13.134 \pm 0.008$ |
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## FIGURE CAPTIONS

1. The photon multiplicity distribution for photons with the energy above 100 MeV . The center of the mass energy is $\sqrt{s}$ is: a) 40 GeV, b) 92 GeV , c) 100 GeV . The Monte Carlo samples include more than $10^{5}$ events. The distributions are normalized in an arbitrary units.
2. The transverse momentum distribution of the final state muon pair. The center of the mass energy is $\sqrt{s}$ is 92 GeV . The Monte Carlo sample includes about $4 \cdot 10^{5}$ events. The distributions is normalized in the number of the events.
3. The Monte Carlo results for the various internal weights: a) triangles and dots represent $<f_{2}>_{\text {ref }}$ and $<f_{1} f_{2}>_{\text {ref }}$ correspondingly, b) dots denote $<f>=<f_{1} f_{2} f_{3}>_{\text {ref }}$, all as a function of $z=\boldsymbol{v}^{\boldsymbol{\gamma}}$. The $\boldsymbol{v}$ scale is also marked. The statistical errors are less then the size of dots/triangles. The dashed line marks $g(\gamma)=e^{-C \gamma} / \Gamma(1+\gamma)$. This plot is essentially almost independent of $\sqrt{s}$. In the calculations we have used $\sqrt{s}=M_{Z}=92 G \mathrm{CV}$ and $\epsilon=10^{-6}$.
4. The plot of the $\rho(z)=(2 d \sigma / d z) /\left(\sigma_{\text {Born }}\left(s\left(1-z^{1 / \gamma}\right)\right)\left(1+\left(1-z^{1 / \gamma}\right)^{2}\right)\right)$. Dots and squares represent the second and first order Monte Carlo results from our program (run for fixed $v$ ) correspondingly. The statistical crror is below the size of the dots and squares. Squares at low $z$ are omitted in order not to obscure the picture. (They fall there at a constant distance below dots.) The solid curve corresponds to the second order analytical result with the "exponentiation" as given by formula (6.1) and the dashed curve represents the first order analytical "exponentiated" result [3]. This plot is almost $\sqrt{s}$ independent. We have used again $\sqrt{s}=M_{Z}=92 \mathrm{GeV}$ and $\epsilon=10^{-6}$.
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## EXCERPTS FROM THE OUTPUT






| * |  | EXPAND O | OUTPUT - WINDOW A | * |
| :---: | :---: | :---: | :---: | :---: |
| * | 92.000000000 | CMSENE * | CMS ENERGY | * |
| * |  | TOTAL XSEC | C FROM MONTE CARLO | * |
| * | 131.526546987 | XSMC * | IN R UNITS | A0 * |
| * | 0.037331985 | * | ABSOLUTE ERROR | A1 * |
| * | 1.349696092 | XSMCNB * | IN NANOBARNS | A2 * |
| * | 0.000383093 | * | ABSOLUTE ERROR | A3 * |
| * | 0.000283836 | EREL * | RELATIVE ERROR | A4 * |
| * | 1161134 | NEVTOT * | NO OF EVENTS - TOTAL | A5 * |
|  | 396985 | NEVACC * | ACCEPTED | A6 * |
|  | 0 | NEVNEG * | WITH NEGATIVE WEIGHT | A7 * |
| * | 0 | NEVOVE * | WITH WT > WTMAX | A8 * |
| * | 1.846459055 | XBORNB * | BORN IN NANOBARNS | A9 * |


0.000283583
131.517912565
0.000283932
131.526546987
0.000283836
-0.004913954
$-0.000023550$
0.000065648
0.000002463
131. 334533181
0.000283918
$-0.001459886$
0.000401463

EXPAND OUTPUT - WINDOW B
*
XSECTIONS IN R-UNITS *
XS20 $*$ BETAO CROSS SECTION BO *
EREL2O - RELATIVE ERROR *
XS21 * BETAO+BETA1 XSECTION B1 *
EREL21 - RELATIVE ERROR *
XS22 * BETAO+BETA1+BETA2 XSECT B2 *
EREL22 - RELATIVE ERROR

* REIAT. CONTRIB. FROM BETA1 B3 *
- AND ITS ERROR *
* RELAT. CONTRIB. FROM BETA2 B4 *
- AND ITS. ERROR *

XS25 * BETAO+BETA1 ORDER(1) ONLY B5 *
EREL25 - RELATIVE ERROR $\quad$ *
XS25/XS22-1 = ORDER(1)/ORDER(2)-1 B6 *

- RELATIVE ERROR

RELATIVE ERROR *
*
*
*
*
*
*
A0 *
A1 *
A2 *
*
*
\#
*
A7 *
A8*
A9 *



[^0]:    *Work supported in part by the Department of Energy, contracts DE-AC03-76SF00515

[^1]:    (2) In fact, as is explained in Section 3, the contribution to the differential cross section from the second noninfared/hard photon is added in the leading-logarithm approximation. Some of next-to-leading corrections are also included. This is enough for the precision level claimed in this paper.
    (3) It will be not dramatically wrong, factor two at most.
    (4) For the initial state emission only.

[^2]:    (5) For the integrated cross section the influence of the final state bremsstrahlung is negligible, provided the cut-offs are mild (or absent), but it becomes quickly quite important in the presence of any stronger kinematical cut-offs.

[^3]:    (8) This option may be used for test comparisons with the other MC programs, when available. It was already used to test the program of ref. [12].

[^4]:    (10) The final state bremsstrahlung may become quite important in the presence of strong cut-offs.

[^5]:    (11) This formula is up to third and higher order corrections equivalent to that presented in ref. [22], although ours is a bit more compact.

[^6]:    (14) This result was obtained by solving, up to infinite order (numerically), the lipatov evolution equation for the nonsinglet structure function of the electron.

