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ABSTRACT 

There is evidence for substantial nonperturbative effects in the 

structure functions extracted from deep-inelastic lepton-nucleon 

scattering. These effects have a major impact on us and A 

determinations. Results which I reported previously for pN and vN 

scattering (Fz and xF3) are extended to include ed data which are at 

lower W2 and higher x and have extremely high statistics. Possible 

analytical forms for higher-twist terms and for a, are considered in 

detail here using (rN, vN and ed data. 
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1. INTRODUCTION 

There has been a strong conviction in recent years that the data for 

deep-inelastic lepton-nucleon scattering give clear evidence for the 

validity of Quantum Chromodynamics (QCD), calculated in perturbation 

theory. Furthermore it has been assumed that nonperturbative effects are 

small so that one may extract the magnitude of the strong coupling 

constant ag Cor equivalently the parameter A where as 0: 1/Rn(Q2/h2)l. 

The results from deep-inelastic scattering have been considered a primary 

window into perturbative QCD. However, in recent work’ I have shown that 

there may be a major problem with these results, and I will expand upon 

this problem in this paper. 

It is certainly true that the data are in rough qua1 tative agreement 

with the predictions of perturbative QCD.2 In fact I be1 ieve it is a non- 

trivial success of the QCD theory that its zeroth-order predictions 

reproduce the par-ton model’s predictions (scaling) for d eep-inelastic 

scattering. The numbers found for us extracted from these data are small 

enough that one has every right to hope that perturbation theory might be 

an adequate means to calculate the predictions of Quantum Chromodynamics. 

However, if these data are to be taken as evidence for QCD and if they 

are to be used to extract the magnitude of us, then we must examine the 

data for evidence of nonperturbat 

corrections could radically alter 

weaken the evidence for the valid 

ve corrections. 3 These nonperturbative 

the magnitude of us extracted and then 

ty of the theory. 

So I have undertaken the examination of three major data sets to find 

the nature of nonperturbative effects. They are the data of the European 

Muon Co1 1 aboration5 (EMC), the CERN-Dortmund-Heidelberg-Saclay (CDHSJ 
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co1 laboration and the Stanford Linear Accelerator Center-Massachusetts 

Institute of Technology (SLAC-MIT) collaborafion.6 These data are for pN, 

vN and ed scattering respectively. Each data set was examined separately 

rather than in combination. For each, I examined and report here on the 

structure function F2 in the singlet case. For CDHS I also studied xF3 

which gave similar results, but with poorer statistical significance. 

For SLAC-MIT I found similar results for Ft(e + proton) but the 

additional free parameters of the mixed singlet-nonsinglet case reduce 

the significance. I therefore do not report on these latter two cases. 

The structure functions for deep-inelastic lepton-nucleon scattering 

can be extracted from the cross-sections. In the case of WN or eN 

scattering 

d2a 4lTa2 1 
-=- yF,(x,Q2) + - 1 
dQ2dx Q2 X I 

where 

2xF,(x,Q2) = F2(x,Q2) 1 + 
I 

Y = (E - E’)/E 

- Y - z] Fz(xtQ') ] I (,,,) 

4M2x2 11 (1 + R1 , 
92 

= Q2/(2MxE) P 

(1.2) 

(1.31 

R E (rL/oT . (1.4) 

As discussed elsewhere, ’ the impact of assumptions of R in extracting F2 

is of limited importance for these results. In each case here I report 

on results using the R values favored by each of the respective 
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experimental collaborations. With the EMC data I eliminated a few 

endpoints which apparently are not at the center of their energy bins.* 

Since I wanted singlet data I chose the EMC data on iron.’ These data 

were at E = 120, 250 and 280 GeV. These latter two energy sets 

overlapped in Q2 and x so I normalized them. I tested the E = 120 GeV 

normalization by allowing it to be a free parameter, but there was little 

change. For the SLAC-MIT6 data the statistical significance is so great 

I felt it essential to include a 1.5% systematic error. Systematic 

errors were not included for the other data sets. I found that my 

results were not sensitive to endpoints where systematics were expected 

to be large. 

Since I wished to exclude the gross nonperturbative effects (such as 

simple mass effects), I chose to exclude all data with low Q2 and low W2. 

W2 is the invariant hadrohic mass (W2 = Q2(l-x)/x + m2). Since W2 is the 

variable of greatest concern I used the most stringent cut there. For 

EMC and CDHS data I required W2 > 10 GeV2. Since the SLAC-MIT data occur 

at much lower E, it is not possible to use such a severe cut. Since I 

was able to use the SLAC-MIT data to confirm and strengthen results 

established using the EMC and CDHS data, I used the cut W2 > 4 GeV2 for 

the SLAC-MIT data. The Q2 cuts were Q2 2 4 GeV2 (EMC), Qz 1 2 GeV2 

(CDHS) and Q2 2 3.5 GeV2 (SLAC-MIT). These effects were established in 

Ref. 1 using Q2 2 10 GeV2; use of these lower cuts increases the 

statistical significance. We expect perturbation theory to break down at 

small x9 so in all three cases, I required x 1 0.15. 
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The best means of analyzing deep-inelastic scattering data is to use 
\ 

the evolution equations of Altarelli and Parisi. By contrast, moment 

analyses are once removed from the measured quantities and require 

extrapolation into unmeasured regions. Use of the evolution equations 

allows point-by-point comparisons using any cuts on the data. The 

results reported are always with the leading-order equations. Based on 

my worklo with xF3 and on the very small values of A found, it is safe to 

say that the magnitude of A and of nonperturbative effects reported here 

would be changed only in small amounts in going to next-to-leading order, 

but that the basic conclusions would remain unchanged. 

The leading order evolution equations for eN and pN scattering in the 

sinqlet case are: 

Q2 ?- 
a,(Q2) 

Fts(x,Q2) = - 
I 

C3 + 4 Rn (l-x)1 F2S(~,Q2) 
bQ2 3ll 

+ j-1 dw [ & [ (l+N’) F2’ [ i ,Q2 ] - 2FzS(x,Q2) ] 

3 
+ - Nf rN2 + (l-N)‘] G 

2 [: .Q2] I] (1.5) 

and 
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92 d 
3as(Q2) 

G(x,Q’) = 
bQ2 ll 

dw 
X 

2 
+- 

9 

L 1-N 

X WG - ,Q2 I 1 - G(x,Q2) 
N + 

1 + (1-N)’ 

N 1 X 

FtS - P Q2 
N I] 

11 Nf 
--- + Rn (1-x) 
12 18 

1-N 
N(t-PI) + - 

N 

G(x,Q2) 

X 
G - ,Q2 

N 

(1.6) 

where N+ is the number of quark flavors. Note that my definition of the 

gluon distribution G(x,Q2) differs from some others by a factor of x. 

The momentum sum rule relates F2(x,Q2) to G(x,Q2): 

s 1 
dx 

0 
(F2S + G = 1 

(1.7) 

Since the higher-twist corrections for the sum rule and for G are 

unknown, I have neglected all higher-twist effects in Eq. (1.7). 

Equations (l-5)-(1.61 require boundary conditions at Q2 = Qo2 which I 

chose to be: 

FtS(x,Qo2) = C(~-X)~ (1 + ax) Cl.81 

G(x,Qo2) = A(l-x1” (1 +-gx) (1.9) 
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Use of Eq. (1.7) fixes the value of A. Unfortunately there is no good 

way to determine the values of the glue parameters CR and g). As 

reported in Ref. 7 the magnitude of A is sensitive to the choice of l3 and 

9. The data prefer the approximate values R 3 5 and g :: 0 and for most 

work, I have fixed these parameters at values close to these. 

It is essential for the (lower-energy) SLAC-MIT data to incorporate 

the target-mass corrections of S-scaling” into the QCD predictions for 

F2 (they were also included for EMC and CDHS data). These are obtained 

by using 

X2 

where 

(x,Q2) = - v3 F2(C,Q2 
t2 

12M 

s 

1 
+ - xb v5 

9' t 

6M2 1 F2(z,Q2) 
+- x3 v” dz 

Q2 s c 22 

s 1 F2(y,Q2) 
dz dy 

z Y2 

2x 
s = 

1 + (1 + 4M2x2/Q2)‘/2 

(1.10) 

(1.111 

and 

v 9 [ , + 4t-y I-“’ 

(1.12) 

F2 is the output of the evolution equation (plus any higher-twist term), 

and ii2 is compared with data. 
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2. RESULTS 

If there are substantial nonperturbative effects3, there is one 

variable in deep-inelastic scattering which seems most appropriate for 

describing such effects. This is the invariant hadronic mass which is 

Q2( 1-x) 
w2 = + M2 

X (2.1) 

It is the variable expected (from power counting rules) to occur in 

higher-twist terms. And it is the only large mass which is likely to 

affect the perturbative QCD predictions. Gupta and Quinni have argued 

that there may be substantial nonperturbative effects and that they may 

not even fall as powers of Ww2 (or Qm2). Perturbative QCD predicts 

little W2 dependence in the structure functions. One way to search for 

anomalous W2 dependence is to look for such dependence in the strong 

coupling parameter A. 

As described in Ref. 1, I first observed a problem with the 

predictions of perturbative QCD by extracting the magnitude of A 

separately at small invariant hadronic mass W2 and at large Wt. In all 

cases I excluded the region W2 < 10 GeV 2 to avoid unimportant mass 

effects. I found that the magnitude of A was radically different in the 

two W2 regions: A(large W2) r 0.05 GeV whereas Atsmall W21 3 O-3-0.5 GeV. 

It was not reported in Ref. 1 (since the W2 > 10 GeV2 cut cannot be 

maintained), but the SLAC-MIT data6 divided into two W2 bins give very 

similar results. I cannot rule out the possibility that these three 

different experiments4-6 all have systematic errors of the same form. 

HONeVert I believe that this is quite unlikely since the three 
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experiments are quite different. In either case? these results clearly 

mean that as or A determinations are not possible from these data until 

the source of this anomaly is understood. And they cast a cloud over the 

“evidence” for perturbative QCD. 

Before investigating nonperturbative effects, one should note that the 

source of this anomaly is not in thresholds for hadrons (including 

intrinsic charm)13 or for leptons. Hadronic thresholds would enhance the 

discrepancy not explain it. The variety of leptonic beams make that 

hypothesis untenable. Furthermore, while c scaling iS important for 

lower W2 values, it is not the source of the anomaly. Neither are Q2 

dependence in the R function or the value of R. The use of the V2 

evolution approach” has little impact. 

The primary focus of this paper is to see if the anomalous W2 

dependence implies nonperturbative corrections which can be parameterized 

as higher-twist corrections (later I will discuss modifications of the 

strong coupling constant a,). The procedure I have followed is to evolve 

the leading-twist piece of F2(x,Q2) according to Eqs. (1.51-(1.6); then 

multiply by a higher-twist term (say Cl + Wo2/W21); then calculate the 

S-scaling version of F2 according to Eq. (1.10) and then determine the 

parameters (A, We2, etc.) by fitting to the data. This procedure has 

several faults. We have assumed that the higher-twist term evolves 

exactly as the leading-twist term, and that there is only one higher- 

twist term. This may not be entirely reasonable since we find large 

higher-twist terms. Furthermore, since F2 appears to have such 

corrections, it is possible that G(x,Q2) also has such corrections. And 

I have neglected all such effects in the momentum sum rule. All of this 
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means that the exact values and parameterizations of the correction terms 

that I find might have to be modified. However, present data (and 

probably future data) certainly lack the precision to allow us to add 

parameters to account for these additional effects. 

Before proceeding, let me comment on the impact of the r variable of 

Eqs. (l.lO)-(1.12) (i.e., the impact of target mass effects). With the 

higher energy EMC and CDHS data, the impact is minimal. However, with 

the SLAC-MIT data it is crucial to include C-scaling. In Fig. 1 we see 

this effect for a sample of one-third of the data. By including the 5 

variable in analysis of SLAC-MIT data, x2 improves from 240 to 105 for 79 

degrees of freedom for the case with no higher-twist. When higher-twist 

is included, the impact on x2 is very small, which indicates that the 

higher-twist terms can also compensate for target-mass effects. 

As described above, higher-twist effects were included by multiplying 

the leading-twist results by terms of the form Cl + f(x,l/W2)3 or 

Cl + f(x,l/Q2)1. Most early analyses of these effects in deep-inelastic 

scattering assumed that these terms were 

No2 
1 I 1+- 

W2 (2.2) 

or equivalently 

Qo2 
1+ 1 . Q2( 1-x) (2.3) 

With these forms one finds that there is little improvement to fits and 

that We2 and Be2 are small and consistent with zero. 
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In Ref. 1, I described use of a modified higher-twist term: 

rl+[yf-yl] 9 
- 

W2 

P I] . 
(2.4) 

While this term gives an excellent fit to the EMC data, it has several 

faults. It is a peculiar, ad hoc form which changes sign at x = 0.4. 

This form is not the best parameterization of the anomalous W2 dependence 

for the CDHS data. It is not necessary for higher-twist effects to be 

the same in neutri 

if they were simi 

extrapolated down 

no and muon scattering, but it would be more believable 

ar. It is obvious that this term cannot be 

to the &I2 region of the SLAC-MIT data (it would blow 

up). (The SLAC-MIT data were not considered in Ref. 1.1 The effect of 

the high power of l/W2 in term (2.4) is to damp out the low x region. 

The (x10.4 - 11 piece causes a sharp rise at large x. 

This suggests use of a higher-twist term of the form (multiplied times 

the leading-twist QCD results): 

No2 
1+ x3 - 

W2 
. 

(2.5) 

The precise power of x might be slightly different. For the EMC data the 

fit with term (2.5) is almost the same as with (2.4). For the CDHS data, 

term (2.5) gives an improved fit. For the SLAG-MIT data this term gives 

a greatly improved fit. (The x2 relative to the x2 with blot f 0 are EMC 

1331143 for 118 dof, CDHS 83.4/87.4 for 76 dof, and SLAC-MIT 681105 for 

78 dof.) The values of Wc2 obtained are 
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wo2 = 12.5 ? 4.3 GeV2 (A :: 0.075 GeVl EMC 

wo2 = 8.3 + 5.3 GeV2 (A I 0.130 GeVl CDHS 

wo = 2 4.4 2 0.47 GeV2 (A :: 0.048 GeV) SLAC-MIT 

These A values should not be taken as quantitative since they are quite 

sensitive to the precise parameterization of higher-twist effects and to 

the precise value of Wo2 (and because of the deficiencies of this 

approach described in Section I). The difference between the EMC and 

SLAC-MIT values for Wo2 may reflect differing systematic errors, or the 

neglect of other higher-twist terms (which could be relevant in the 

energy region of one data set) or the inadequacy of term (2.5) for 

describing the data. Recall that the SLAC-MIT data have a different W2 

cut and are at lower energies. 

The i,mplication of these results from three different types of 

experiments is that We2 is large and clearly non-zero. Such a higher- 

twist term is strongly peaked at higher x values. Note that the SLAC-MIT 

data have x values as high as 0.90 whereas other data have x I 0.65. 

Further understanding of the nature of nonperturbative corrections may 

be obtained by considering a higher inverse-power of W2 in the higher- 

twist term. Specifically using the term 

[ l+x$j 

in QCD gives a fit to EMC data which is slightly 

term (2.5) but still superior to that using lead 

data, fits with terms (2.5) and (2.61 are very s 

inferior to that using 

ing-twist QCD. For CDHS 

imilar. For the SLAC-MIT 

(2.6) 
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data term (2.6) gives a noticeably superior fit to the data. (The x2 

relative to the x2 for Wo2 E 0 are EMC 1361143 for 118 dof, CDHS 

83.2187.4 for 76 dof and SLAC-MIT 571105 for 78 dof.) The values of Wo2 

obtained are 

MO2 = 7.1 + 1.7 GeV2 (A :: 0.11 GeV) EMC 

MO2 q 6.3 ?: 2.4 GeV2 (A r 0.15 GeVl CDHS 

MO2 = 3.6 ? 0.35 GeV2 (A Z 0.006 GeV) SLAC-MIT 

Again, the A values should not be taken as quantitative. 

As for term (2.5) three different types of experiments give large 

values of Wo2 which are clearly non-zero. These are substantial 

nonperturbative effects which cannot be neglected and which can have a 

major impact on the value of A. For the SLAC-MIT data, I show the impact 

of term (2.6) in Fig. 2. Note that only one-third of the data appears in 

Fig. 2 due to the large number of x-bins; as a result one doesn’t see the 

full statistical significance of the difference between the two fits. 

I believe that the comparison of the two terms (2.5) and (2.6) using 

the three data sets suggests that both the Wm2 and W-’ terms may be 

substantial. It would not be useful to attempt to use both terms in a 

fit since the number of parameters increases beyond the signifcance of 

the data and since one already has obtai;ed adequate fits to the data. 

Also of interest is a recent calculation by Gunion, Nason and 

Blankenbecler15 of leading power-law correction to F2 at large x near 1 

and large Q2. Their analysis is based on the extension of the Brodsky- 

employed by Berger and Brodsky” in their 

ist contr ibutions for pion beams. They find a 

Lepage formalism16 first 

calculation of higher-tw 

term 
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1 1 - 7xQ 
m2 1 [ m2 

+ 600~s 
Q2(l-x)2 Q2(l-x)2 

2 

I . 
(2.7) 

The powers (a and 8) of x are not calculated. Since this term 

contributes at large x only, there is very little sensitivity in the data 

to these powers. For convenience, let us take a = 1 and R = 2. The 

SLAC-MIT data are very well fit by these data [the fit is comparble to 

that from term (2.611. One finds m = 0.132 and A = 0.128 GeV. The EMC 

and CDHS data are consistent with term (2.7) but show no improvement in 

fit over leading-twist for m = O-O.13 GeV. It is possible that the EMC 

and CDHS data would require additional nonperturbative corrections. 

An alternative approach to consideration of nonperturbative effects is 

the possibility that there are power-law terms in the strong coupling 

constant a, which are important at small Q2 or Wt. 

a, being much larger at small Q2 than expected from 

Ref. 1, I discussed the form for as: 

This would result in 

higher Q2 data. In 

Ho2 12n 
a5 = -+ . 

W2 25 Rn Q2/A2 (2.8) 

One can 

(l-5)-( 

for a,. 

With 

only make the approximation that the evolut on equat ons 

1.6) are unaffected except for the substituti on of Eq (2.8) 

term (2.8) one finds only modest improvements in fits to EMC, 

CDHS and SLAC-MIT data. [The x2 for the fits relative to them x2 for fits 

with Wc2 i 0 are EMC 1371143 (118 dof), CDHS 85.5187.4 (76 dof) and SLAC- 

MIT 89/105 (78 dof1.1 The Wc2 values are 
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MO2 = 2.3 2 0.8 GeV2 EPIC 

+ 2.0 
No2 = 0.25 GeV2 CDHS 

- 0.25 

No2 = 1.6 + 0.5 GeV2 SLAC-MIT 

The resulting A values are very small. These numbers at least raise the 

possibility that a5 is quite large even while A is small. The values of 

as in the SLAC-MIT and EMC data can be as large as 0.5, and this clearly 

makes use of perturbation theory very unwise (including for this 

extraction of a,). 

Equation (2.8) may not be the best parameterization for a,. An 

: data (x2 = 132) is obtained using 

X 8 12Tl 
a, = -- 1 

0.42 I 8(x-0.42) - + . 
Q2 25 Sn Q2/A2 

improved fit to the EMC 

(2.9) 

An improved fit to the SLAC-MIT data (x2 q 82) is obtained using 

as = 
1.5 2 -1 12ll 

+ . 
W2 25 Rn Q2/A2 (2.10) 

Given the large values of us found, I feel that it is not fruitful to 

search for the “perfect” parameterization of a5. 
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3. CONCLUSIONS 

It is clear that there are substantial noriperturbative effects present 

in the data for deep-inelastic lepton-nucleon scattering. The evidence 

appears in ed, KN and vN data for F2(x,Q2) and xF3(x,Q2). The evidence 

has the most statistical significance in the ed data but the size of such 

effects appear to be somewhat smaller there (in terms of the parameter 

Wo2) than in the pN or vN data. These nonperturbative effects may be 

parameterized as x3W02/W2 or x2Wo’/W’ relative to the leading-twist PC0 

results. Multiplying (or dividing) these terms by powers of (1-x) offers 

no improvement. The magnitude of Wo2 may be in the range 4-12 GeV2. 

Alternatively one may consider that the strong couping constant as is 

modified at small 92 or W2 to include an inverse power term 

Ca, r Wo2/W2 + 12a/(25 logQ2/A2)l. In this case Wo2 z l-5-2.0 GeV2, and 

one finds that in some regions as is extremely large, a5 3 0.5, even 

though A is quite small. 

From either viewpoint these are large effects which cast doubt on the 

appropriateness of perturbation theory calculations of Quantum 

Chromodynamics in these kinematic regions. .The magnitude of these 

effects also means that any simple attempt to parameterize 

nonperturbative effects in these regions (such as reported here) can at 

best give very qualitative understandings of the nature of the phenomena. 

These effects clearly are confined to the large x region and involve 

powers of the invariant hadronic mass. It also appears that A might be 

quite small (perhaps A = O-150 MeV). But it is not clear that it is 

appropriate’ to use perturbation theory to study such substantial 

nonperturbative effects. 
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It is tempting to suggest that the situation might improve if we only 

had data in a higher energh region. This was said at an earlier time and 

has now proven to be wrong. There is nothing in the results reported 

here to suggest that the situation will improve in a still higher energy 

region. Given the magnitude of these effects it is not appropriate to 

extrapolate up in energy. We can, however, hope that at higher energies 

if we do not enter a perturbative regime, we will at least learn 

considerably more about the nonperturbative nature of QCD. 

There is no question that a5 and A extractions from the present data 

for deep-inelastic lepton-nucleon scattering are not valid (it is 

conceivable that A is zero). ‘* There may well be no reliable means of 

determining a, or A from any present experimental data. Our ignorance is 

greater than we would like. 

Finally there will undoubtedly be those who feel that these results 

cast doubt on all of QCD by removing much of the evidential foundation of 

QCD. I don’t share that view, but hope that further theoretical and 

experimental work can clarify the situation. 
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Figure Captions 

1. The structure function F2(x,Q2) versus~ Q2 for selected values of 

X. The solid (dashed) curves are the predictions of leading-twist 

QCD with (without) r-scaling incorporated. The data are from the 

SLAC-MIT collaboration (Ref. 6). In some cases the error bars are 

smaller than the plotted points. There are 25 x bins. The two- 

thirds of the data which lie in other x-bins are not plotted here, 

but of course they contribute to the statistical significance of 

the difference of the two sets of curves. 

2. The structure function F2(x,Q2) versus Q2 for selected values of 

X. The solid curves are the predictions of leading-twist QCD with 

C-scaling incorporated. The dotted curve is the leading-twist QCD 

result multiplied by (1 + 13 x2/Wb). The data are from the SLAC- 

MIT collaboration (Ref. 6). In some cases the error bars are 

smaller than the plotted points. There are 25 x bins. The two- 

thirds of the data which lie in other x bins are not plotted here, 

but of course they contribute to the statistical significance of 

the difference of the two sets of curves. 
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