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Abstract 

The hadron yield in e+e- annihilation normalized to the lowest order u-pair cross 
section (Rh) is measured with systematic errors of i6-8%, using the Crystal Ball 
detector at SPEAR. In the energy range of this measurement (5.2-7.0 GeV), the 
prediction of QCD for Rh, calculated to second order, is tested. 

Resume 

La production de hadrons dans l'annihilation e+e- a et6 mesuree avec le detecteur 
"Crystal Ball". La mesure de la section efficace, normalisee a la production de 
muons (Rh), a une erreur systematique de ?6-8%. La prediction de QCD calculge 
jusqu'au deuxieme ordre testee dans le domaine d'energie 5.2-7.0 GeV. 

(Presented at the XVIth Rencontre de Moriond I: Perturbative QCD.and Electroweak 
Interactions, Les Arcs, France, March 15-21, 1981.) 

* Work supported by the Department of Energy, contract DE-AC03-76SF00515. 
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1. Introduction 

Presently, theory guides us to the use of Rladron (Rh), as a fundamental 

test of QCD, where % 
is defined to be the ratio of th: annihilation of an elec- 

tron and positron via a single virtual photon into hadrons divided by the theore- 

tical lowest order point u-pair production cross section (see figure 1). In such 

a ratio the straightforward effects of QED are 

cancelled revealing the QCD structure of the 

hadronic vertex. 
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I 
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Figure 1. Feynman graphs 
for e+e- annihilation into 
hadrons (numerator) and 
v-pairs (denominator). In 
this ratio (Rh), purely QED 
effects are divided out. 

and also, 

The prediction o,f QCD for \ has been 

calculated, correct to second order in the theory, 

and is given by the expression,2l 

R qcd = c Q;[l+as(~)/~+C2(~s(s)/~)2+...l (1) 

where in the E renormalization scheme, 31 

C2 = 1.98-0.115nf 

and, 
. 

as(s) = a,O(s)[l- (B11(4nBo))~so(s)lnln(s/~2)+ . ..I 

aso(s) = 4r/(f3,1n(s/h2)) 

So = ll- 0.667nf 

f?, = 102-38/3 nf 

(2) 

(3) 

(4) 

(5) 

(6) 

in this QCD renormalization scheme. 

We define, s = Ecm2 and n is the number of flavors, 4 in the s-range 
. . f 

discussed here. 

Deep inelastic scattering studies using electrons, muons, and neutrinos have 

yielded values of A between 0.05 GeV and 0.5 GeV (c.f., the many reports at 

this conference); we take the range 0.2 GeV to 0.45 GeV in the comparison to 

experiment shown in this paper. Note that for s and I& with values 36 GeV' and 

0.3 GeV, respectively, C2 = 1.64 and as(36) = 0.202. Thus the second order QCD 
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contribution to Rh in the energy range considered here is 6.8~10 -3, i.e., about 

0.2%. Presently, experiments are unable to measure such small discrepancies. 

The motivation for the Crystal Ball collaboration's program to measure Rh 

in the high energy range of available SPEAR energies came primarily from two 

sources. Figure 2 shows a comparison of data from the Mark I collaboration41 

Figure 2. Measurements of Rh 
from the Mark I collaboration 
(Ref. 4). The data has been 
r-subtracted and radiatively 
corrected. Only statistical 
errors are shown. Systematic 
errors are estimated to be 
90%. The curve is the QCD 
prediction for Rh (Ref. 2) 
with A= = .45 GeV. 

with the theoretical prediction described 

above (equations l-6) and in reference 2. 

Barnett et al. suggest that the observed 

difference between the prediction of QCD and 

experiment might be real. If true, the ARh 

implied might be signaling the existence of 

a threshold caused by some new phenomenon; 

which new phenomenon this might be is dis- 

cussed in detail in their paper. Other 

possibilities discussed are experimental 

error and problems with QCD. 

The deviation observed between theory 

and experiment of about 16% is not very con- 

vincing given the reported systematic errors 

of +lO% in the Mark I experiment; clearly, 

better experiments were needed. The Mark II 

detector has also made measurements of Rh at 

SPEAR,4] but these were limited to 

E cmz5.8 GeV, not high enough to check the 

disagreement between theory and experiment. 

II. The Crystal Rh Program at SPEAR 

The Crystal Ball detector is a device well suited to the measurement of Rh. 

This is due to a number of features of the detector:5] 

a) 98% of 47 coverage with NaI(t9,) and charged particle identification. 

b) Good calorimetry, particularly in the SPEAR energy range. 

i) 100% of the gsmma energy is well measured. 

ii) About 50% of the charged particle energy is contained for SPEAR 

energies. 

iii) Some measurement of n,n K" 
II 

energy is made since the detector has 

one absorption length of NaI(tll). 
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-. c) An independent small-angle precision luminosity monitor and a measure- 

ment of the luminosity using the central detector. 

d) Many redundant event triggers, each separately having a high efficiency 

for multihadron events, in particular, one requiring only 1.2 GeV energy 

deposition into 85% of 4n. 

In order to check the discrepancy between theory and experiment, we need 

experiments with an absolute accuracy of 2 +5% and with negligible statistical 

errors. This paper is a progress report of results from an ongoing Crystal Ball 

collaboration program to obtain measurements with the requisite errors (see 

table 1). 

Table 1 

Data Taking Schedule for Rh Measurement by the Crystal Ball 

1) First run 1979--very limited, results reported previously. 61 

2) Second run 1980--results reported here. 

-c.m.o E JL (nb-') il hadrons 

5.2 76 980 
6.0 96 920 . 
6.5 96 766 
7.0 122 905 

3) Third run 1981--ten times more data, still being analyzed. 

expected 
~c.m.o E JL (nb-') I/ hadrons Comments 

5.00 172 
5.25 190 
5.50 209 
5.75 228 
6.00 249 
6.25 270 
6.50 292 
6.75 315 
7.00 339 

7.40 1072 6800 

2400 
2400 
2400 
2400 
2400 
2400 
2400 
2400 
2400 1 

extensive 
separated 
beam data 
taken at 
all energies 

polarized 
beams, 
<P> = 0.7 

III. Data Analysis 

When extracting a value of Rh from the data obtained at SPEAR using the 

Crystal Ball detector, four major topics are studied in the analysis. These 
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-1 topics are luminosity, separation of hadronic events from background, Monte 

Carlo estimates of hardonic final state efficiency, and finally radiative cor- 

rections. We shall briefly discuss each of these topics. 

a) Luminosity 

The luminosity is measured in two ways. An estimate of the luminosity is 

first obtained from an independent small-angle luminosity monitor51 which pre- 

cisely measures the small-angle Bhabha scattering cross section at angles around 

5" to the beam direction. The statistical errors of the measurement are negli- 

gible compared to the statistical error on the number of hadrons obtained. 

Secondly, the sum of the Bhabha and two-photon annihilation cross sections are 

measured in the main detector using 94% of 4r. The shape of the angular distri- 

bution obtained is compared to a Monte Carlo simulation of the QED processes 

which is correct to second order. 71 The cos6 distributions of data and Monte 

Carlo are used to obtain the absolute normalization of data to Monte Carlo, and 

hence the luminosity. Figure 3 shows a comparison of the two distributions, 

? 600 

5 
L 

400 

0 

1 1 I I / I I I I ( 

e+e- - e+e- (+y) 

e+e- - YY (+r) 
E C,m, = 7 Ge” 

fl Monte Carlo 

l Data 

-1.0 -0.5 0 0.5 1.0 

COSO d11.11 

Figure 3. Angular distribution with 
respect to the beam (e+) direction 
of e+, e- and y tracks from the QED 
reactions e+e--+e+e-y or e+e-+yyy 
as seen in the Crystal Ball experi- 
ment (data points with statistical 
error bars). Each track is required 
to have an energy >.5*Ebeam and each 
event is required to be planar 
within 10 degrees. For comparison, 
1100 events from Monte Carlo simu- 
lations of these QED processed 
(Ref. 7) are shown (histogram). The 
histogram is normalized by area to 
the data points and the two shapes 
are in agreement with a 
X2-confidence level of 96%. 

normalized by area for data obtained at 

an E of 7 GeV. c.m. The luminosity used 

in the determination of Rh is an average 

of the values obtained by the two methods. 

Figure 4 shows the ratio of the luminosity 
. 

determined by the central detector to the 

luminosity determined by the small angle 

luminosity monitor (Rlum). The error 

bars are primarily due to the statisti- 

cal errors on the Monte Carlo estimate 

of the QED cross section for the central 

detector. On average, the two determi- 

nations of the luminosity agree to 

better than 1.5%; however, given the 

errors in the ratio, we presently esti- 

mate a ?3% systematic error for the 

luminosity determination. 

b) Separation of hadronic events 

from background. 

There are five major backgrounds to 

single photon annihilation to hadrons. 

These backgrounds are cosmic rays, beam 

gas interactions, QED processes, 
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Figure 4. Ratio of luminosity as 
determined from the large-angle 
QED processes described in Fig. 3 
to the luminosity as seen in the 
small angle detector (Ref. 5) 
plotted vs. E,.,.. The error 
bars are dominated by the statis- 
tical uncertainty in the Monte 
Carlo estimate of the QED yield 
into the central detector. 
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T; production, and two-photon hadronic 

production. In order to separate these 

backgrounds from the desired hadronic 

events, pure samples of each background 

type, obtained from actual data or Monte 

Carlo simulation, were examined and cuts 

were designed to remove that background 

with high efficiency, while having minimal 

effect on the final hadronic sample. Any 

residual background left after cuts was 

substracted from the full data sample 

after cuts; however, typical subtractions 

were less than 10% after cuts for each 

background source (see table 3). 

First consider the cosmic ray back- 

ground. The trigger rate for cosmics is 

about 1.5 Hz for the experiment; a typical 

total trigger rate for the experiment is 3-4 Hz. The real hadronic event trigger 

rate averaged about 0.05 Hz. Cosmic rays thus represent a large potential back- 

ground for a device like the Crystal1 Ball which presently is not able to use 

time-of-flight measurements to completely separate them. The first step in 

removing the cosmic ray background is to obtain a pure sample of cosmic ray 

events in the detector. This was accomplished by cutting on timing relative to 

the beam cross signal so as to safely exclude prompt beam-beam events. This 

background can be essentially completely removed with cuts which leave 98 f 2% 

of the good hadronic events. In order to cut the cosmic events out, the pseudo 

sphericity tensor, E! 
1 ' 

is used. 

c; = cc- . EiEJ + E; E2) (7) 

where the sum in equation (7) is taken over all the NaI(t9.) crystals in the 

detector having deposited energy E, and projected deposited energy along the 

x, Y, z axes of E 
i 

= EcosBi, or EJ, with i, j taking the directions x, y, z. 

The tensor cJ i 
is then diagonalized obtaining three eigenvalues, X . 

a 
The pseudo- 

sphericity is then, 

ii = 3X3/(X1 + A2 + A31 (8) 

where h 
3 

is the smallest eigenvalue. The eigenvector of X3 is taken as the jet 

axis, and 'ljet 2 to this jet axis is taken as equal to A 
3' 
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-. In addition, an energy asymmetry is defined for each event as, 

A= ~~~~ + (cE2j2 + (CE3)2)/CE (9) 

where again the sum is taken over all the NaI(tL) crystals. 
n 

The distribution of cosmic ray data in A vs. pljet L is shown in figure 5 as 

a scatter plot. Also shown as the solid lines in the figure are the cuts used to 

0 0.02 0.04 0.06 0.08 

t & (W2) 
Figure 5. Correlation of energy 
asymmetry (A) and P:.,~ in events 
which are not coinci .a ent with the 
beam-beam crossing (cosmic ray 
data). A and Pjjet are defined in 
section 1II.b of the main text. 
The solid curve is the cut used to 
remove the cosmic ray background 
from in-time colliding beam events. 

250 300 350 400 450 500 550 
, - BI TOWER TIMING (7 GeV) r>,rro 

Figure 6. Timing distribution of 
events relative to the beam-beam 
crossing after the subtraction of 
cosmic ray background. 

remove cosmics from the final data 

sample. The resulting timing distribu- 

tion of events relative to the beam 

cross is shown after a (very small) beam 

gas subtraction in figure 6. Before 

cuts the cosmic ray background forms a 

plateau between abscissa values of about 

290 to 490; after cuts essentially only 

the prompt beam-beam signal remains as 

shown in figure 6. 

The most serious source of back- 

ground is beam-gas interactions. Due to 

limitations in the tracking chambers, we 

are not able to subtract this background 

by using interaction region cuts along 

the z (i.e., beam) axis, as other detec- 

tors typically do. Thus, extensive 

separated beam data are needed to remove 

this background, with careful monitoring 

of storage ring currents and vacuum 

pressures a necessity. In the measure- 

ments presented here of Rh the monitor- 

ing of storage ring parameters was not 

optimal; the 1981 data sample has supe- 

rior monitoring of these important 

parameters. Thus, very conservative 

cuts were applied to the data presented 

here to bring the final beam-gas sub- 

tractions to <12%. These cuts are the - 
major source of inefficiency in the 

detection of the final hadronic data 

sample (typically 13 I 4% inefficiency). 
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-. 
The cuts used were determined by examining separated beam data. The most powerful 

cut for removing this background was on pseudo pfbeam, given by the expression, 

P2 abeam = C(Ef + E;) (10) 

where again the sum is taken over all crystals in the detector. Events were 

typically required to have pfbeam >O.l GeV2 to be accepted as good events; however, 

a smaller sample of the events as determined from other multiple criteria were 

required to satisfy pfbeam >0.2 GeV2. In addition one identified (as opposed to 

tracked) charged particle was also required for most*events to be included in the 

final hadronic sample. For the remaining events, about 25% of the final sample 

of hadrons which had total deposited energy less than typically 3 GeV, two iden- 

tified charged particles were required. 

QED processes were the next most difficult process to remove from the 

hadronic sample. A set of cuts involving leading particle energy and the number 

of particles observed in an event removed these processes to a negligible level 

as estimated using Bhabha scattering and nny Monte Carlo simulations. The effect 

on hadronic event efficiency of these cuts was on the few percent level. 

The study of backgrounds arising from the process e+e- + e:e- + hadrons was 

implemented by using a Monte Carlo simulation of the process. The model used had 

iin+ = iin- = //no, with (Nch) = a + blns, a and b determined from e+e- single 

photon annihilation into hadrons; o YY= 300+800/& nb is taken as the cross sec- 

tion for this process.B] The cuts described above plus additional cuts removing 

events with most of their energy deposited in the endcap regions of the detector 

were very effective in removing this background with only a few percent addi- 

tional inefficiency for the signal. 

Finally, the production of r; was subtracted by applying no additional cuts 

to the data. A Monte Carlo simulation of most r; final states, obtained from 

the Mark II collaboration, was used to subtract the residual T; contribution, 

typically 10%. 

The result of the above process is shown in figures 7-10. The distributions 

show the energy deposited for each event, Etotr plotted vs. the number of events. 

Each figure is for one of the energies for which a value of Rh is presented, and 

each figure has four parts, a-d. Part a shows colliding beam data with all cuts 

described above applied. Part b shows separated beam data with the same cuts, 

not properly normalized. Part c shows -r; Monte Carlo with the same cuts, not 

properly normalized. Part d shows Part a - cl (part b) - c2 (part c), where cl 

and c2 properly normalize the subtractions. In addition a 1% to 3% subtraction 
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Figure 7. Total energy (Etot) dis- 
tributions for cuts applied and 
Ebeam = 2.6 Gev: 

(a) &subtracted colliding beam 
data; 

(b) Separated beam data; 
(c) Monte Carlo TT events; 
(d) Final background-subtracted 

hadron data sample. 

0 
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0 2 4 6 0 2 4 6 0 2 4 6 
E ,o, (6.5 GeV) ‘ ,a* E +o, (7 GeV) a,~41 

0 2 4 6 
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Figure 8. Total energy (Etot) dis- 
tributions for cuts applied and 
Ebeam = 3.0 GeV: 

&subtracted colliding beam 
data; 
Separated beam data; 
Monte Carlo ?T events; 
Final background-subtracted 
hadron data sample. 

Figure 9. Total energy (Etot) dis- Figure 10. Total energy (Etot) dis- 
tributions for cuts applied and tributions for cuts applied and 
Ebeam = 3.25 GeV: Ebeam = 3.5 GeV: 

(a) Unsubtracted colliding beam (a) Unsubtracted colliding beam 
data; data; 

(b) Separated beam data; (b) Separated beam data; 
(c) Monte Carlo ?'I events; (c) Monte Carlo rr events; 
(d) Final background-subtracted (d) Final background-subtracted 

hadron data sample. hadron data sample. 

+- 
is made for e e + hadrons final states, the subtraction becoming larger as E 

c.m. 
increases. The final hadronic distributions for Etot reasonably resemble Monte 

Carlo simulations of the single photon annihilation hadronic final states (the 

agreement between Monte Carlo and data is generally not so good when other 

variables are considered, see section III.). In particular, there is no excess 

of events at large energy deposition which might arise from QED backgrounds, and 

also, no excess or depletion of events at low deposited energy which might result 
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-' from the incorrect subtraction of the other backgrounds (beam-gas, etc.). See 

table 3 for the amount of background subtraction at each energy. A systematic 

error of ~30% is estimated for each subtraction; these estimates of systematic 

error are added in quadrature to obtain the final estimate of systematic error 

in the number of good hadronic events. The total systematic error obtained is 

typically t4%. 

III. Monte Carlo Simulation of Hadronic Final States 

The Monte Carlo simulations we have used of the single photon annihilation 

to hadrons have evolved from those used in the past by the Mark I and Mark II 

collaborations at SPEAR. q] The general characteristics of these models are given 

in the reference and in table 2. As is shown in the table, a variety of models 

of this general type were used to estimate the hadronic final state efficiency. 

The Monte Carlo was implemented as follows. Events were generated using one of 

the models, JETO-JET4. The generated events were passed through a computer 

program which simulates the Crystal Ball detector's response to photons, elec- 

trons, and hadrons. This program also simulates the detector acceptance and 

charged particle identification and tracking efficiency. The event data output 

by this program closely resembles real event data. The output events are then 

passed through the entire analysis chain as real data would be. The resulting 

distributions of variables of interest are then compared to the hadronic samples 

obtained from real data (e.g., figures 7-10 d). The efficiencies used to correct 

the real data are obtained by comparing the number of Monte Carlo events which 

pass all cuts to those which are input to the analysis programs. These efficien- 

cies, e, shown in table 2, have a mean value of .85 for EC m = 7 GeV. . . 

The comparison of one important quantity, the observed average energy 

deposited per hadronic event divided by EC m , <Etot>/Ec m , is shown in 
. . . . 

figure 11. The Monte Carlo used was JET4, JET4 generally gave the best 

agreement with the actual data. We have found that none of the models we have 

used give good agreement with all the distributions obtained from the real data. 

Thus we have placed a systematic error on the efficiency obtained from the Monte 

Carlo of i0.3 (1-e). This estimate has been arrived at in two ways, First, 

given that 5 models have been used, we can obtain a standard deviation of E from 

all the models. For 7 GeV the standard deviation for E is 5.7%, i.e., about 

0.3 (l--E). We have also performed a parametric study on the real data, varying 

the cuts and noting the change in the number of events obtained as compared to 

the predicted change from the Monte Carlo. This estimate of error is also con- 

sistent with 0.3 (1-c). We expect that the use of more sophisticated models, 



- 11 - 

Table 2 

Hadron Monte Carlo Efficiency (E) Estimate 
for E = 7 Gei c.m. 

1) Limited Transverse Momentum ("JET") Models. 

2) Initial State Radiation Included. 

3) 1 + cos2f! JET Axis Angular Distribution. 

Model Pt> 
(GeV) Ptot) E 

"JETO" 
All 71. 25% IT' 50% no .261 10.2 .90 

"JETl" 
25% v equal n+ TI- mo .261 10.2 .75 

"JET2" 
pi K v (from D) and 
heavy particles (n) .340 7.70 .87 

"JET3" 
T K u and 
heavy particles (0) .340 7.70 .85 

"JET4" 
T( K v and 
heavy particles (n + 3~) .310 7.70 .86 

such as Feynman-Field, wiL> lead to gener- 

ally better agreement between real data and 

IIll "' Monte Carlo; we will be able to reduce our 

l oota 
! error estimate if this proves to be the case. 

o Monte Corls j 

IV. Radiative Corrections 

0.2 i 
7 

1 

The radiative corrections used when 

cc consist of two parts. The 
5.3 5.5 6.0 6.5 7.0 

obtaining Rh 
7.5 first we have already discussed, the radia- 

E Cm (GeVI 
tive corrections of the QED processes used 

Figure 11. A comparison of 
(a) the average energy fraction 

to obtain the luminosity. For the central 

deposited per event (Etot)/E,.,. detector estimate of luminosity, we have 

included the vacuum loop corrections arising 

from e, n, T, and hadron (obtained from s) 

loops, as is contained in the currently 

available QED Monte Carlo simulation of Berends and Kleiss7] (see figure 12a). 

These corrections are important for large-angle QED processes at the energies we 

are considering (and higher); however, the small-angle Bhabha scattering 
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radiative correction is not sensitive to the inclusion of the higher mass loop 

diagrams at our energies. 

The hadronic radiative correction is accomplished in two steps. The Monte 

Carlo for the annihilation to hadrons has radiation effects built in. Thus 

events are radiatively degraded with the correct relative frequency and kine- 

matics (the radiated photon goes down the beam pipe). The model is automatically 

scaled to the relevant s to yield the correct hadronic final state character- 

istics, e.g., particle multiplicity. Thus the efficiency calculated from the 

Monte Carlo properly takes into account the radiative effects. The hadronic 

yield is divided by the Monte Carlo efficiency, E, before the next stage of 

radiative correction is done. The radiated cross section (corrected for effi- 

ciency) is then radiatively corrected using the techniques described in refer- 

ence 11. Reference 11 only includes the vacuum polarization loop of the e. Thus 

to obtain a radiative correction consistent with that done for the luminosity, 

the loops for p, T and hadrons must be 

included. This has been done using 

hadrons results of R. M. Barnett 111 (see figure 

(0) (b) . ,.. 12b). The correction due to radiative 

effects lowers the efficiency corrected 

observed cross section-by typically 11%. 

We have assigned a systematic uncertainty 

of ?r20% of the correction. 

Figure 12. Vacuum-polarization 
corrections involving e, p, T and 
hadron loops to (a) lowest order 
Bhabha scattering (only timelike 
diagram is shown) and (b) hadron 
production. 

V. Results and Conclusions 

Table 3 shows the final 5, values obtained, the corrections made to obtain 

each value, and the statistical errors and systematic error estimates. Also 

shown are the estimates of systematic error relative to the 5.2 GeV cross section 

point, which are somewhat smaller than the absolute systematic error estimates. 

The latter systematic errors can be used to put limits on the size of steps in 

the energy range considered (relative to the R,, value at 5.2 GeV). 

Figure 13 shows the values of Rh from table 3 plotted vs. Ecm together with 

values from Mark I and Mark 11'21, and PLUT013], and the 1979 Crystal Ball Mea- 

surement at 5.2 GeV.6] Also shown is the prediction of QCD14] for + equal to 

0.45 GeV and 0.2 GeV. 

Given our overall systematic errors of i6-8%, we are consistent with the 

results of the Mark I with systematic errors of *lo%, and the Mark II with 
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Table 3 

Rh Values and Errors 

50 

45 

Rh 

LC 

35 

3 '; 

'i 
1 

:u ai i ii 5; 65 73 75 er; 

EC- IGP., i .a. 

Figure 13. Radiatively corrected and 'c- 
subtracted Rh values from various experi- 

ments are shown with statistical error bars 
only: Mark I (open squares); Mark II (open 
diamonds); PLUTO (crosses); previous results 
from the Crystal Ball (open circles); cur- 
rent results from the Crystal Ball (closed 
circles). The second order QCD calculations 
(Ref. 14) with %=.2 GeV (lower curve) and 
k= .45 GeV (upper curve) are shown for 

E c m (GeV) . . Ilhad ARstat.al ARsyst lb1 

5.2 4.00 0.14 0.34 0.00 

6.0 4.00 0.14 0.28 0.08 

6.5 3.93 0.15 0.30 0.17 

7.0 4.28 0.15 0.32 0.18 

E c m (GeV) . . 

5.2 1.29 0.949 0.893 0.890 0.987 

6.0 1.20 0.972 0.902 0.890 0.976 

6.5 1.18 0.882 0.900 0.888 0.973 

7.0 1.18 0.885 0.903 0.889 0.964 

Rh Correction Factors dl 

Monte 
Carlo 

Beam Rad. 
Gas TT Cor . 

E 

AR Cl 
syst 2 

u yy+hadrons 

al The statistical error on Rh. 
bIThe overall systematic error estimate on Rh. 
C]The systematic error estimate on Rh relative to Rh at 5.2 GeV. 
d]The factors all multiply the uncorrected Rh to obtain the 

corrected Rh. 

systematic errors of +8%. Within 

an overall scale uncertainty of 

lo%, our Rb values are in agreement 

with the second-order QCD calcula- 

tions of reference 14. We see no 

compelling evidence for an % 
threshold near 5 GeV. We expect 

that the analysis of much more 

extensive data recently obtained 

using the Crystal Ball at SPEAR 

will yield I$, values with signifi- 

cantly smaller errors than the 

measurements reported here. 

comparison. 
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