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Laser-wakefield accelerators1 (LWFAs) have emerged over the past 
few decades as ultra-compact sources of high-energy (hundreds 
to thousands of megaelectronvolts), low-normalized-emittance 

(1 mm mrad)2 and short-duration (few-femtosecond full-width at 
half-maximum (FWHM)3,4) electron bunches, as well as short and 
bright (1022 photons s−1 0.1%BW−1 mrad−2 mm−2; BW, bandwidth) 
femtosecond ‘betatron’ X-ray pulses5–8. LWFAs are normally oper-
ated in the bubble regime, where an ultra-intense (1018−1019 W cm−2) 
laser pulse drives a strongly nonlinear plasma wave by expelling the 
plasma electrons from a quasi-spherical region behind the laser, 
forming an ion cavity, or bubble. The electric fields in the bubble, 
which reach hundreds of gigavolts per metre, are directed radi-
ally away from its centre and have linear gradients, so as to both 
focus and accelerate the negatively charged electrons injected into 
the rear part of the bubble. Therefore, off-axis electrons will per-
form transverse oscillations as they accelerate, emitting X-rays in 
a forward-facing cone. Because of the strong focusing, the electron 
beams are typically transversely small (around 1 μm FWHM), but 
their ensemble divergences are large (several milliradians FWHM) 
compared to conventional sources (tens of microradians). The 
X-ray divergence, θ, is determined by the maximum excursion angle 
and energy of the electrons, quantified by the wiggler parameter,  
K, and the relativistic gamma factor, γb, as θ = K/γb. K is often of  
the order of 10–20, yielding root-mean-square (r.m.s.) divergences 
in the tens of milliradians.

When considering applications of either beam, transporta-
tion and focusing greatly benefit from a reduction of this intrinsic 
divergence. For the electron beam, this not only lowers the require-
ments for downstream focusing elements, but also reduces, for 
example, free-space normalized emittance growth9. Much work has 
been done towards improving the transition between plasma and 
transport optics, such as plasma density tapering10–13, active (elec-
tric discharge) plasma lenses14,15 and passive, laser-driven16,17 and 
beam-driven18 plasma lenses. For the X-ray beam, large incidence 

angles on optics yield substantial photon absorption. One solution 
is to use mosaic crystals, but their implementation is cumbersome 
and they are prone to image distortion19. Although crucial, only the-
oretical schemes for lowering the intrinsic X-ray divergence have 
been proposed20,21; none have been practically demonstrated. In this 
Article, we experimentally show that electron bunches focused by a 
high-density, passive plasma lens can be used to emit X-ray beams 
with a significantly reduced divergence.

This compact and experimentally simple scheme is based on 
two points. First, the electron beam divergence at a waist or crest 
is inversely proportional to its size. Furthermore, the X-ray beam 
divergence depends on the divergence of the radiating electron 
beam, and thus also on the inverse electron beam size. Second, the 
focusing gradients inside a lower-density (1018 cm−3 and below), 
linear laser-wake can be strong enough to collimate the electron 
beam16,17, but not strong enough to yield any meaningful X-ray 
emission. This changes quickly at higher plasma densities and/or 
when the plasma wave becomes nonlinear22,23. In this Article, the 
electrons are injected and accelerated in a primary stage and enter 
the wake excited in a secondary, higher-density stage, separated 
from the primary by a few millimetres (Fig. 1a). Therein, they are 
focused and radiate strongly due to the expanded beam envelope 
and strong focusing fields (Fig. 1a, inset), which reduces the X-ray 
divergence by at least a factor of 20 in solid angle compared to a 
reference ‘betatron wiggler’.

Reducing the divergence of X-ray beams makes them consider-
ably more efficient to transport and lowers the cost associated with 
large reflective optics, considerably advancing their use for applica-
tions such as ultra-fast X-ray diffraction and absorption studies24. 
For example, the reflectivity of an iridium-coated mirror increases 
by an order of magnitude at 5 keV when the grazing incidence angle 
is reduced from 20 mrad to 5 mrad (ref. 25). The smaller divergence 
also reduces geometric aberrations from the optics, which, together 
with the increased photon collection and transport efficiency, could 
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enable studies based on ultra-fast, compact X-ray diffraction, and 
greatly improve the signal-to-noise ratio in absorption spectros-
copy. Furthermore, the quality of the radiating bunch deteriorates 
less than in a typical betatron radiation source, enabling further use 
of the bunch itself, for example in a tunable double-pulse source26. 
Through particle-in-cell (PIC) simulations and a semi-analytical 
model for electron-beam propagation, the electron-beam focusing 
and X-ray characteristics are reproduced, showing a path forward 
regarding tuning, optimization and upscaling of the scheme.

Electron-beam generation and focusing
To generate the electron beams, shock-assisted ionization injection27 
is used in the first gas jet (jet 1) to inject two electron bunches in the 
same bubble. In this scheme, a gas mixture (Methods) is used in 
combination with a density shock-front to help localize the injection 
of the first electron bunch spatially28,29. To produce the shock-front, 
a razor blade is inserted into the upstream edge of the supersonic gas 
jet (Fig. 1a). The second bunch is continuously injected via ioniza-
tion injection30 as the laser propagates through the plasma. A typical 
electron spectrometer image with only jet 1 is shown in Fig. 1b, and 
its associated spectrum is shown by the black curve in Fig. 1d. The 
narrowband shock-front-injected electrons (the ‘shock-bunch’) are 
accelerated for a longer distance and thus reach higher energy, while 
the continuous injection in the plateau yields a broadband bunch at 
lower energies (the ‘ionization-bunch’). Typically, the shock-bunch 
has around 2 pC of charge, while the ionization-bunch has up to 
100 pC. Figure 2a–c shows zoomed-in electron spectrometer images 
with only jet 1, and the associated spectra are shown in Fig. 2d.

When enabling the second jet (jet 2), two main effects can be 
observed on the electron beam (Figs. 1c,d and 2). First, the mean 
(vertical, y) divergence of the ionization-bunch is greatly increased, 
from 8 to 47 mrad FWHM, while the mean divergence of the 
shock-bunch is decreased from 4.5 to 3 mrad FWHM. Also, the 
higher-energy end of the ionization-bunch, around 120 MeV, shows 
a reduction in divergence, which is in line with the fact that the 
laser-wake can also provide some focusing for the head of a bunch 
driving a wake22. Similar to ref. 17, a minimum of the shock-bunch 
divergence is found when scanning the jet separation, here at 
approximately 3 mm (from the jet 1 downramp half-max to the  
jet 2 centre), while the focusing effect is largely insensitive to the 
pressure in jet 2.

Second, the mean energy of the ionization-bunch decreases 
from 63 to 45 MeV (ref. 31), and a small, but statistically signifi-
cant, mean energy gain from 206 to 219 MeV is observed for the 
shock-bunch (Fig. 2). This gain peaks at a jet separation of ~2 mm, 
which is the smallest separation possible without visible gas flow 
collision. The energy gain increases slowly with the peak density 
in jet 2. The charge of the entire beam also increases by a few tens 
of picocoulombs, concentrated towards lower energies, with jet 2 
on and predominantly at smaller jet separation. Additional electron 
spectrometer images are provided in Supplementary Fig. 3.

Observation of low-divergence X-ray beams
In parallel with the effects on the electron beams, unusually 
low-divergence X-ray beams are also observed with jet 2 on. As 
shown in Fig. 3a, the X-ray beams emitted from jet 2 are colli-
mated—typically around 4.5 to 5 mrad FWHM (around 2 mrad 
r.m.s.), compared to approximately 33 mrad FWHM horizontally 
(x) and 14 mrad FWHM vertically (y) for the X-rays emitted from 
jet 1 (Fig. 3b). In Fig. 3b, note that the density in jet 1 was increased 
by 15% to generate a measurable signal. In this way, the betatron 
radiation is enhanced by direct laser acceleration (DLA)32,33, where 
the transverse electron motion is enhanced by the laser fields. The 
narrow beams are observed in more than 95% of shots with the 
shock-bunch and jet 2 on. Divergence (Fig. 3c) is weakly dependent 
on the density in jet 2, but no effect is seen on the critical energy. 
No trend on divergence or critical energy with jet separation is 
observed. The integrated X-ray signal from jet 2 correlates well with 
the charge in the shock-bunch, as shown in Fig. 3d. Removing the 
shock blade, injecting only the ionization-bunch, leads to complete 
loss of the narrow radiation. The X-ray spectrum (Fig. 3e,f) is cal-
culated using single-photon counting34. The number of photons 
and the critical energy are estimated to Nph ≲ 5 × 106 photons and 
Ec ≈ 1.5 keV, respectively, corresponding to a pulse energy of ~0.4 nJ. 
Using the r.m.s. divergence half-axes, the emission solid angle is 
approximately 14 μsr on average, which results in a yield of 1 × 108 
and 9 × 107 ph 0.1%BW−1 sr−1 at 1 keV and 1.5 keV, respectively.

Numerical investigations
To understand and confirm the behaviour observed in the 
experiment, PIC simulations were conducted using the code 
CALDER-Circ35. In these simulations, a 0.9-J, 35-fs laser pulse 
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is focused at the entrance of the two-jet density profile shown in  
Fig. 4a (see Methods for further details). The evolution of the nor-
malized vector potential, a0, along the simulation shows self-focusing 
of the laser pulse in jet 1. Free-space diffraction between the  
jets lowers a0 to just above 0.5 at the entrance of jet 2, where it  
stays relatively constant and the laser is intense enough to ionize the 
gas and drive a linear wake.

After jet 2 (Fig. 4b,c), the shock-bunch divergence is decreased 
from 11.8 to 6.6 mrad and 5.1 to 3.4 mrad r.m.s. in the x (horizon-
tal, parallel with the laser polarization) and y (vertical) directions, 
respectively. Conversely, the divergence of the ionization-bunch (not 
shown) slightly increases from 17.1 to 20.4 mrad r.m.s. in the x direc-
tion and more than doubles in the y direction (from 9.1 to 19.0 mrad 
r.m.s.). The larger divergence in the x direction is due to DLA, with 
angular peaks seen off-axis for the shock-bunch (Fig. 4b,e), and both 
beams show some temporal modulation (Fig. 4f). The difference in 
behaviour of the shock- and ionization-bunches corresponds to the 
respective distribution of these two components in the wake gener-
ated in jet 2 (Fig. 4g,h). The front of the electron beam, contain-
ing higher electron energies, sees accelerating and focusing fields, 
while the lower-energy electrons at the less localized back overlap 
with defocusing and deaccelerating parts in the combined laser- and 
beam-driven wake.

Finally, the X-ray emission was computed by post-processing a 
representative sample of electron trajectories from the PIC simula-
tions (Methods). Figure 4d shows the divergence in the y direction 
of the X-ray emission from jet 1 (black line) and jet 2 (green line), 
showing a decrease from 6.3 mrad to 2.0 mrad FWHM for photon 
energies above 3 keV, similar to what was observed in the experi-
ment. The radiated spectrum is synchrotron-like with a critical 
energy of 0.8 keV and 2.1 × 107 photons.

The interaction between the laser pulse, electron bunches and 
the plasma is similar to the case studied in ref. 22. The moderately 
intense laser pulse drives a linear wake in jet 2, inside which the 
dense electron beam drives a higher-amplitude, nonlinear wake. 
To gain additional understanding of the electron beam focusing 
and X-ray generation, a semi-analytical model of the propagation 
of the electron beam envelope, β(s) (Methods), is constructed. 
Using the force on an electron in a laser- and beam-driven wake22,  
the equation36

1
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 2
" #

¼ 0 ð1Þ

is solved numerically. Here, κ(s) is the normalized focusing strength 
of the wake at longitudinal position s. The ionization-bunch is 
assumed to dominate the excitation of the second wake and the 
shock-bunch samples the fields generated therein. Details are pro-
vided in the Methods and Supplementary Information.

As observed in the experiment, the model replicates a mini-
mum in shock-bunch divergence when changing the jet separation 
(Fig. 5a). The focusing gradients experienced by the two bunches 
as they propagate through the varying plasma density (Fig. 5b) 
cause the bunch envelopes to change, as shown in Fig. 5c. Note 
that the shock-bunch divergence has a minimum at the maxi-
mum of the bunch radius. Like the PIC simulations, this model 
yields that the shock-bunch is located towards the front of the 
ionization-bunch. Figure 5d shows the radiated power calculated 
from the beam envelope and focusing gradient shown in Fig. 5c,b 
(Methods). The radiated power has a maximum around where the 
electron divergence has its minimum, yielding radiation with an 
estimated effective divergence of approximately 2.8 mrad FWHM 
(1.2 mrad r.m.s.), a critical energy of 0.3 keV and a photon yield of 
5 × 105 photons.

Accuracy and interpretation of the numerical results
The vertical shock-bunch focusing shown in Fig. 2a–c,e–g is consis-
tent, as can also be seen in Fig. 5a; almost all configurations with jet 
2 on yield a smaller divergence than with only jet 1. The growth of 
low-energy electron divergence decreases with jet separation, which 
is consistent with the beam-induced wake amplitude decreasing 
because of lower driver beam density31. The PIC simulations gener-
ally reproduce the experimental results, showing an electron energy 
gain slightly above 10 MeV and focusing for the shock-bunch in jet 
2, with reduced X-ray divergence and modest photon energy. The 
simulations show that the shock-bunch is located towards the front 
of the ionization-bunch, sitting in a weak beam-driven wake. The 
modelled beam-driven wake is also relatively weak, but assists in the 
shock-beam focusing. The additional charge that is experimentally 
observed with jet 2 on appears to come from low-energy electrons 
that are injected in the downramp of jet 1 and subsequently acceler-
ated in the beam-driven wake in jet 2, to energies above the lower 
spectrometer cutoff.

The experimental and modelled electron divergences agree 
when accounting for the imaging system resolution, and only the 
total radiated and critical X-ray energies (and thus average pho-
ton number and energy) differ. This is attributed to the model not 
accounting for the relative bunch–laser or bunch–bunch move-
ment, electron beam self-focusing and the lack of horizontal diver-
gence data (which is here approximated using the vertical data), 
for example. The model also assumes transversely Gaussian distri-
butions, which, as seen in Fig. 4b, might not be the case, and the 
large off-axis electron population caused by DLA could enhance 
the X-ray emission. The model predicts effective X-ray divergences 
(Methods) of 1.2 and 6.2 mrad r.m.s. (y) for the shock-bunch with 
jet 2 on and ionization-bunch with jet 2 off, respectively, which 
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are close to the experimental minima of 1.6/1.6 (x/y) and 6.8 mrad 
r.m.s. (y), respectively (cf. Fig. 3).

All combinations of model parameters yielding a qualitative 
agreement in electron divergence with the experiment—optimal 
collimation surrounded by regions of over-collimation (small Δs) 
and under-collimation (large Δs) (Fig. 5a)—show a maximum in 
radiated power around regions of small electron beam divergence. 
This is a general feature of the source—as long as the focusing gra-
dient is sufficiently high, here gq > 1 MT m−1 (κ ≈ 1.4 × 106 m−2), the 
change in transverse momentum will be maximal at or near the 
envelope crest, thus coinciding with the smallest electron beam 
divergence. This brings the X-ray divergence substantially closer to 
the incoherent r.m.s. limit σθ = 1/(1.95γb) (Supplementary Table 1  
and Supplementary Fig. 4). The larger the on-crest envelope of 
the electron beam, the smaller its contribution to the X-ray beam 
divergence will be. During ‘conventional’ betatron radiation emis-
sion, the electrons of the bunch perform individual, asynchronous 
transverse oscillations as they accelerate in the forward direction8,  
while their collective envelope is relatively constant. By contrast, 

the collimated X-ray emission from our source occurs during 
a fraction of a betatron oscillation, and the correlation between 
the electrons’ propagation angle and position that builds up in 
the space between the two jets causes their trajectories to be more 
synchronized and similar to the envelope shape. Because of this 
discrepancy in phenomenology, we term this novel radiation 
‘plasma-lens radiation’ (PLR).

Comparison to conventional betatron radiation
A conventional betatron source using similar laser param-
eters37,38 has a similar X-ray angular yield, at approxi-
mately 5 × 107 ph 0.1%BW−1 sr−1 at 1 keV (compared to 
1 × 108 ph 0.1%BW−1 sr−1 here), but with two orders of magnitude 
higher radiating charge. Using 2 pC of charge (average, cf. Fig. 3d)  
and 5 × 106 photons, as measured in this study, the photon yield 
corresponds to 0.4 photons per electron—similar to what one 
would expect from a betatron source8,39, but with a notably 
smaller opening angle. Assuming a pulse duration of 5 fs FWHM 
(equal to the shock-bunch duration in the PIC simulations,  
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Fig. 4f,h) and a source size of 2 μm r.m.s., the estimated brilliance 
at 1 keV is then on the order of 1021 ph s−1 0.1%BW−1 mm−2 mrad−2.  
The reasons that the radiation from the ionization-bunch is not 
observed are that it radiates with a larger divergence (θ ∝ 1/γb) 
and with a lower photon energy (Ec / γ2b

I
), yielding low angular 

flux and high absorption in the vacuum windows (Fig. 3b,f and 
Supplementary Fig. 2).

The PLR wiggler K parameter can be inferred from the measured 
critical energy, Ec, and electron energy, γb, as K ¼ Ecλβ=ð3πγ2b_cÞ  9

I
 

(ref. 8), where λβ is the betatron wavelength (Methods). This K yields 
1.9 × 106 emitted photons and is close to what is normally measured 
for laser-wakefield accelerators, but is in this case inconsistent with 
the X-ray divergence (usually given by θ = K/γb) as the electrons 
only perform a partial betatron oscillation and never reach their 
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respectively, to propagation between −2 and 0.55 mm and between 0.55 mm and 3.06 mm, for photon energies of 3–15 keV. e, Cross-section of the 
laser–plasma interaction showing the plasma (yellow-blue) and beam (red) electron densities, and laser amplitude (black), at the end of the jet 1 plateau. 
f, Longitudinal phase space after jet 1, displaying also the current (Ib) and spectrum (dNe/dE) of the shock- and ionization-bunch distributions projected 
onto their corresponding axes. The shock-bunch current has been increased by a factor of 5 for visibility. g, Cross-section of the laser–plasma interaction 
in the density up-ramp of jet 2, with the same conventions as in e. Note that the leftmost electron distribution (s = 1.50 mm) corresponds to the leftmost 
distribution in f (s = 0.555 mm), and consists of electrons injected in the downramp at the end of jet 1. h, Longitudinal phase space after jet 2, with the 
same conventions as in f.
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maximum propagation angle. This suggests that K is not a useful 
figure of merit for this type of source.

Scalability and applications
Because of the increasing wakefields towards the back of the driving 
ionization-bunch, focusing gradients greater than 1 MT m−1 can also 
be achieved at lower plasma densities in a two-bunch scheme, if the 
bunches can be separated longitudinally. The scheme is expected to 
work for single bunches in pure laser-wakefields, as long as a high 
enough wake amplitude can be reached. This would be possible at 
higher-power (P ≳ 100 TW) laser facilities where the laser Rayleigh 
length is typically longer (sR ≳ 1 mm), limiting diffraction between 
adjacent stages. These lasers are also expected to yield higher elec-
tron energies (above 200 MeV) and much higher bunch charges of 
several hundred picocoulombs40–42, and thus have the potential to 
increase the X-ray yield by several orders of magnitude to beyond 
109 photons. Such high-charge bunches would also drive very 
strong self-wakes, which would further enhance the X-ray yield. 
Theoretical schemes using dual-stage plasma configurations have 
been suggested as a method for high-brilliance γ-ray generation23,43, 
but these do not yield collimated photon beams because of the small 
electron beam size. Based on the higher charge alone, the PLR bril-
liance could reach above 1023 ph s−1 0.1%BW−1 mm−2 mrad−2 and 
if the electron beam is expanded sufficiently (Methods), γb ≳ 850 
could yield sub-1-mrad FWHM X-ray divergence. The increased 
brilliance and reduced divergence can allow for the use of mono-
chromators, potentially enabling hitherto unfeasible applications 
for laser-wakefield generated X-rays such as ultra-fast X-ray dif-
fraction, as the expected photon numbers from high-charge sources 
after the monochromator exceed the required values44. Because the 
shock-bunch quality appears to be preserved, one could also envision  

using the radiating bunch for further applications, for example with 
inverse Compton scattering (ICS) for a two-colour X-ray source in a 
compact, tunable PLR + ICS multi-pulse configuration26.

This technique could also lend itself to electron beam focusing 
in high-energy experiments and/or hybrid-wakefield41,45 and LWFA 
staging schemes. Applying a ‘driver-witness’ configuration where 
the bunches are longitudinally separated, one can drive a nonlinear 
or blown-out wakefield in which the focusing forces on the witness 
are much stronger. A similar scheme was recently studied theoreti-
cally in ref. 18 for 10-GeV beams at FACET-II46, energies that some 
LWFA experiments are also approaching47. In hybrid-wakefield 
schemes, the witness bunch can be focused more strongly in the 
nonlinear than in the linear wake, simplifying matching into the 
second acceleration stage. This, in combination with the driver 
bunch collimation, possibly increases the maximum acceleration 
distance. However, synchrotron radiation already presents a prob-
lem for particle colliders using conventional focusing technologies, 
and so the radiation from this type of lens must be considered for 
sensitive applications, for example future plasma-based colliders or 
coherent X-ray sources.
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I
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Methods
Laser system. The experiment was carried out at the Lund Laser Centre, in the 
high-intensity arm of the Lund Multi-Terawatt Laser, a Ti:sapphire system with 
a central wavelength at 800 nm, running at 10 Hz, delivering 34 fs FWHM pulses 
with ≳800 mJ on target. A 14.3° off-axis parabolic mirror (OAP) with f = 775 mm 
(f/13) was used to focus the laser pulses to a vacuum focal spot size of ~13 × 13 μm 
FWHM, for an estimated a0 of 2.1–2.3 and Rayleigh length of 0.48 mm. A 
wavefront sensor (Phasics SID4), located downstream of the OAP, was connected 
in a closed loop with a deformable mirror to optimize the wavefront at the location 
of the deformable mirror. Frequency-resolved optical gating was used for the pulse 
duration measurements. A small pickup mirror at 45° was inserted into the edge of 
the laser beam before the OAP and used for transverse imaging of the laser–plasma 
interaction. Supplementary Fig. 1 presents a schematic of the experimental set-up.

Gas jets. The primary jet (jet 1) was a 1.5-mm-diameter supersonic de Laval 
gas nozzle, operated by a fast solenoid valve and fed by a 99% He + 1% N2 gas 
mixture. The nozzle was positioned 2 mm below the laser axis. A razor blade 
on a piezo-actuator stage was inserted into the gas flow from the laser upstream 
direction, 1 mm above the nozzle. The secondary jet (jet 2) was a 400-μm-diameter 
subsonic needle, fed with pure N2 and placed at a variable distance of 1–10 mm 
from jet 1 in the laser downstream direction, at a distance of 1 mm from the 
laser axis. Both jets were characterized offline using the Phasics SID4 wavefront 
sensor, with and without the razor blade. The density distribution of jet 1 was 
a roughly fourth-order super-Gaussian of 1.6 mm FWHM (850 μm plateau and 
750 μm ramps) and jet 2 was a Gaussian of 1 mm FWHM (Fig. 4a). A jet 1 plateau 
plasma electron density around 6 × 1018 cm−3 yielded the best characteristics for 
the electron beams in terms of divergence, charge and energy. The shock-front was 
created in the density up-ramp of jet 1 and was positioned close to the laser focal 
plane by moving the entire jet assembly. The shock at this location could not be 
properly resolved in the gas density measurements, but was estimated (using the 
Mach number and shock-front angle28,48) to be 45% above the non-shock density at 
the blade location, yielding a peak shock-front density of ~5 × 1018 cm−3.

LWFA stage. The LWFA stage (jet 1) was operated using a combination of 
ionization injection30 and shock-front injection28,29, but not quite in the same 
conditions as previously shown shock-assisted ionization injection27, as both a 
quasi-monoenergetic peak and a continuous spectrum were obtained here. The 
shock is essential to the injection process, because the quasi-monoenergetic 
features are not observed without the blade.

Shock-front injection causes localized wavebreaking and injects electrons 
from the back of the bubble by rapidly increasing the bubble size, while ionization 
injection releases electrons near the laser intensity peak (in the first half of the 
bubble), which drift backward before being trapped. In shock-assisted ionization 
injection, however, the electrons that are trapped are ionization-injected electrons 
from around the shock-front density peak. The pure shock-front injected electrons 
are lost due to the local minimum in density between the shock and plateau, 
because they are injected at the back of the bubble, which retracts again when 
the density increases towards the plateau, while the trapping conditions for some 
fraction of the ionized, nitrogen-derived electrons are favourable.

Electron spectrometer. After acceleration, the electrons were deflected by a 0.83-T, 
203-mm (8-in) permanent dipole magnet onto a Lanex Regular scintillating 
screen imaged by an Andor Zyla 16-bit scientific complementary metal–oxide–
semiconductor (sCMOS) camera. The magnetic field of the dipole magnet was 
mapped using a Hall probe (Hirst GM08) and the electron trajectories were 
numerically tracked in the experimental geometry using the obtained field map 
to yield the dispersion curve on the scintillator screen. The imaging set-up was 
intensity-calibrated using a 532-nm diode laser (Thorlabs DJ532-10) (near the 
peak emission wavelength of the Lanex screen of 546 nm) with measured average 
power, together with a fast shutter with measured opening time and the Lanex 
emission data provided in ref. 49, to provide an absolute value of the electron  
beam charge.

The dispersion plane of the dipole magnet is horizontal, parallel to the vacuum 
chamber floor and the laser polarization. As the electrons propagate freely 
(neglecting magnetic edge-field effects in the magnet) in the vertical direction, 
knowing the length of the electron trajectories from the numerical tracking  
allows for an estimate of the electron beam divergence in the vertical direction.  
A complete three-dimensional mapping of the magnetic field was not done,  
so any vertical edge effects are not taken into account. However, these edge  
effects are expected to be small.

The minimum measurable divergence is limited by the optical resolution of 
the imaging system and the scintillating screen. The intensity at a sharp, opaque 
edge (the edge response50) drops from 90% to 10% in about 3.62 pixels for an error 
function fit, and differentiating the fit yields a Gaussian (line spread) function 
with a standard deviation 1.41 pixels. The camera pixel size and spectrometer 
geometry yield 0.4 mrad px−1 at 210 MeV (that is, 2-mrad divergence yields a size of 
5.3 pixels), giving a resolution of 1.41 × 0.4 ≈ 0.56 mrad r.m.s. (1.3 mrad FWHM). 
When adding the resolutions in quadrature (that is, assuming two Gaussian 
distributions), an electron beam with divergence of 0.5 mrad FWHM would then 

appear as having a divergence of 1.4 mrad FWHM. The minimum spatial extent of 
a point-like scintillation signal was not quantified.

X-ray detection. An Andor Ikon-L SO back-illuminated deep-depletion X-ray 
charge-coupled device (CCD) camera was used to detect the X-rays. This has 
2,048 × 2,048 pixels of 13.5 μm cooled to −70° C. Before hitting the CCD chip,  
the X-rays traversed a 3 μm aluminium laser blocking foil, a 50 μm kapton  
window and a 250 μm Be window, and 1 cm in air. The camera was placed  
75 cm from the source.

The X-ray spectrum was determined using the single-photon counting 
technique34. To reduce the X-ray flux sufficiently, the camera was placed further 
away from the source (1.6 m) and a 40 μm Al foil was added. In this way, a photon 
per pixel ratio below 1% was achieved. Only single- and dual-pixel events were 
taken into account for this measurement because they allow for a more reliable 
estimation of the spectrum. Once the spectrum at the detector was acquired,  
it was renormalized by taking into account the transmission of all the absorbing 
elements in the transport line as well as the detector’s quantum efficiency to  
get the spectrum at the source. To obtain the critical energy, the spectrum was 
fitted with the function51

∂
2Nph

∂E∂Ω
/ ξð1þ γ2bθ

2Þ1=2 γ2bθ
2

1þ γ2bθ
2 K

2
1=3ðξÞ þ K2
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" #

;

where γb is the electron Lorentz factor, K1/3 and K2/3 the modified Bessel functions, 
θ the observation angle with respect to the electron bunch propagation axis, E 
the photon energy, Ec the critical energy and ξ ¼ E

2Ec
ð1þ γ2bθ

2Þ3=2

I

. Ec is the only 
relevant parameter for the calibration because it determines the ‘shape’ of the 
spectrum, while the other parameters determine the total number of photons. 
Given that the X-ray beam is contained within a relatively small solid angle, this 
equation is integrated between γbθ = 0 and 1 before fitting.

Once the critical energy is obtained, it is then used to estimate the fraction of 
photons that reach the detector and thus to determine the X-ray flux at the source. 
Note that, because of the strong absorption below 4.5 keV, only the part of the 
spectrum above this energy is included in the fit. Supplementary Fig. 2 presents 
X-ray transmission curves.

Ec can be used together with the electron energy, γb, to estimate the wiggler K 
parameter, making one assumption about the local plasma density difference.  
The critical energy is given only by γb and the minimum radius of curvature,  
ρ0, of the electron trajectories. This gives ρ0 ¼ 3_cγ3b=ð2EcÞ  1:37

I
 cm (ref. 8),  

which yields K = γbλβ/(2πρ0) ≈ 9.1. Here, the used betatron wavelength, λβ, 
corresponds to a density np = 2.5 × 1017 cm−3, that is, 2.5% of the jet 2 peak density, 
suggesting a partially evacuated wake at the peak density of np = 1 × 1019 cm−3. 
This density difference is close to the one obtained from the PIC simulations, 
and thus corroborates the result that the shock-bunch is located in a weak wake. 
A K parameter of 9, given 2 pC of charge and half a betatron cycle, gives 1.9 × 106 
photons at the average energy of 〈E〉 ≈ 0.3Ec (ref. 8). The above density difference 
also suggests a reasonable betatron oscillation amplitude of ~6.8 μm, and density 
differences in the range np = 2.5–5 × 1017 cm−3 similarly yield reasonable photon 
numbers and betatron radii, but the resulting K parameter is not consistent with 
estimations of the X-ray divergence due to the fact that only a fraction of a betatron 
oscillation is performed in our case. Further details and discussion are provided in 
the Supplementary Information.

PIC simulations. PIC simulations were carried out using the fully relativistic and 
quasi-axisymmetric code CALDER-Circ35, in which three modes are used for the 
azimuthal Fourier decomposition of the fields and currents. The moving window 
following the laser pulse is composed of 4,320 × 300 cells, with longitudinal and 
radial steps Δx = 0.125c/ω0 and Δr = 2c/ω0, respectively, where c is the speed of 
light and ω0 the laser frequency. The corresponding time step is Δt ¼ 0:123ω�1

0
I

, 
and a scheme reducing the numerical Cherenkov radiation52 when solving the 
Maxwell equations is used. The density profile used in the simulation is shown in 
Fig. 4a: jet 1 consists of a fourth-order, 1.6-mm-wide (FWHM) super-Gaussian, 
with the maximum background electron density of np = 6.3 × 1018 cm−3, and five 
times pre-ionized nitrogen ions with a number density of nN5þ ¼ 6:3 ´ 1016

I
 cm−3. 

The ionization of the K-shell of the nitrogen ions is modelled using the Ammosov–
Delone–Krainov-based model of the code53 and a neutralizing immobile ion 
background is used so that the plasma is initially neutral. Jet 2 consists of a 
1.0-mm-wide (FWHM) Gaussian and is composed of pure electron species at 
a density of 1.0 × 1019 cm−3: as a0 ≈ 0.5, N5+ ionization is assumed throughout 
jet 2. Thirty-two macroparticles per cell are used for the electrons and two 
macroparticles per cell for the nitrogen ions.

In the simulations, a 0.9-J, 35-fs-long laser pulse is focused on a spot size of
14 μm FWHM at the entrance of jet 1, resulting in a normalized vector potential of
a0 = 1.9. The laser is polarized horizontally, in the x direction.

Radiation results are post-processed from the trajectories of ~104 representative
electrons—achieving a maximum energy above 30 MeV—that are recorded during 
the PIC simulations. The radiated energy d2W/dωdΩ per frequency unit dω and 
per solid angle unit dΩ in the direction n is calculated using54:
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for a particle whose trajectory, speed and acceleration are respectively r(t), 
β(t) = v(t)/c and _βðtÞ ¼ dβðtÞ=dt

I
, and where e is the unit charge and ε0 the vacuum 

permittivity. d2W/dωdΩ is then integrated over an interval of 3–15 keV to obtain 
the X-ray divergences shown in Fig. 4d.

Semi-analytical model. As stated in the main text, the propagation of the beam 
envelope β function is governed by equation (1). β relates to the r.m.s. beam size as 
σ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
βεn=ðβbγbÞ

p

I
, where εn is the normalized transverse emittance (invariant up 

to ~1 cm of propagation9) of the beam and βb = vb/c ≈ 1 is the normalized electron 
velocity. The behaviour of β is governed by κ, which is the normalized, linear 
focusing strength, which can be retrieved from the local forces on the electrons 
inside the wake, as described in the Supplementary Information. Most crucially,  
κ depends on the local plasma density and wake amplitude and phase, which vary 
significantly during propagation. Here, equation (13) in ref. 22 (Supplementary 
equation (6)) is used to obtain the transverse force in a linear laser-wake, inside 
which a dense electron beam drives a second wake, which is then used to evaluate 
κ at every step in the numerical solver. The chosen solver is based on an explicit 
Runge–Kutta (4,5) scheme. The model parameters that are not adapted from 
the experimental results are estimated using nonlinear analytic theory55, and the 
main parameters that are varied to fit the model to the experimental data are the 
longitudinal laser–electron beam separation, ξlaser, and the distance behind the 
driver beam head, ξb. The estimated parameters are the laser pulse duration, energy 
and radius (assuming a waist at the jet 1 exit).

To obtain the best agreement with experiment, particularly for small jet 
separations, an addition to the model of charge ‘loss’ in the ionization-bunch is also 
made. Loss, in this sense, means that the charge no longer contributes to the wake 
excitation, which influences the shock-bunch. This is observed in the experiment 
for the ionization-bunch head (at ~120 MeV) (Fig. 1b–d). This charge loss varies 
with jet separation, with the highest loss occurring for smaller separations, as also 
reported in ref. 31, and is therefore expected to depend both on the density of the 
ionization-bunch and the plasma in jet 2. The assumption is made that the loss of 
charge per unit travelled distance, dQ/ds, is proportional to the normalized beam 
density, ~nb

I
 (similar to ref. 56), that is

dQ
ds

¼ C  ~nb ¼ C  nb
np

k3p; ð2Þ

where C is a constant used for fitting. The value of C was found to be around 
5 × 10−25 C m2 when fitting for an appropriate charge loss in the ionization-bunch 
head at the given jet separations. The ionization-bunch propagation is assumed 
not to be affected by this, so the charge loss is implemented after calculation of the 
ionization-bunch propagation and before the shock-bunch propagation. For more 
details, see Supplementary Information.

The radiated power emitted by the electrons is calculated for this model using

PradðsÞ ¼
Qbe

3γ2b
6πm2

eϵ0c
g2qðsÞðσ2xðsÞ þ σ2yðsÞÞ; ð3Þ

and the critical energy is calculated with

Ec ¼
3
2
_e
me

γ2bgqðsÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2xðsÞ þ σ2yðsÞ

q
: ð4Þ

See Supplementary Information for derivations. The radiated power was 
verified by tracking a sample of 1,000 randomized electrons through the same 
focusing gradients and calculating the radiation with the same method as for 
the PIC simulations. The total radiated energy is calculated by integrating this 
equation over jet 2. The effective X-ray divergence for radiation above 4 keV (as 
detected in the experiment) is estimated by calculating Θeff = ∫PradΘds/∫Pradds, 
with Θ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2y0 þ ðθ0=3:3Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2y0 þ 1=ð3:3γbÞ2

q

I

, where θ0/3.3 is the r.m.s. of 

the energy-averaged single-electron radiation distribution above 4 keV (see the 

Supplementary Information for a digression on this).
As σy0

I
 was the parameter compared to the measurement and σx0

I
 was not 

measured, the influence of DLA was thus not quantified. The distribution along 
x was therefore simply estimated by increasing the x emittance by a factor of 
10, using the same Twiss functions otherwise. This is an approximation (see 
Supplementary Information for further discussion).

Similar to β, the parameter γ is used to describe the electron beam divergence 
as σy0 ¼ ffiffiffiffiffiffiffi

γεy
p

I
. Together with the above equation for Θ, a simple guiding condition 

can be found (Supplementary Information) for how much to expand the beam 
size so as not to limit the X-ray divergence with the electron-beam transverse 
properties. The condition is σy ≫ εn,yϒ, where ϒ is a numeric factor that depends, 
for example, on part of the detected X-ray spectrum (ϒ = 3.3 above). If this 
condition is met, the electron beam divergence does not increase the X-ray 
divergence and only the single-electron emission, and thus γb, will determine 
it. Using the Gaussian fit to the azimuthally averaged divergence distribution 

(Supplementary Information), ϒ = 2.8 and thus γb ≳ 850 would yield a sub-1-mrad 
FWHM X-ray divergence for the full spectrum.

Data treatment. Because of double peaks and asymmetry in the spectrum  
(here denoted S(E)) of many shock-bunches, the peak energy of these electrons is 
calculated as the ‘centre of mass’ (or centroid) within Epeak ± 2 × Ehwhm±, that is

Ecentroid ¼
R Epeakþ2Ehwhmþ
Epeak�2Ehwhm�

SðEÞ  EdE
R Epeakþ2Ehwhmþ
Epeak�2Ehwhm�

SðEÞdE
;

where Epeak is the energy of the maximum of the spectrum over the whole 
shock-bunch and Ehwhm± is the half-width at half-maximum of the upper and lower 
slopes of the maximum peak, respectively. To accommodate odd spectral shapes, 
the HWHM points are chosen as the outermost points where the signal value 
reaches below half of the maximum. The related metrics remaining energy fraction 
and remaining charge fraction31 could not be evaluated in a meaningful way 
because of the additional low-energy charge that was observed with jet 2 on.

Once the bounds in energy of the peak are identified, the centroid divergence 
of the peak is calculated in a similar way, over the same range as the energy. The 
denominator in these integrals is simply the shock-bunch charge. The charge of 
the ionization-bunch is then calculated as the total beam charge (from 14 MeV, at 
the lower end cutoff, up to 260 MeV) minus the shock-bunch charge. The centroid 
energy of the ionization-bunch is also calculated in this way.

The electron spectrometer images in Fig. 1b are filtered using a 3 × 3 pixel 
median filter, to reduce noise from bremsstrahlung on the camera chip. The 
resolution of the zoomed electron spectrometer images in Fig. 2a–c is doubled in 
both axes by linearly interpolating the images. The X-ray profile images in Fig. 3a,b 
are binned in a 2 × 2 pixel grid, followed by a 4 × 4 pixel median filter, to reduce 
noise and make the images clearer in print.

Data availability
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available from the corresponding author upon reasonable request. Source data are 
provided with this paper.

Code availability
The codes that support the findings of this study are available from the 
corresponding authors upon reasonable request.
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