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1.0 Intrcduction
1.7 General Geals

“Cne 0f the most important tasks for a ccmputar designer
is the wevaluation of a «ccaoputer architecturs and its
implementation. As two specific instances cf that task, we
consider (1) a comparison of the performance ¢f the IBN
3707168 Model 1 and <the AMTAEBL 47C 9,6, which are +two
machines with the same architecture but different
implementations, and (2) an apalysis of scre cf the

propertiss of the IBX 370 instructicn set.

The basic goal is to apporticn the time spent by an
s#xecuting pregram among the various system componsnts such
as the cache memory, the instruction vpipslinz and the
individual instructions, sc¢ that rescurce utilization and
system bottlenecks will appear. This is achisved by using
models of +the CEU of each wrachire which also provide
sstimates of ths total CPU +times. The *otal +time 1is
important insofar as it is us=d tc verify the accuracy cf
the model, since the predicted times are ccmpared to +*hs

actual performance of the pachines.

The decision to make implementation derendent nmeasures
of CPU performance for twc members c¢f a spacific
architecture farmily has sesveral advantages: (1) Scme of ths

traditicnally difficult problems enccuntered when comparing



two different architectures are not present, since many
confounding factors relating tc parformance svaluyatiorn havs
the same sffect on both machinzss. {2) The succass cf cone of
the "levels of a ccmplex system can often te measured by the
characteristics of the levels btelow. Perfcrmance evaluation
which is close to the implementaticn level <¢f a computer
gives valuable design informaticrn at the architscture level.

{3) The speed of collection and the precisicn of the resultis

‘are greatly enhanced by having tcols that are tailcrsd for a

specific instruction set, {4y Practical and useful results
can be obtained guickly, raving the way for mors general

studies.
1.2 Previous Studies

The svaluation of computsr systems frcm _the tuyer's
point <¢f wview has +traditicrally rsceived a grzat dzal of
attention, The system software often reguires careful and
tendsr +tuning, and bottlenecks whichk «<car have Aramatic
affects on performance must be identified and remcved. An
abundant 1literature addresses these prchblems and provides

techniques for solution [AGATE].

The computer system designer has sirilar froblems to
solve, but most of the existing literaturse is net written
for his viewpoint. Cne explanaticn fcr this rchencmenon is
the lack of feedback; users sazldom comrplain akcut hardware
design becaunse they feel that +their ccmplaints will have

little =effect., 7The result is a scarcity of informaticn for
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use by the designer., Most of the studi¢s <clcssst to this
work deal with the «collecticn of data c¢n instruction
frqu?ncies. The most frequent obdjectives dinvclve (1)
heﬁchmark studies, (2) computer design, {3) language design,

and {4) ganeral preogramser curiocsity.

Scpe studies leave all interpretation tc the reader,
and Dbecome a usseful sourcs ¢f primary data [GIE, CC¥]. The
studies most aprlicabls to the ccmputer designar's gcint of
yiew cften provide instructicn frequsencies, register
utilization, opcode pairs, and static vs dyramic frequency
comparisons, but 1little +tiring or performance information
[LUN, FLY, WIN, H&N, AGA73, ANA, FCS71at]. The
languagae~coriented studies have rrovided similar informatiorn
for specific languages, studyirg the match Ltetwsen the
language and the machine code t¢ which they must tLe

translatead [ALE72, HEN, ALE7E].

When their interest is c¢nly in perfcrmance evaluaticn,
users have generally been advised +to use benchmark runs
instead of instruction mixes Ltased <¢nly c¢n instruction
fraguencies. [ARB,S5NI}. The use of timing information with
thess instructions nmixes is made difficult bty the lack cf
rublished informaticn from the mapufacturers, in particular
for the high-performance machines. (Axdahl is an exception
in this reqgard {AMD]). This has fcrced wusers tc produce
their own documents [LI?P, EME 1. The manufacturers

themselves must have studied these guesticns, and scme
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expurgated papers reveal glimpses of large-scale =fforts and
sophisticated tools tut offer 1little results [VAN, HUG,

MUR ]._

The previous studies have shcwn that very few
instructions (cften four or five) represent 50% of those
e¢xecuted, and a few more (often 20 tc¢ 30) craprasent 90%,
This would ssem tc justify ths idea that a few instructions
will account for most of a program's rehavicur and one can
neglect instructions whose frequencies are telcw a certain
threshold. Unfortunately this applies only tc a specific
program. ¥o trend has been shcwn in the importance of
instructions, because the instructions which mage up the
£0%, 90% and 100% groups of a prcgram are dapsndent on the
rrogram, the prcgrammer, and the langunage us=d, The only
instructions which seem universally impcrtant are the

tranches, which most often acccunt for abcut 15-30% of +fhe

instruction couants, but which still show wide variaticrn.

The difficulty with the frequency analysis approachk is
that for performance #valuaticn the d=signer needs
information atout the instructicns whick acccunt fcr most of
the execution time. Attempting tc deriva perfcrmance
conclusions frcm an instructicr frequency list Yields_pocr

results bascause some instructicns can  hundreds of t

[N

nes
slovwer than others, Tc ottain accsptatle performancs
results the designer needs to ccnsider mactire dspandent

variables because they are requirsd for preciss evaluation
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of the instruction sxacution tinme,
2.0 The Tustructiorn Timing Mcdel
2.1 The pethodology

The models of the CPUs used here are based on the
instruction timing forzulas available from the
pmanufacturers!' documents which describe their computers
[A¥D,IBM]. These documents sometimés sacrifice details for
case of exposition {which is nct to say that they are easy
to read!) and represent only the test efforts of an a2nginser
to describe the existing machine. {(In dsriving the gmodel
for the Amdahl machine we were guite fortunate go get some

help from the designers.)

The programs to be measursd were traced in user state,

and all the information requirzd to ccompute the instruction

e

axecntion time from the formulas was cocllected. 3 r=scerd
was mada of counts of occurrencas, values of instruction
variables used in the formulas, and inforsaticn abcut memory
prerformance, Typical variables depend on thke specific
instruction but may alsc derend on the dimgplementation
details. For example, +the nrnumber c¢f bytes moved is
implementation independent, tut neasures <f ripeline
interlocks and timing delays are not. Scme variables depend
on instruction environment and therefcre requirs informatiorn

abtout instruction pair and triple distributions.



Two primary constraints caused us to trace cnly
user=-state instructions., (1) Tracing system scftware, with
the attendant psrformancse deqradation of at least 50 +to 1,
would- modify operatihg system tehavior in timing dspendent
I/0 sections., By +tracing only 4in user wmcde, which is
tasically not speed dependent, we elirinate a source of
error which wculd necessitate a ccmplicated interpretation
of the results, {2) Tracing the cperating system intrcduces
a large numbar cf problems invclving the recording of the
trace data. Cne standard scoluticrn is the use of sanples
rathar +than ccmplete tracss, tut thsn the verificatiocn of

the predicted CFPFU time is pearly impcssible,

Since the timing formulas dc not include the effects of
cache memory wisses, the cache memory is simulated for =each
machine, The «cache penalty is added to the instruction
execution time tc obtain the expected program execution
time, To verify the model the expscted time is ccmpared to
the operating system accounting time corracted t¢ ccmpensate

for ths differsnces betwesn the measuremsent patheds,

The &ff

£

:cts of instructicr interacticn, which «can
generally be attributed to pipelinz rescurce interlccks, ars
rather explicitly account=d fecr in the Amdahl fcrmulas., For
IBM, howaver, the ©pipeline effects sseem to have _been
averaged intc the formulas in a way which was not <clearly
indicated, This Was a potential souvrce cf difficulty, but

the effort required to ottain +this infcrmation frem the



logic diagrams and microcods listings was prchibitive, and

unjustified when an srror of a few parcent is accerptable,

JThe techniques used here are much mecre cemplsesx  than
beﬁchmarkiﬂg, tut not as costly as tctal hardware
simulation. The tools are general encugh s¢ thay can be ~-
and have been ~- used for cther studies. The importance,
however, lies in the ability to change the =®mcdel wvariablss
to reflect prorcsed changes tc the existing hardware and to

accuratzly predict the performarnce effects of those changes.

%

2.2 Choice ¢f Factors

The development of the CFU 1nodel has teen greatly
influenced &ty the idea of an evclvirg syster of tools =~
develorrent by successive refinement, 2 crude model and
simple tools were first assembled and bf successive
iteration new tools, naw pseasurements, and a mere refined

ncdel were designed. We +thirk th

[

s aprrcach rednced the
rumber of false starts and the elapsed time of +the whole
study bty allowing us t¢ ccncentrate quickly on the most

important factors,

The CPU model us2d is an intermediate one between full
sinulation at the hardwars ragister laval and a
machine-independent representaticn c¢f perfcrrance., ~ The
decision to include some factcrs and sxclude cthers was
tased on our estimaticn, often supportsd by experimentation,

of the eoffect of thonse factors cn the final 1t=2sults. Sore



cf the dustification for the decisions are prasanted below.

The accuracy of the modsl is suppcrted by the @gmatch
tetween the program execution time as predictsd by +the medsl
ané the same time measured by the cperatirg system during
actual runs. Performance evaluaticn by benchmarking is
repeatable c¢nly within 2-3% because of the large number of
uncontrcllable variables, and this +therefore defines tha

required precision of the model.

An exawminaticn of prseviocusly publisted instruction
frequencies might suggest that the BOTE frequent
instructions are those whese duraticon is constant and
thaerefors de not hegavily depend ¢cn executicn vari;bles like
the lengthk of operands, If¥ +his were true, then these
variablss could ke set to program-independent valunses without
introducing a significant srrcr in thke resuylt. To test this
hypothesis, the rrogram which ccaputes exsecuticn times was
given three sets of executicr variables with which to

predict program running time, Cne was a rrcgramper's bhest

uegss o¢f +tke true valuss, and the <cthaer tvwc were the

£
j

th

mallest and largest 2xtremes which could realistically bhe
expected, The results shcowed that an instructicr cculd Jjump
from 4% to 50% of the total time derpending on the value of
its variables with all others remairing the =ane. This is
an unacceptaltle error, especially since errcrs in the

variables for many instructions could ccmbine tc form large

systematic errors. Most of the variables which affzct



axecution tise were thersfore measured exactly or estimatsd

from related measurements.,

Jhe predicted executicn time 1is ccmposed of the
agéregate ins*ruction timing results and a psnalty for cacte
pemory missss. The aggregate instruction timing results
have alr=ady taken into account the instructicn ccunts and
tasic =xecution sreed, as well as the pigeline interlocks.
The cachs miss penalty depends cn the reference pattern <cf
the program, the cache organizaticn, ard ths data flow
pattern within the machine., The twc machines differ rather
markedly in thcse respects: the 370,168 uses =aligned
doubleword (8-byte) accesses ard an associative set size of
8, while the 470 accesses unaligned ¢fullwcrds (4-bytes),
uses a sst size of Z, but has the same tctal amcunt of data
{16K bytes). There are also rather significaﬂt. differences
in the amount and type of instructicn lockakead rerformead.
10 accuratsly mesasure the cache penalty, the trace analysis
progranmn has a detailed simgulaticn of the cache arnd

instruction fetch mechanism of roth machines.

Although céché memory miss ratios are known tc be low
{MER], it is easily shown that the ccntritution of the time
penalty for th2 pisses is toc large tc le neglected. 1If the
giss ratio is 5%, with a 480 nsec ©penalty fcr a rpiss, 2
memory requests per instruction, and an average instruction

execution time o¢f 300 nsac ({reasonatle values for the

370/168) then the time fcr the cache nisses rerresents 16%



of the execution time.

Two other cache organization featyres pust be
considered in the cache penalty ccrrecticn. For IEBEM, stores
al#ays access rain memory ("store-through"”) which may cause
extra delays. For Amdahl, there is an e£xtra rpenalty when a
4-byte access crosses a cactkts line Icurdary. These and the
cther <cache <ccrrections are not attributed to the
instructicns which <caused them, but rather accumulated

separately,

The executicn time reported by tke orerating systém
includes all user-state and some supervisor-state
instructions [BEN], wher2as the trace progran mea;ures cnly
usar-state instructions. The time attritnted +to these
supervisor-state instructicns exscuted in the preccessing of
user-initiated supervisor calls (SVCs) wmust be cuktracted
from the regorted CPU time, Measurements were made of the
charged time for all the relevant SVCs &s the prcgrams were
traced. The correcticn is very significant for almost all
rrogramns, since toth the numbter ard cecst c¢f the SVCs are
high. For the 168, for sxamgple, the time chargsd varises
from 107 usec for an I/C operaticn to‘26 rsec for opsening a

file.

Although the SVC time corrscticn could have bsen
reasured for the original benchkmark rrcgrams, they were
somewhat modified in view of +the sulstantial ccrrection

raguired {as much as 20%). Wherever possible, the pumber cf
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I1/0 operations was reduced by increasing the file blecking
factors, tut w2 did not cotherwise alter the cperaticn of the
Frograns. Despite this effcrt, +the SVC time corraction
reéainad the factor which intrcduced the largest srrcr in
the measurerents, #e also added a FCETRAN rumerical

nalysis program from which the I,/C parts were excised, so

93]

that few supervisor services were requested.

Since supervisor-state and user~-state instructions
share the same cache, there will bebscme displacement cf the
user's Mwerking set®™ frcm the cache in resronse to an SVC,
which will manifest itself as a lower tkan ncrzal hit ratio
whan the user's program is resursd., Ar unpublisgea note by
Rossman suggested that this would have a significant effect
[ROS 1. To verify this we simunlated the caclte activity for
cne job with a large number c¢f SVCs first assuring a 100%
cache flush for sach 5YC, and tten again with rc flush: ths
number ¢f «cache @nmisses changed bty a facter of 10.
Keasurements showed that the actual fracticn cf the cache
disgplaced bty an SVC variss frcm 0.1€6 tc 1.0, and that alwmost

all non-trivial requests completely replace the cache.

Interrupts which occur during the sexecution of ths
program dc¢ rot account fcr a significant increase in
accounted tinme (since the uvser~state CPU tipger is disabled
during interrupt processing) but there could ke an effect
due to cache displacement caused bty the interrupt rcutine,

On a heavily loaded machine interrupt rates as high as 4000
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per w®minute are common, regresenting 1€.4 ms cf extra time
{1.7% for IBM) tc¢ completely refill the <cacke for =each
seconqd of CFU time. Since most c¢f those interrupts ars dué
to.other jobs, this effect was reduced tc & negligitbtle level
by running thke Jjcb on on otherwise idle syster, so that only
the few interrupts caused by the tenchmark job itself could
cause interference, This is urliks the SVC correcticn, for
wvhich nc change in the number of cache flushes 1is rossible
simply by contrclling the envircnment of the benchmark run.
Similar calculations for the effect ¢f channel I,/0 transfers
to memory shcew that +they have even less effect on CPU
rerformance, This is true both for IBF, where the channels
transfer directly to main BEMCTY and irvalidate
corresponding cacte entries, and for amdahl, where the

channels transfer intso ths cachse,
2.3 Cverview of the Ms=asurement frcgrams

An interpretive trace rprogram (IFACE) g=anerates a
record for e€ach user-state instructicn of the  measursd
program, The record contains the instructicn type, memory
addresses referenced, and the cther required infocrmaticn.
These records are processed by a trace analysis progran
{ANALYSI3) which gensrates dinstructicn ccvnts; variakble
valuas, and memory accass statistics such as cache menory
miss counts, which are stored in a summary file., In crder
tc avoid saving massive amcunts <¢f intermzdiate trace

information {2% megabvtes per traced seccnd), the T1RACE and
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ANALYS

b4

S prcgrams execnte as coroutines. The ccmbined

cverhsad ¢f the *race and trace analysis trograms amcunts to

200 seconds per second c¢f real tims. This «ccmpares

-

favorably to cther more detailsd bardware simulaticns, where
the overhead has baen as high as €C0CC seconds per second of

real time [VAX].

The summary file is ccnverted into a ccurt file by an
intermediate program (CCNVERT). The count filz contains all
the information reguired to ccmpute the timing formulas for
both machines condensed intc abeocut 500 numbers., An
instruction statistics program (INSTAT) uses thke count file

and files of encoded instructicn tising fermulas tc produce

the final timing and performance informaticn.

We devised several test rprcgrams for Qetifying the
formulas and understanding the neasurement factors. A
general instruction timing prcgram (ITIKEER) was designed fcr
precise measurements of instructicn times, cachée memory miss
penaltises, SVC times, and the effscts of SVCs cn cache

REROory contents,
2.4 The Instruction Timing Fcrmulas

Ar instruction may have =sevaral tininé ferpulas
associated with it, «correspcnding tc different mcdes of
execution, Fach individwal timing fcrmula nmay depend
linearly on +the variables (the most ccmmecn case) or have a

rore complicated dependence, In general, three types cf

-



linear ftormulas are encouniersd.

Some timing formulas reduce to a «cconstant, and often
cnly cne forpula is asscociated with an dinstructicn.
Examples of this case are mest ragister-tc~register

arithmetic or locgical instructicros.

ADD BEGISTER IEN .LBC usec

{AR) Amdahl .CBE usec

Many formulas have a simrle linear derpendency on
execution variakles, An example is a Lcad Multirle {L®)

instruction which can be expressed as

load Multiple IEM .£20+,08C*R usec

1) Amdahl L(654,C6E*R usec
where R is the number of registers lcaded,

Scme formulas may invelve variabtles which are ccncerned
with the general envircrment c¢f the instruction. These ars
cften measures of the effect cf pirelire interference which
caunses a delay in the executicr éf an instruction, Examples
are the Amdahl variakles S1 and T®D, S1 acccunts for scne
cas2s of pipeline interlocks, ané ranges frcmp O to .065 ussec
depending on the "number of executicn cycles attrihutab;e to
the three wcrds of the dinstructicn stream fcllcwing the
instruction ¢f interest" {AML]. LWL, which is either 0 or
.0325 usec, coppensates for the cccrrrence ¢f a dculklewcrd

result instruction before the subject dinstruction, bLecause

-1l-



tha machine is fundamentally sirgle werd criernted.

Stocre (ST)

-

Hhen several formulas

Amdahl

are

LLES+S14L4HD

with one

instruction, #ach formula applies cnly to a specific case of

its =exacution.

For eoxample, the Move Character irnstructicn

exscution formulas depend in impcrtant ways cn tte dagree of

cverlap of the two cperands. The differant cases invelve
not only different cosfficients, Yut coften different
variables.
Move IBH . 760+.040%E ysecC {nc ocverlarg)
Character LHHU0+, 240%B usec (any overlap)
{MYC)
Amdahl .195+451+4, 130*%WEB+N¥V uszec
wvhere ¥V = ,13(0%% {nc cverlap, cr
overlap>dz tytes)
MY = ,162E%*¥ (3<overlar<=3Z Lytes)
MY = ,130%t {1<overlap<=3 tLytes)
MV = ,1G5S*R {cverlap=1 byte)
and where B = pumber of Lkytes moved
¥ = numksr cf words meved ;
WB = numlker c¢f tytes wkich must be

moved to have the destination

field ¢n a weré keunfary whern b>63,
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For all the individual linear forzulas, we nead only

accumulate the counts and average variable valves for each

cf the timing focrmula cases,

e

Unfortunately, some fcrmulas are not linear in +their
variables, Tyrical examples are the decimal arithmetic
instructions, where the duraticn depends on ttas product cof
the lengths or +the averags value ¢f tte digits used. TFor
these we comput€¢ the appropriats prcducts c¢f wvariables at
the time the precgram is analyzed, and average these values
for use by the cther pregrams in an equivalent linear fornm.
These cases cf non-linear fcrrulas are sufficiently
infrequent to justify this special treatment, tut-the offect
cn timing valuass is too important to igrncre them. A simpler
approach would assume that the prcduct c¢f the averages is a
sufficient estimatse of the avsrags ;rcduﬁt, tut ths

potential errcr is great.

The fcormulas are =2ncoded as a string ¢f records, =ecach
correspending tc¢ the coefficient ¢f a term in a sutcase of a
timing formula for a particular instructicn; there are a
total of 3200 variable names and ccefficient vélues. A
numbering and naming sckere was dzvised that allows
variables which are common tc many formulas to te propagated
to all appropriate places, as well as giving individnal

identities tc variables which are mcra specific,

3.0 Verification of the ¥odel
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3.7 Measurement of Cache Miss Fenalty

Although cache miss penalty dinfcrraticn is availabls
from. the manufacturers, it was difficult tc interpret
precisely what the effect ¢t inestruction time is. Since
peasurenpents are not difficult ard tte correction «could be
significant, the values were verified experisentally. To

determine the cost ¢of a cache miss, a test rrco

Yo

rag sinply
fills the <cache with known ¢ata. A szccrnd locr is then
timed, in which either the samez data is trelcaded, or nsev
data displaces the 0ld. The difference in tims beitweszn the
two versions of the seccnd lcopr, divided by thz npumker of
cache misses «caused by the locp which disrlaces the data,

frovides the cachte miss time. 1tke value fcund for IEM

Jode

s
480 nsec, wbkich 1is not inccnsistent with informaticn from
the hardware sanunals. TFor Ardahl, cacte missaé are fcund tc
cost 650 nsec, which also agress with infeormaticn frem the

designers,

Once the cache miss psnalty is establisted, the effect
cf a supervisor reguest on thke usar ¢ata in the cache can te
measnred easily, In a similar fashicn the cachke is filled
with kncwn data, the SVYC is issued, and the <cache 1is
refilled with the same data., Ths second locp is timsd, and
compared to the identical locp whken thke SVC is nct g:eéent.
The time differsnce di?ided ty the cache miss penalty gives
the number of cache lines that were distlaced ty +he SvVC,

¥ote tkat the second loopr wust £ill +tke cache in the
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opposite order frcem the first 1lccyp, otkerwise the LEBU
replacement algerithm would «cause tlke criginal data to he
renoved instead of the data added by the SVC., Table 1 showus
the f;action cf cache displacemzent fcr =cme <¢f the  wmore

COBMON SUpervisor resguests,

One of the most ipteresting differences of
implementaticn tetween the +twc machines is the effect of
data stores on the cache. Tte IEM agprcach 1is +c always
store data directly into rain memory, and tc vpdats the
cache only if the line already exists. The Amdahl wmachine
updates the «cache 1line 1if the data 1s rresent without
storing into pain memory. If the cata is not in the cache,
the 1line will be 1r2ad fror mpemcry. If the replacement
algorithm must remove a line which was &rwpcdified din the
cache, the omwmemory is updated at the time' tte line is
replaced., The IBM method, called "stcre-~thrcugh®, has often
been criticized tecanse it requires a main memory access for
all stores [K2iP]. Although the stcre can gproceed in
rarallel with subsequent instructions, any subsequent main
B2MOry accesses mnst ba suspendsd until the me2pory baccmes
available, Since the timing fcrmulas do rot explicitly
account for this effect, it is impcrtant tc determine its

pagnitude,

There are three factcrs which ccatine tc rminimize the
rossible deliterious effects ¢f the store-through pclicy

used by IBM. The first is that the memcry is crgarnized with
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four-way intserleaving of adjacsnt dcoublewcrds, sc that
consecutive stores may well reference separate semcry banks,

The second is simply +that tased c¢n the cpccde pair

)

distribution we have accumulated, ccnsecutivs instructions

which store data intc memocry are relatively irfrequent. The
third is that even for rpairs <¢f such instructions, ttere
appears tc ke a level ¢f buffering fcr data that must be
written to main memory, at least fcr the case when that data
is also in the cache. 12 tpenalty appears only for the +third
consecutive store, and then dis 36C nsec. The full write
cycle time penalty of 640 nsec cccurs crly fer the fourth
and subssequent storsa. These factcré ar€ sufficient tc
justify not including a Aifficult-tc-compute correction for

store=-through writes.
3,2 3YC Time Measurement

As previcusly discussed, the CEU tinme charged for SVCs
was measured in crder t¢ be atle tc cecrrect the time given
by the operating system. The time charged fcr each SVC is
cften largs and varies frcm prcgram tc prcgram e€ven for the
same SVC type. To account for these variaticns we measured
the +time charced tc the user fcr each SVC as ths banchmark
programs were being traced. The SVC correcticn computed by
sumpming the nmeasured SVC times is therefore guite accurate
for the 168 becavse it was the machine used for the
tracings. Fcr +the 470, the timing precgram ITIHFE was used

tc give estimates of the average SVC <costs. This latter



method does nct take into acccunt the variaticn frcm progren
tc program and the SVC corrections are much less accurate

than for the 168, Table 1 shous the time charged for scne

e

important SVCs averaged over all precqgrams.

Tt is int=2resting that the time charged for supervisor

services is often ccmparatle tc what wculd be required if
there were no operating systen, Fer I/0 ofperations,

rrevious measurement have shcwh that +the hardware 1I/0
instructicns (51C, TI0, etc.) are increditly expensive; 100
usec is not unusual [JAY). 7This is tc t& ccmpar<d with, for
instance, the measured charge c¢f 107 usec fcr the reguest to
+he operating system for an 1/C creraticen, Note ~that both
¢f these are more than two crders of magrituds larger than,
for example, the 0,61 usec nsedsd fcr a dcukle gprecision
floating pcint multiplicaticn. It ﬁcuid seer that
improvements in the arithmetic units c¢f computers have not
teen acccmpanied by sirilar improvements in tke 1I/0

interface despite the existencs ¢f I/C channels.,
3.2 The Benchmark Jokbs

The results presented here are derived from the
analysis of seven benchmark jols written at SIAC. Excerpt
for one (LINSY2) they wers all prcducticn fjots ﬁfitten, for
purposes other than performance e€valuaticn.. To avcid
tiasing the results with artifacts frcecm specific languages
¢r programs, we purposely chcse the three mcst us2d language

cempilers and programs ccmpiled ty thenm.
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(1) FOBIC is a «ccmpilatien ty the IBM Fortran-H

optimizing compiler.

-

{2) FORIGO is the executicr c¢f +the FCRTRAN program
ccmpiled bty FCRTC, It is a numerical analysis prograr which

sclves partial differential equaticrs.
{3) PLIC is a compilaticn ty the IEM F1,/I~F ccrpiler,

(4) PLIGC is the executicn <¢f a EFL/I gprecgram which
accumnlates and prints accounting summaries frcp ccmputer

use informaticn,

(5) COBCIC is a compilaticn bty the IBM AXSI Standard

COBLL compiler.

{6) CORCIGO is the executicn of a COBCL prcgram which

reformats and prints computer use acccuntipg ianfcrmaticn,

{(7) 1INSY2 is the execution c¢f a FCRTIEAN subroutine
vhich =clves large-corder simultaneous equaticns. No I/0 is

done.

Taklse 2 s=susmarizes scne charactaristics cf the

benchmark -obs.
3,4 Medel validation

Verification tasically consists c¢f ccmparing the tire
rredicted by cur model fcr <€ach tenchmark jobk with the

corracted re¢al exacution time, 1The time predicted for each
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benchrark, Trred, consists of the fcllowing terme:

Tins, the total time rredicted frcm the timing

formulas, which does not includs the cache miss tenalty.

¥ * Tmiss, where ¥ is the numter <¢f <cackte 1rnisses as
reported by the cache simulator, and 7Triss is the cache npiss
renalty. The number of cache missas includes the effect of

SVC exacution on the cache contents,

Tcross, the time penalty, fcr Amdahl crly, paid when
references tc¢ the cache cross a line bcunéary. The penalty
is two cycles {.06% usec) for reads and three cycles (.0875
usec) for writes, and is computed using numbers provided by
the cache simpulator. Virtuvally all the penalty arises frenm

instruction fetch, since ncre <¢f the rrograms access

[ el

unalignrned data. Ther=s is nc eguivalent penalty £for IBH
because its larger instructicrn tuffer prefetches encugh so
that twe successive doublewcrds can te accessed without

introducing an additicnal delay.

The corrected time €or +the actuel executicn, Trun,

consists of the fcllowing teras:

Tacc, thes time as given ty the standard IBM -accounting

routines.

-Tsvc, the time attrituted tc the nuser for the
execution of all tte supervicscr «calls, %hich nust be

subtracted from Tacc.



Tatle 3 rrcvides the values for each cf these times for
gach of the bkenchmarks. For Tpredé ard Trun, the relative
éarcé%tag@ of <each of +thsir «compcnents 1is givern. The
absclute errer, Trun-Tpred, and tte rercent 8TLIOY,
{Irun-Tpred) /Irun, appears Lok ¢ the ljast linsze. The
verificaticn rrocess points tc large discreranciss betwesn
raw execution speed (Tins) and tte speed as perceived by the

vser {(Tacc).

The results for IBM are generally extremaly gecd; for
all axcept one prcgram the differences tetweer the predicted
and actual running time are less than 2%. Thke agrezament for
Amdahl is not as goocd, but we attritute mcst c¢f the errcr te
the crude =methkod for measuring the SVC time ccrrection, A
factor ¢f twc in the the SVC correcticn, which ﬁs certainly
conceivable when an OPEN as measuredé cn the 16€ can vary
from 6 to 33 msec, could e€asily account for all the the

BLTOT.
4,0 Analysis of Results
4,1 Cpcode Cistributicns

It has keen observed many times that very few cpcodes
account for most of a program's executicn. The CORQLC
rregram, for example, uses E4 of tie available 183
instructions, but U8 represent 99,C8% of all instructicns

executed, and Z2& represent SC.Z28%. Taktle 4 gives  the
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cpcodes which account for at least 50% of all instructions
gxecutsd for each ¢f the benchmark Jjoks. In additicn to the

frequancies of exsacution, the takle gives thke fracticn cof

L)

-

éxecuticn time attributable +c¢ each of ths instructions
listed. Kote that it is ccmmcr fcr an instructicn to have a
ratio of 2 to 5 din executicn tige percentage Vversus
execution fregquency. For example, the "Fcovs Chararacter”
{(M¥C) dinstructicn in the COECQIC ol represerts 3.92% of all
instructions exscuted, but accounts fcr 14.97% cf IBX
sxacuticn time, and 16,47% of the Amdahl executiocn time. In
contrast, the "locad" (L)} 4instructicn in the <COECLGC ob
reprasents 1£.58% of all instructions executsd, tut accounts
cnly fecr 1,€65% of IEM execution time, and 1.57% of Amdahl

execution time.

The mcst ccmmonly executed instructicrs afe cften not
the ones which account €fcr 1ncst of the sexecuticr time.
Table 5 shows the dinstructicns which, for <ach of +the
rrograms, rerresent at least £0% cof the execution tige,
Scme of the pore exotic and many c¢f the wvariatble-length
instructions of +the 370 architecture now demcnstrate their
influences; Divids Cecimal (DP) accounts for 18.€5% o¢f ths
Amdahl time for CCBCLGC, and Translate and Test (TRT)
accounts for E£,38% of the IBM time for FLIC, The»partigular
strengths ané weaknessas of the irprlesentaticns are
apparent; the Amdahl ieplementaticn c¢f LR suffers in
comparison tc IEM (FCRTGO), whereas IEM fares rather pcorly

cn  STH. Certain dips in performance are clearly evident,
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and two such examples appear in CCBCLC. The Execute  {EX)
instruction, which +the Amdahl designers s€xpected nct to te
important, is a particularly ctvicvs prcblem, and has Dbsen
nofed before [EME]. The Exclusive Or <Character (XC)
instruction, which accounts fcr £.31% cf the executicn time,
is almcst always a case of overlap discussed in section 4.7,

which IBM cptimized tut Anmrdabhl 4id rot.
4,2 Instructicon Length

The 370 architecture has three instructicn lengthks: 2,
4, and & bytes, which 1loosely ccorrespcnd to register +o
register, register to p2mory, and BeEory -t¢ memcIry
instructions. Table 6 gives tte fracticn <¢f <¢ach tyre
encountered and the average instruction lengthk. Thke average
instructior 1length does not vary considerahly.frcm rrogram
+o program; the range is 2.9z tc 4.49, with most prcgrams
around 3.6 lLytes. The c¢rly exceptions are tke COBOL
rrograms, fcr which 6~-byte stcrage to stcrage instructions
praedcminate, and the LINSY2 rprogram, for which 2-byte
Tegister to register instructicns predcminate. Althcugh the
average does rot.vary consideratly, the prcpertion of u-kyte
instructions varies from 46% tc €1%, and sinilarly 2-byte
instructions vary from 15% to 50%. Thke high fzactign cf
Z-byte instructicns for LINSY2 results from the fact that
most of the dinstructions execnted are part cof a short (26

tyte) inner lcop that was highly optimized ty the ccmpiler.



4,3 Branch Cpcode Analysis

For uost FLOGrags studiegd, tranch instructions
Ieprasent a considarable fracticn o¢f all instuctiosns
gxecuted {usually 15% to 2C%). In five o©f tte s=ven

rrograms traced, at least «cne of the kranch instructions
fusually the simple conditioral tranct EC) apreare in tha

50% group.

In Table 7, the column marked '% Ccunt' ipdicates tlhe
fraction o¢f all instructicns executed thkat were potential
tranch instructions., The cclump marked '% Success' which
follows, shows the fraction cf thcse potential tranches that
were successfol. In +the 2370 architecture there are two
classes of branches: uncecrnditicnal tranches, and
conditional tranches whcse success dsepends .-con valuss at
execution time., Each class contains tecth successful and
nnsuccessful branches. The <¢rly vrusual subclass is the
unconditiorally unsuccessful tranch, which 1is a no=-cp
instruction. The second part c¢f Tatle 7 showxs the fractiocn
cf branches in each cf these fcrr subclasses as a fraction

¢f all potential branches encounter<d.

Branch instructions can create difficulties for
ripelined isplementaticns c¢f «ccmputer architeciuxes,_ The
instruction fetch mechanism is cften a stage in the pipelire
which is independent of the dinstructicn dscoder,  and
therefore doces not recognize tranch instruocticns. A naive

implementaticn results in a large opunbksr ¢f unnscessary
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instruction fetches fcllcwing a tranch instructicn, since
the recognition of the nsed to fetch irnstuctions from the

tranch target ccmes too late,

To address this prcblsm the 1€8 has a rather
sophisticatad mechanism ty which roth t}le instructions
folleowing the rpotential tranchk and the instructicns at the
ktranch target are fetchad dintc tuc =ssparate sets of
instruction ‘tuffers. Althcugh tke fracticr cf success fcr
potential branches seems tc te a fairly «ccnsistent 6C-80%,
table 8 demonstrates that it derends teavily on the
particular type o©f branch instructicn., The designers cf the
168 accounted for this fact ty having the instrucgicn fatch
pachanism usz thke specific cpccde of the kranch tc estinmate

t+he likelihocd cf =uccess,.

In contrast, the 470 simply treats tranchk instructiors
as if +they had memory operands, and uses tte ncrsal memory
cperand fetch mechanism to fetch the first twc wcrds at the
trranch target location, Pipeline cemplexity is minimized by
having the execution unit determine the results required for
conditicnal branches as =early as rpessitle, This is
consistent with the very successful philosophy ¢f the 2Amdahl
designers to keep the pipeline as simple as ;cssihle. §ince
we generally find +that tranch instructions rarresent a
smaller percentage of tle executicr time fcr the 470 than
the 168, it arppears as though tte decision to use a singpler

gechanisn was a good one.
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4.4 Branch and Exsecution Cistancss

LOne of the commcn criticisms of +the 37C architecture
invclves +tha atssnce c¢f r[prcgras-ccunter-relative branch
instructiorns. Table 9 is a typical 1Iranch distance
distribution which supports this attack, since 7I-E88% cf ths
tranch distarces are within 2048 tytes <c¢f the rprogranm
counter. Tke displacem=2nt <¢f 12 bits ussd in EX branch
instructions cculd therefore btave been used for most
tranches so tha*t base registers wculd tave keen unnecessary
fcr most program references. The fact that 5C-60% cf the
rranch distances are within 128 tytes of the program counter
indicates that even an 8-bit displacemsnt cculd ke used to

cecnsiderable advantage.

Althcough 95-99% of the lcrger tranck Adistances are
within 32K tytes, thers are still a substartial numbsr of
longer tranches (&M tytes andé akcve) rerresenting calls to

supervisor routines far from the user'’s picgram area.

Yost programs show a few impcrtart peaks in tte tranch
distance distritution corresgcnding tc the impcrtant program
loops. Note that the asymmetry arcund the prograr ccunter
is not sufficient *o justify cther than a symmétfic signed

displacement for relative rranch instructions.

Table 10 scshows informaticn relzted to gxecution

distances, which is defined +to te the number of tytes cf
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instructions executed tetween successful trarch
instructions, The last cclumn gives the equivalent distance
in number of instructions, cttained ty dividing the average
exscution distance by the average dinstructicn length for
that program. It would seem tc te a reasonakle sgstimate of
the true aveérage number of instructiors tbetwesr successful

tranches.,

For mcst programs, the average executicr distarce is
surprisingly small (less than 3Z tytes, which is the cache
lins size) but the standard deviaticn is large. There are
cften isclate=4 peaks for rélatively large execution
distances {see Table 11)., Hith the excepticn of _.tke ELI1GO
rrogram, which has the highest average sxscuticn distance,
77% to €5% of execution distances are less than 22 bytes.
Distances less than 16 bytes acccunt for 4C-60% cf the
execution distances. This tends tc justify tte chcice of 32
bytes for the linesize cf the cacha <¢n toth &pachines, at
least as far as instructicn fetch is ccncerned, 1This is
also consistent with clder designs for instructicn fetch
tuffers, such as the IEX® 36C,s91 which tas a &8 byte

instructicn stack.

4.5 Crcedse Pairs

The measurement of opcode rpair frequencies ccnfires
that the overall frequency of an cpceds is not indepandsnt

of the surrounding instructicns. Fair cccurrences are also

Fade

important in perfcrmance aralysis tecause <¢f pipeline

AT
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interlocks and cther miscellanecus issues such as @mamory
storemthrohgh. Tatle 12 gives the five most fregquent crcods
pairs.for each program. It is nct vnccmmen fcr the measured
frequency of those pairs tc te 4 to 9 times greater than the

rroduct of the individual cpcode fregquerncies.

An examination cf the frequent crccde pairs fails to
discover any pair which occurs frecuently encugh tc suggest
creating addifional instructions to replace it. Many of the
instruction rairs which do occur frzguently are these that
when conmbined would save c¢rly cons cpceds field since the
cther instruction fields would still te reqguired. Examples
of +this nature are test or ccmrare instructicns £cllcyed bty
conditicnal tranches (TM/BC, C/ECQ). ¥any other frequent
rairs are artifacts of tha fprcgram structyre; a simple
example is the pair which ccrsists c¢cf a loop branch and its
target instructicn, Alexander {AIETE] penticns the
load-~branct pair as an extrenmly freguent cne for the XFL
compiler ({L~BC is 12.4% c¢f tlte ccunt)., We find no rairs
%ith such high frequencies, and ir particylar find the
lcad-branch combtination to be significant c¢nly ir twc of the
savan Prograuns., Frequent rairs often result frcm
reculiarities of software conventicns; the sutroutine~-call
instruction (BRALR) 1is often fcllcwed Lty thre unccrditional
Franch (BC) tecause the first instruvcticn in almost all
subroutines is a2 tranch arcund tte name cf thke program. For

the FQETGC program, the extra tranctes (which cculd be



casily eliminated bty oputting +tke rame tefore the first
instruction c¢f the subrcutine) cost C.70% cf the execution
+ime of the entire progras. Many of +tle gprcgrams have a
éimiigr extra cost of ketween (.%% and 1.0% dus tc the sanme

convention.

The distinction tetween the distrituticn of imstructicn
pairs executed and the static distitutien c¢f dinstruction
pairs in the ©program text shculd te carefully made. Cur
results dc nct contradict findings tased con static aralysis
[FOS71a, HEH] that certain pairs cf instructicns might be
frequent enough to Jjustify replacement ky a single

instruction tc improve code dszrsity. -
4.6 Fegisters and Address Calculaticn

The 370 architecture expresses addresses as the sum of

a 24 bit base value in a register with a2 12 tit displacenment

i

in the instruction. Scre instructicns allew an additional
Z4 bit quantity in another register tc ke used as an index.
In all casas specification «c¢f register 0 for tle tase or
index indicates that a value of zerc is tc¢ be uvsed in lien
cf the «contents of the register. The hardware dces nct
distinguish between registers which «ccrtain addresses and
registers which contain index values, so0 the intérgret?tion
of statistics atout tase and index register utilizaticn are
difficalt tc ralate to the FICgram ¢rganizaticn.
Nevertheless infcrmation atout the cccurrence of zerc in the

register fields can be sasily irtergreted. Takle 13 shous
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that it is very infrequent for instructions to specify the
use of bteth index and base 1egisters, Except for the
progesam LINSY2, which is kncwr tc have many array
refersnces, B0% tc St% cf the index2d instructicrs do not
use both base and index registers. A recrganizaticn of +the
370 addressing modes could prcfitatly include a ncn~indexed

rode in which the =space saved is wused fcr a lcnger

displacemant,

The distribution of register wutilizaticn for address
calculation =shows that no mcre than I rzgisters acccunt for
most of the use, The «c¢tters ares used fecr address

calculation less frequently, <c¢r are «used for rprogranm

accumulators.
4,7 Operand Llengths

The TEACE program accumulates the distributicon <¢f the
lJengthe o©f all the operands fc¢r instructions €fcr which the
cperand lengths are not implied ty the opccde. These
cperand lengths are either fixed and defined in cther fields
c¢f the instructions {like the number of registers specified
in the load Multirle instructicr), c¢r ares data dependent
{like the nurter cf tytes whichk rust te referenced ktefore an
inequality is detected in a Ccmpare Character instruction).
Thess variables are required tc «calculate the instructien

execution times.
For the purposes cf expositicn we have divided the

-3 G-



variable o¢perand 1length iz crs in

[

structi ntc thras classasz:
(1) the nultigle registsr lcad ard stcre irstructions (LY
and _ST#), {2) the character marnipulaticn instructicns, liks

Move Charscter (¥VC), and Ccunpare Character (CLCY, and {H

the decimal arithmetic instructicns 1ikse 3dd Tecimal (AF).

The S7¥ and LM instructions save and lcad a ccntigquous

set c¢f registers designat

!’I\

=3 bty a startirg and =ending
tagister, From o©ne tc sixtean rzqgistsre may e mcved by @
single ipstruction. Table 14 shows a *tyrpical distrituticn
{from FOBTGCY) c¢f the numbsr cf ragistzrs stered and locadsd,

It is ccamen for there to te twe peaks, c¢re fer a lcw valus

ata stcr=d in

faf)

of about 2 te 2 registers for accessing
cengzcutive wcrde, and another at a high velus cf 11 tc 15

nq and restorirg I£Gisters  ACICSS

obe

ISgisters for 2av]
crocedure calls. The L¥ and ST¥ are nct vsed sysmerrically:
fer a given nurker of registers lcadsd <cr siczed  the
freguency ccunts are often guite different., Fer *fe FORTGO

rrogram, the average nusher <f registers tveed for £I¥  is

12,23, ané fcr 1L¥ is 5.99., Fcr tcth machines, the marginal

axacution *ime cf a3 load cr stecrs instructicrn, tut *kft
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cr lcad instructicns when 2 cr fewer r=cister



rest freguent, they contribtute much mere tc  the CDU tims

than their fr

14}

au

)]

ncy wculd ewnggsst keciéuss ¢f their long
gxecytion timpe, For the FLRIGC gprcgrawr for exarcle, the
0.67% of instructions which are S1TM acccuynt for €.£6% ¢f +he

IBM executicn +ims and 4,.5%% ¢f the 2ndabhl exzcutrticn tims=,

4,7.2 Character Instructicrs

The secend group ct stcrace~tc—stcrage (23
instructions are those which specify a scurce and

(4
A

destination lccaticn for a character string and a single

i

langth for tcth operands in the range 1 t¢ 25¢6. Cne of the

D

characteristics o0of thess ipnstructicne +that akaes  th

v

ir

i

implementation very difficult is +that overlapred operands
ars alleocwed and must he treated a tyte at a time, This

allows, fcr =xample, a single Lyts

fad

s = rrepagated

througbout a string by a zov- instructzon whoss o

L2

ectinacticon
addrsss is cns greater thar *hs scurce =ddress, since  +h-
fi=1lds are g(recessed left ¢ rigkt. Icwzzr performancs

gachines in the 370 family inrplsment thess dinstructicns in

rerformance machines this wculd ke tcc¢ slcw., Thersforz both

cemputers exhibtit execution syrseds fer the ncn-cverlapped

casas which are mach higher thanp that fcr cverlapped, Fcr
the IBM HMcve Character inst*ructicn, for exarple, the

non~overlapped case takes 40 nsec paer Lyte wmcved, but  2u0

rsac par ryts ¢f oyarlapped mcve.
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Op jobhes for which MVC is a freqgusnt instructicno {e11C
and COBCLC) we find that the ncerceverlapped cass cccurs abeus
50 times mere frequently ttan the cverlerped case., Howsver,
‘the average nurbker of ‘tytes ncved is lesg than & for the

nonoverlapped mcva, and greater tharn 20 fcr the cverlapped

nova. The regult 1s  that +the 2% c¢f +the MVCs which are

cverlarpred arse rasronsitls feor 20% c¢f tte tctal MYC tinms,
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rrigarily to
£i11l a work area with a sgpecific character, and ere prchably
most ussd  +tc¢ igpitialize 1,C tuffers, This is confirmsd by
the psaks negar 80 and 133 which cecrrespend ftc card and lins

printer buffers, For pregraps whict don'* ctherwiss use FYC

tut still de¢  I/C, the cverlergsd cass Iis an e€v=2n highar
fracticn of all cccurrencsas c¢f ¥VC, Fcr FCERIC, for exantle,
the 6% cverlapped ¥VCs acccun* fcr 2% cf the HVC tine,
Tatle 185 is the distributicr of cpsrand length fer KVC
instruction in FQRIC, I+ it rerresentative ¢f the cther

distributione in tte 9opresence c¢f large feaks fcr small
yaluss, and an overall avsrace cf 10.06 bytes, Since *the

startup overhead for thess instructicrs ig largs, there is

almost always a less  expsnsive way t¢ do the eguivalernt

ge

cperaticn fer a szall nurter ¢f Lbytes, Fecr «c¢rs& byts

-
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IC/8TC ceopbirnation
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lzece  +thar talf tike time aof =

cne-bvte MVYC ¢n tcth machines,

Meost of the other instructicns in this variable cperand

class are much less freqguent +han ¥MVC., 2Ameng tlem  are the
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tructions for which the nurter cf bytes precesssd ms

=
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ruch smaller *than indicated dir the dnstructicr, =such as
Ccmpare Character (CLC) ané Trenslats and Tsast (TET)
these instructicns, ths dlstrituticn c¢f +the lergth srecifiad

in the instructicns is @& gpccr irdicater cf ths

Hs ]
ot
T
o]
Ve
4
g

actually used. A tyrical exasrles is CCRBCIC, where the

¥

average CLC instructicn specifies 4,53 tytes, but ap average

i

cf only 1,744 bytes are examined bty +ths hardwar=.
Another instructicn of ncte dis  +te Ouclusive Or

Character {XC) which is predcrminately used in *ctal cvsrlap
rcde in ordsr  te  zsro fields, This fact was used +

advantags in the 168, where +tte +tctal cvariag casae
specially coptimized to he 15 times faster +ttan the cther
cysrlap cases, This was rnct dcns  fo *ha U478, which
zxplains that YU acccunts for $.f% cf tre CCRCLC prcegran for

the 470, tut cnly 3.0% for the 168,
4,7.3 Dacimal Instructicns

The +hird group of stcrage-tc-steorags dinstructicns

b

congist prirarily of thcse fcr decimal arithmatic, They
appear im significant numbers ¢nly in the CCRLIGE progranm,

For that program, howaver, they acccurt for 28.29% c¢f +the

ccunt, and zreprassnt 66€,3%% cf the TEM executicn time and
€4.30% cf the Amcéahl exscuticn time, 7These inzstructicns cer

vary in exscution *ime ty as ruck as 16 tc 1 dspsnding c¢n
the  operand lengths, but +te larce exsecution tips aris«s



“ost  operands arae 2 to 6 Lbytes lcong even theugh tle maximun

rcssibls is 16, Tha average exscuticn tise c¢f bz Iivide
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Amdahly is drastically smallsr than the avsrage fcr all the
rrograms (3,519 HAIPS  for IFM, 5.%518 MIF: fcr Andahl).
Ccnsidering the pepularity c¢f C(CECI as a frcgrampirg
languagse, these instructicns, whtich reguire slow serial byte
rrocsaseing, reprasent a radjor degqracdaticn ¢f the speed of

+he pmpachinses,

in view cf the poor parfcocrrancs
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cegerand lengtt instructions, their dinclvsicn in  the the

architecture ¢f a high-rerformance ccrputer is questionakble.

The abkssnce of such instructicrs in machines liks the CLC

600 and the CRAY-1 is indicative of their ewmphasis cr  high
cpeed, The arithmws+tic whkich wmust <c¢ccur tefecre these

instructions tegin their cdata transfer sugcests that it is
quite difficult +o opripize tten fcr shert cpsrands. A
ccaprerise, 1f tre executicn ¢f tlase instructicns cannot be
cptimized, may bz to supply sirrler instructicne freocr  which

the wmors ccmplsex character ard deciral Ipstructicns can be

cempilers wers o replace +these irstructicas Ly faster

squivalents when they are availatle, turt this wculd reqguire
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tailoring ths cowrpilers %o specific medele ¢f  %bs  ccemputser

gfETriaes,
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Cache

The cerrection due to cacks nisses ranges frorm 1% to 5%

for IB¥, but frcm 3% to 15% for Bmdéahl, indicating that the

pemory subksyetem is a radcr Etottlsreck for  ths Amdahl
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machine. In scme senss the memcry a fcrces the
476 +o  lecse scme cof the raw speed advartage of the CrU,

Thers are twe factors which centributs t¢o the prebplem, The

tc 3 times the number <f cacks nissas, erd tte rspalty for
each wmiss 1is 1.56 times that fcr IFM. Thus +tts cverall
cache penalty for Amdahl is 2.5 tc 4 tipes wocre than IRM,

crganizaticn could have bhesn eliginated, but tc ¢
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raw spe2d adyvantage would have reguired a cache riss

v

el

englty

cf 250 nsec, which wculd nct havs bsar sconcnically feasitls

-

at the timpe, The dilamma <¢f 2Agdatl wmay «castlt frem a
riswpatch between the MCS memcry chips availalble ccumercially
and its pregfristary ECL  1¢1 technclcgy which is far more

advancs4d.
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includs spscific pipelinz variablss, we can asgsss their
sffect on the exscution. Thae pipsline i1eg eortinized for

4=byte instructicns which bhave single wcrd cperards, and any

Loy

deviation CElses Totantial ccrflicts with subssgusnt
instructiens.
The seven pireline wvarialbles ¢epend ypcr lccal

instructicn saguences (sse +tte defipiticr cf S1 and TWD in
saction 3.2 fcr examples), and +ttksrefors carnct ke ccmputed
from gletal avsiragss. The axact <valnaticn c¢f these
variables would requirs a ccrplets aré ccoplsx simulaticn cf
+he pipelines at the +ime the r[program is traced, As 2
cempremise, we use +the rair and triple f:eQUany data
collected while tracing tc reccnstruct instructicn ssquances

and avertage thke variabls valus fci each segueance,

Irn general, t+the epeed degracdaticn due to  pipsline

cenflicts

o
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th
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+
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tri

cseall., Fcr mcst frecgrams, €ach

cf the varizblss contritrutes lsss +tan C.5%7 +tc  the total

exscutiecn time, Tra cnly casss of a largar ccntriruticn ars
when +he variablass affect spscitic instructicng which occur
frequently., For the CCECIGH deob, an sverage additional 1.1
cycles {3%.7% nsec) is added tc «ach decipzl iastruction.

This represents a 1.35% increase ir executicn *ige. For

TL1GD, +thes dourleword store dinstructicns resalt in  an

additicnal 1.177%. Por T1INSYZ, the delay caused Ly late
setting of the conditicn ccfe nz2eded  for ccrnditicnal
tranches =adds 0,37, Ll+*hcughk +hzre¢ are wide vaeristicng,
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thess worst cass  examplzs

n
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cnstrate tte cverall gocod

5. Sumrmary
A verifiatle redel of CEU rerfcrrance using sirple arnd

reusabls tocls shows that tasic CFU speed as seen by the

U

-

grificantly dagraded bty nmemcry and cperating

-
n

E))
ty
s
i
]

H“
T
b )
i
'G

gystan ctg, This pezrfcrmanrcs analysis, tased c¢n
instruction timing rather than frequsency data, shecws also

that & few instructicns can te disprcpcrticnately costlv.,

Pany traditicnal preblam areas fcr high recfcrmance
crputars szegx to be under centrcl, 1t2 irstruction

ripeline functicne well and trarching has liztle delitericus
=ffzct, Memcry can ks a tottlereck, rut tha effects cf

cacha2 store~-through pclicies are mnegligitlzs. Nc¢ pepuler

$
de

instruction pairs cause particular difficultias, and they
are cften rrcgram-specific artifacts.

Frcgram usage S€ens tc ke ircensistert with
high=-performancs isplsmentations 1in scme arsas. Dzcimal

1]
[}
* S
t
o
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i
+
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e}
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ke
Sad

te «ccrvenient fcr scme aprlicaticns hut is

?'1

disastrously slcw., Stcrage tc stcrags instructicn operands

are almost always short and those instructicrns have high
startup costs, Seme special Cages allcwed ty the

architecturs {such as totally cverlarped Fxclusive=Cr) must

foudd

t2  individually optimizsd ocr rperfcraance will suffer

Intaracticn with +the operating sys*t2r is nct cnly visirls
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tecause 0of the tire <charged for its servicas rut  also
tecause 1t sericusly eaffacts +he rprcgram nmiss ratic ty

disturbing cach& pemcry cortents,

est that desiqgners cf

4]

Thess conclusicns sug

W

bPigh-performance corputers shculd ccergider +he follcwing

itens t¢ bz impcrtant: {1y fastsr gpermcry, 12) mOTH
afficient cachs, {3} simple fipelines, (4) avcidance of
instructions which require sarial preccessirg ¢f spall data

1]
b

2

&

nts, and (5) high—-spzed dzcigal arithmstic 31f it npust

Te included a+t all.

6. Ccnclusion

The perfermance svaluaticn tachniques described in this

-~

raper allew us tc draw cenclusicrs atout +he architzcturs

wal

and the dimplemsntaticn ¢f twe tigh-rarfocmancas conputsrs with

the same architecture, The +ime srent Ly an executing
rrogram c¢an  be arpreorticred amcng tte vericus system
ccmronants, Ths confiderce ir the resgults derives frem the
yvarificaticn ¢of the modsl with actual perfcrmarce. Tha

accuracy @exhibited bty <+hes: technicuse and ths akility to

change the +timing formulas +c rsflect changss in an
irplamantaticr allow +the desicnsr +c¢ predict tt: psrfcerrancs

cffects of these changes ¢n futvre machinss.
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shgErx TARLE 1 =
Namsa CPO tisme
nsac,
OPEN Zh658
CLOSE 16929
EXCP I/0 107
HALT 234
PEGHMAIN 15y
LINK 3£729
OYEBRLAY £214

*akxk* TABLE 2 ~=-

Frogran ¥ Instr.

COBOLC  6,048,47¢€
FORTGC 23,865,168
FL160  23,B63,457
LINSY2 11,719,853

COBZLGC 3,559,533
FORTC 17,132,¢587
FLAC 24,338,1C1

SVC TIMES ANL CACEE EFFFCIS
{AVEFAGED FCE ALI IROCGEANE)

TEY =wmmem s 2mndahl =e——-
% cachzg CEU time %cachs
displaced vsec, disrlaced
100% 176CE 100%
10C% 134€8 1C0%

581 101 24%

16% 139 7%

c% 219 17%

100% 1613 41%

1M 0% N/A E/A

ERCGERAM CEPRACIEEISTICS

Data Data Inst/Cachs Miss
reads writes

pe2r inst rer inst IE¥ Ardahl
0,421 £.130 £2.87 26,65
C.3%2 C.z04 1C8,056 z8.07
f.473 0,281 72.238 £1.16
0,185 C.087 PR 19594
0.738 C.hE3 13,47 0.9z
CL U3z 0.,14¢ 3C.E6 Z4,47
n,379 0,127 145,33 £3.48
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*%*%x%%k TAELE 3 ~- MODEL ANLC FENCEMABRE TIMES

COBCLC mewo IBM —-m- --~ Apéabl === R
2 % Tive Y -

Tins Z2.213 CELUY 1.17¢ Ef,45 1,87¢
v¥Tpiss .C35% 1.56 . 1CE 7.¢€% . 33C
TCLOSS LLUE 2.80

Tpred T2.268 900,00 17337 90C.C0 1.68¢
Tacc 2.87 100,00 1.71  1CC.00 1.503
-Tsve L3488 13,50 L3200 16,71 1,088

Trun 2,222 86.46 1.390 £1.28 1.E898

Trun~-Tpred ~.0z6 -.(57
% error =1.170 - 4,101

S B T D ATR A TR B S e e b e e e S TS M DS A T NN s B i e SN U W e New Wk G TR Sk i A U S Tl R T WO Tee w48

FORIGC mes e TRY cmon —=w Apdah]l ==~ RRTIC

= ¥ Tirpe % InvsAnd
Tins £.17¢ <€E£,2°% ZL.Z28¢ £3.€81 1.87¢
wxTpiss . 11¢C 1.75 L5213 14.10 L 18¢
Tcross LLE&Z z2.08

Tored H.28¢ 160,00 3,521 1C0.00 1.€0
Tace 6.42
-T3VC .CE2Z 1.28

—_— et e e v
- = o

Trun £.313F 98,72

s e s s e 57 0 s < . 30 e e e v e 1 em e o o o e e e o 08 e 3 0 o
m By =

Trun=-Trrad LLEZ

% error 0.82

et o i S P e 0 1 e T 2 2 S 8 o e -

FLIGG o mom TR e e wma Apdahl === BATIC

= % Tipe % 1R¥/And
Tins 4,561 <6,h6C Z2.233 EE,.BE 2.0472
METmise . 156 3,31 L2854 $.77 L E14
Tcross 113z b, 35
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cE 1.€04

»
P N . % Y

Trun 5,157 94,672 .24 C3
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% error 2,513 19.1¢C
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Table 3 (continued)

LINSYZ wamme THM weaw- mwe Andgahl ===
- Time /. Time % 1E

Tins 1.0 1460,0C 1.5¢1 C6,.48 1,
M*Tmiss L0000 D.0D LCOC .00 1
TCTOSS L85 3.5

v - 5 s

Tpred 1.970 100,00 17.616  100.C0  1.218

Tace 1.%8 100,08 1.€9 1CC. 00 1,172
-TsveC 040 2.02 L031 1.83  1.29¢

Trun 1.840 67,98 1.£55 CELIT 1,185
e e ot s 0 i 3 2 7 . . 3 O i o e o 55 i
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% error ~1,V¢ z.47
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oY r [ 3 e - R : : 32 BEs
COBILGE IBY =em- wm= Apdahl =~~ _ 234TIC
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ETmiss . 127 2,87 L,C7E Z.%3 1,853
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Tpred 4,418 1CC.0C TZUEEZ 106,00 1.524

Tacc 4,82 100,00 2.2 10C.C0O  1.£51
~Tsve L4528 8,88 .28 .60 1.481
Trun 4.392 91. 32 TITVEET TECLA0 1.65¢
Trun=-Trrsd -, 02¢f -,059
% error ~.55 z.E2
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Tins 32711 94,74 1.£8¢4 77.¢2 1.%¢e¢
M¥Tniss L20¢ 5.26 LU55 18,72 452
Tcross .L89 3.E% )

Tpred 37677 1CC.00 2,030 1CC.L0  1.612
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Table 3 (continued)

Trun-Tpred .01 .23

% Brror 1.78 8,c¢

FL1C mmerm THMN - —mm AgxCgh]l ==~ FATIC
Time Tinme % IB¥/And

Tinz 7.37z 68,83 Z.F ge.c4 1.%17

¥ExTpigs ¢8¢ 1.07 .z £,78 . 22¢C

Tcrcss .z 5,27

Tpred 7.452 1€0.00 " 4.324 106,60 1.722

Tacc 8,16 100,00 ©,€3 100.CC 1.65E8

-Tave 794 9,73 .38¢8 7.87 2.04¢

Tran T7.366 <0.27 THUELZ? $7.A3 0 1,622

Trun-Tpred -, {EE .218

% ®rror -1.17 4,8C .

#x%x%* TARLE 4

== CPCODE FRECUENCY DISTFIEUTICN

tn

CORCIC Inst ZEcf Inst % cf Fxecutrticr Tins
Kame Count Itw Zudanl
1 TEC | 22.327 TTTTELET EEENEE
2 12 7.10 Z.5Z < 37
3 1 f.21 z2.03 Z2.07
4 T¥ 4,87 1.60 1.7
5 C1lT 4,1¢ 1.37 1,40
6 MV T Z.92 14,87 1E.47
7 BCR 3.1 z .84 Z.E4
Totals £9.391 PYIEL ueLun
FORTGD Inst %of Inst % of Fxzcuticrn Time
Namps Cecunt 1B Amdahlv
1 1 TR0 T TTEE €.€4
2 AF 12.0¢ .74 .70
3 1t 11.12 .17 € .26
4 STE 10.54 SL.EC .33
5 37 7.81 7,27 2,585
Totals 5T.5g EVFRY TE.E7
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Table 4 (continued)

PL1GO Inzt %Zof Inst % of Sxecuticn Tinme
- Nam= Count IEY Agcahl
1 1 28.17 17. €8 1€.,.%¢
2 AvI 1£,.8¢ 23.213 12,61
3 AL 1L.RY £,21 10,31
Totals £E.86 IS PEY 17,438
LINSY? Inst %of Inst % ¢f Fxecuticn Tims
Nama Ccunt it¥ Audakl
1 1 17.S€ TELETTTACLAY
2 kit 13,10 €.24 7.33
3 BC 12.46 z21.7¢C 12.35
4 SE 7.28 z.4€ 4.10
Totals 50,80 39,¢q EENT
COBOLGT Inst %of Inst % cf EFxecuticn Tiwe
Nams Cocunt IEY Arcabl
1 1 1€.5¢ 1LFE 1.ET
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3 7AF £.56 16,02 10.70
HY BCH €,.82 Z2.29 1.75
5 MYC 7.31 &.48 B.ES
To*als €789 TEN EENCE
FORTC Inst %of Inst % c¢f Fxscuticn Tims
Name Ccunt 1F¥ Améahl
1 1 27.47 1€.22  1f.22
2 »C 13,01 18,7¢€ 14,65
3 51 12,16 12,47 7.60
Teotals €3.60 FENE GELuT
FLAC Inet %¢f Inst % cf EFxacuticn Tim=
Nare Ccunt IEM tudahl
1 T BC 24,40 24,78 15,49
2 LA 7.77 3,34 3.20
3 o A £.76 Z2.fE 2,78
4 1 £.26 z.C¢t Z.16
5 »yC 4,31 1€, 35 1.7 3
5 B(CR 3,956 4,07 2,80
Totals §5.u €3,3¢ ?'TEZ
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kpxkkk TAFLE 5 =~ OPCODE TIMF TISTRIELUTICNS
CDBOLC  ~————- IEN —emmee- ~w=m=Andahl ===-~
%Inst %EXecC Finst SEX&EC

Name Tigs Count Nagme Tige Zount

1 BC  18.€1 22.31  HVC 1€.47  3.%2

2 MYyC 14,97 3,62 RC 12,83 ZZ.3z2

3 st 11,47 2.18 ¥C CL.ES 0,46

4 1w 8,38 2.77 X £.21 2.8

5 CLC £,07 2.72 M 7.7¢C 2.77

Totals 5%.70 33.€2 ET.¢7 131,56
FORTGED »mew—mm— IBY memwan- wwmmm AARR] -
%Inst %Ex¢cc %Inst %Exec

¥ame Tips Count YName Tige Count

1 STF  CS.BC 10.54  R¥LF 11.2z  ©5.33

2 RXLE 7.41 5,323 DF 11.1332 .54 _

3 1LE 7.481 1.98 L £.€4U 14,08

4 57 7.27 7.81 Iy £, 14 1.CE

5 DF 7.6 £.94 AF .70 12.0¢

& STH £.0¢ 0.67 LER . £.EB8 c.87

7 1 £.54 14,05 S1E £, 323 10.84

Totals 52,24 01,32 CERTE N E
PLI1GD e TRY e wwamomme BXGFHL me
%ZInst 8 E¥ el %Inst 9ExzcC

Nam=s Tipe Ccunt Yamps Tine Ccunt

1 ®VI 23.23 1%5.86 1 19.%6 Z£.17

2 1 17.68 28,17 ¥9T  12.€1 15,.¢&%

3 BRC 9.852 5.37 AF 10.21 14,84

4 357 8,99 718 ne £,36 £.37

Tetals 5¢,43 56,58 R TR T IWE
LINSYZ —=—w=-= - TBY¥ memman- memmm APEAR] -
%Inst ®Exec Flrst FExscC

Name Timge Count Nars fTins Ccunxt

1 EC  21.7C 12.4€  ECLE A7.G8  :.1%

2 MTE 11.27 3.0 EC 12.35 12.4¢6

3 1E 2,55 17.94 1% 1C. 11 17.%5

4 STD £,17 5,92 STD  1€.C2 c,7z

S AR .24 13,11 A% F.38 0 12,11

Tectals 55,92 £2.35 9.34 £Z,a3%
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Table 5 (continued)

CORQLGL ~»~—=== TE} wemwu== wommwmAgdah] =—we=--
Zinst %Exac 41rct 4T xecC
- Nams Tinme Count Nage Tize Ccurnt
1 TP 18.65 1.45 DT fZ.0€ 1.47
2 ZaPp 16,013 8,%¢% 7ZAF 16,70 £.56
3 AP 15.45 10,72 AF 10,.£3 10.772
Totals 50.14 234.00 TY,T9 T1.aE
FOEDC wmarmniss TRAM mmmmmm e Améah] ====-
Zinst %Exsc EIrnst %Fxac
Name Tine Count MName Tipe Count
1 ®Bc 18,76 13.01 1 16.22 27.47
2 1 12.22 27,47 EC 14,65 13.GC1
3 57T 13.47 12,18 ST T.ED 1z, 1¢
L s5TE T.€4 0,79 ¥ 5,£9 1.21
5 BCER €.37 4,67 BCE EL.El 4.67
& LW .07 1.21 STW £,t2 €,7¢
Totals 67.48 55,31 CEREPRECREE
FL1C - IEY mmem—— wmommwApdahl =e=w--
%Inst ZEx€C ZInst %Y xecC
Nams Tim= Ccunt YNams Tige Ccunt
1 BC3W.9%T2wLaeT Wve <. 3 4.:1
2 EVC 1£.35 4,31 RO 1,49 24,49
3 TRT £.38 1.00 Y e, Uz 1,10
4 5TH 4.41 .88 EAL 5.06 3.0
5 BRCR 4,07 1,96 TET g,1: 1.00
Totals 548,98 34,38 £€3,62 GBS
xxkkk TAR]LF A ==~ INSTRUCTICK LEKGIES
Program %2-tyte %h-hyts Fh-kyte Bverage
COBRILC 16,15 75.51 7.%4 3L.EZE
FOETCO 28.02 70.%9 C.z8 3,425
PLIGO 16,99 £2.37 C.€4 I.8713
TINSYZ EZ,.C¢ 4s,CL 0.CC 7,820
CORLCLGC 14,74 45,77 39,49 L,4%%5
FORTC 18,52 £0, BB C.€2 3,842
BLIC 17,20 75,45 7,37 3.8073
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Trogram
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50.2601%
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% SUCCESS FOR THIS CPCODE
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56565
34229
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#%x%%% TABLE 10 =~

PFrogram

CORZLC
FORIGD
FL1IGC
LINSY2
CoBCLGC
FORTC

BFL1C

Avirage

15, 8¢
<B.E2
€S.40
41,40

33,646
££.05
1%.94

EXECUOTICN DISTAXCE

std. Lev,

17,25
21.03
24,11
zE8,¢2
48,07
zt.C8

12.81

_55_
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**%%*x%s TAELE 11

EXECOTION DISTANCES 400037 EXECUTICK SECUENCES, AVG. LENGTH 33.964 BYTES, 5ITD. DEV. 48.068

{ 7.556 INSTEUCTICNS OF AVERAGE LENGTH 4.495 BYTES)

LERGTH CCUNT cum %

IN BYTES )

0 0 0.0 %}

z 0 .0 % 1|

4 12830 3,21% [*AFIREXIRRSSSARISANE

6 61386 1E.55% (R##3 4343348333233 43R XBSNXVIRRA XU IBARBEEARBEXBXBRBRERRF R XERRR SRR ESERRREERRERERRERRERRRXRA SR ERRRXF
8 24B00 ZU.T75% [S#SAFARARAIRISISIAIRS SRSB4V F AR AR DI AR
10 18364 25.34% (XXX 230X HB B33 AIR RS A%NS

12 HUBHE HO.U3% {**RRIIFFFRAIRIIAINRRNIRBRESFARI NSRBI E DA RARS SR R R RRR S SRR ARG RE R TR R KRR &
14 26190 UE.STR ([*HHFEXEXAXXRRXIABLANABH IR ARSI X IRBXSBXDB RS
16 12370 S0.C7% |*tstddnadtnasktidsnsng

18 S5437 £3.92% |FAx#RERRKIBEINLARBRRABFIERRABBFRSA A SRR AR REX X IR RS AR SRR R SRR SR E KL KL K XESERA KKK XS ER &
20 12826 67.13% #4228 4324488200049 %39%

22 12717 TC.31% (322430 dnsx RS4339 %3 4

Z4 €272 T2.38% |srxsssrssrsnmes

26 2931 73.11% [rasan

28 15868 77.08% [#43443 2043035338093 %5%0%3

30 5058 78.3uX |ssenexxss

32 114 78.37% *

34 1926 78.B5% |%s%x

36 3552  T79.74% |E*ka%s

28 2 79.78% |*

40 1574 B0.13% |*a=
42 2886 BO0.BS5% |*#»se
a4y 1 80.85% |*

46 BO0U4UY B2.87% [**rkdniuskbdn

48 100 €2.89% (=

50 S601 8U4,29% |*krkksdkns

< 0 E4.29% |

£ 228 ©4,38% >

=13 0 E4.3%5% )

58 28BS B5.,07% |**ewe

60 1355 E5,41% {(**x

€2 0 E5.41% |

64 57 B8%.42% |*

66 3376 E€.27% [k%xkx%

€8 57 E€.28% |¥

70 0 E€.28% | : ,
72 120 B€.,31% |*

u 0 86.31% |

76 0 86.31% |

78 0 E€.31% |

eo 155 €6,.35% |*

a2 0 B8€.35% |

By 0 £6.35% |

ge 0 E6.35% |

€8 11097 BI.12% [**t42dudaabsdatstns

90 1132 89.41% [**

9z 0 B9.41% |

9y G883 51,88% |**ksdrsinkksuksds

96 1239 92.19% **x

<8 0 92.19% |

100 1832 92.65% |**x



#k%xkk* TARLE 12 =~- OPCODE F2IF LCISTEIBUIICKS

TCORJLC  First Sscend % rFair X Frec.

Trstr  Instr Trount  Ireduct  EATIC

1 T 5C u,74 1.05 4,36

Z CLT RC LOE .52 4,36

3 CLC BC 2.67 0.F1 L,uc

4 BC CLI Z.57 £,5%3 Z+15

g R{ ™ Z.00 1.09 1.84
FORTIGO First Second % TFair & ¥Frec,

Instr Instr Coun+t Freoduct FATIC

1 1w ST 7.37 1.7 2 £.29

Z a7 ER £, 34 1.27 4,20

3 AR AR 5,29 1.4¢ Z.E4

4 AE BEXIE E,28 c,6l £.21

5 RYIE 1F £,1: 6.5% £.EE
PLIGD First Sszcond % Tair % TFrec,

Instry TInstr Ccun+t Ffreduvct ERTIC

i
!
H
{
i
é
{
i
i
i
i
!
i
i
i
{
{
H
H

1 T REVI  MvI J.EE 2.5 ENCE

; 2E IR 7.65 7.2C 3,47

3 BR L 7.1¢€ 4,18 1.71

4 L AR .57 4,18 1.£C

5 I p) £.0C 1.71 3.EC
LINSY2 First Secend # Fai % Freg.

Insty Instr Ccunt Froduct EATIC

1 1R SE 9728 TTA.ET TElES

Z EC 1R £.6F% z. 2k z.87

3 SLL ID £.3¢ 0,40 13.t54

Uy 183 S11 5.22 1.C1 £.19

5 1E AR 4,72 Z2.3% z.CC
COBALGE First Second % Fair % Frag.

Instr  JIastr Ceunrt EFrcduct EBETID

1 1 ECE 5.7¢ EY: .62

2 AP HI 5.280 .72 7.28

3 L CyD 4,71 0.7% g,z

4 NI L 3.%¢ 1.11 3,EE

5 ECH 1 .73 1.4€ Z.52

_57_



Table 12 {continued)

-

FORTC First 3econ
Instr Instr
1 TEC 1
2 L L
3 3 1
il L ECH
5 I ST
LIC Firs+t Second
Instr Tnstr
1 "cLI  EC
Z rC 13
3 EC CLT
i ™ BL
5 ~ CE BC
*xxak® TAPRLE 12
REGISTELR {S5E
EFFECTIVE 3
Frograem %Nc F&gs
COBRLC 0.39
FORTGO C.5%
FLIAGO C.09
LINSY2 0.24
COBCLGC 0.01
FORTC 5,08
PLIAC 1.93

% Fair
Cournt
£.29
£,19
4,02

.78

.6

4} ia

% Tair
Ccunt

Rl
77,25
82.C05
5. 04
68.%3
87.55
92.48

- 58 -

% Freg.
Freduct RATIC
TTENETT O TALTE
7.54 C.E2
3.2t 1,21
1.2¢ 7.594
3,34 1.C¢
% Frec.
Froduct LHATIC
TTIVEE T RLcE
1.9¢C Ze2Ze
1.6% Z2.28
0.7% .91
0,8€ 3.89

%2 Rsg

4.0¢
21,78
17.€¢
In,72
1.06
7.57
.85

H
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sxdxsd TAFLE 14 ‘ |

LERGTIH TISTEIBUTICN TOR ETF BETC
FERGE  WIIMFS  ERERCENT
)
Z 17582 11,223 [x&*xddxk
3 £z DL,225 |#*
5 1CE2 0.E75 |=*
£ 539 B3.524 %
s i 0.001% 1#*
Y 4 0.C0Z )%
10 2471 PARR SR
11 77 G.lug | *
12 3741 2,338 fw=
15 1285845 B0 25 | etk dor s % odsob 4 kR ok 43 ok or 0k % bt o sk bk ok ok ok ko ok o R Ok ORE Ok ok
16 3911 2,807 | =%
TrTAL 160219,
AVE: 13,237
LERGTE DISTEIROTICN FOR 1IN HRBREG
$PDCS #TIMES  FIDFCEINT

2 1517Ch ITLATH Rk R AR A kb ok Rk b b R ROR b R O b sk ok KO K R
3 16726 g, BT Y | ook ok
4 25302 ELEGE kR hh ok
£ 63802 T4, T3 Pk e addnt kg haddokd
£ 8g7 n.208 =
7 10 0.0C0Z = _
£ 30148 £.GYN prEEEATRIHH '
9 1105 0,256 |*
1c 1392 N,T56 §Ex
ThYo127ntsE TYLSTH PRk e ko aok o kol 0k ok R ok K e FoRok A ORK R OF olokkokok
12 174 1 CLEET | A%
1z 1 0,000 1%
14 5172 C.i20 1*
15 1 0,000
1% 3=92 CL.786 | ex
TCTAL 431287,

e

ot

o
¥
LR
.

LY s e
s3]

0



*%akks TAELE 15

LENGTE LISTFIBUTICN ¥OR RVC

EYTES 4TIBES PERCENT

1 282¢&3 £2.518 ’*#tti##"#ti#*#*-’ii#i*###*##*'##‘#*i**t#****ﬁ*#***t

z 2809 6.C80 {#*%xss

3 957 2.071 (=

4 12871 27.860 ]‘***##**ﬁiiitt*#!#!‘#****ti

5 858 1,944 {*x

€ €4 0.129 %

7 10 0.022 {*

g kP 0.C74 |*

< 4 0.009 §*
10 3 0.006 {*
1" 3 0.006 |*
12 2 0.004 |*
13 1 0.00Z |*
14 10 0.022 1+
15 5 0.011 |
16 5 0.011 §= B
17 2 0.004 |*
18 1 0.002 1*
19 1 0.002 |*
20 11 0.C24 |*
21 g 0.017 |*
22 9 0.019 |*
21 2 0.008 {*
24 3 0.C19 |*
25 1 0.030 |*
26 1 0.00z {*
27 2 0.C04 |*
28 9 0.019 {*
29 1 0.002 {*
30 2 0.004 {*
az 6 0.013 {*
33 8 0.017 |*
43 2 0.004 1%
b€ 1 0.C02 |*
48 3 0.C0€ |*
54 1 0.002 |*
55 447 0.568 {=*
7¢ 7 0.015 |*
75 455 1,071 ==
80 1367 2.559 | %%
81 872 1.EE7 (%%
85 2 0.00y |*
3¢ 1 0.C30 |*
120 1 0.04% y»
132 94z 2.C39 |**

TCIAL: . 461S9.

AVG: 10.C62
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