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Abstract

The operation of a SASE FEL at soft and hard X-ray
wavelengths driven by a high brightness electron beam im-
poses strong requirements on the stability of the accelera-
tor and feedback systems are necessary to both guarantee
saturation of the SASE process as well as a stable photon
beam for user experiments. Diagnostics for the relevant
transverse and longitudinal beam parameters are presented
and various examples of feedback systems for bunches with
low repetition rate as well as systems for intra bunch train
feedbacks are discussed.

INTRODUCTION

The development of Self Amplified Spontaneous Emis-
sion (SASE) Free Electron Lasers (FEL) operating from
EUV [1, 2] down to Angstrom wavelengths [3] sets more
and more stringent requirements for the stability of the
electron beam parameters and hence the beam feedback
systems and their related diagnostics. The main electron
beam and undulator parameters of the operating X-Ray
FEL project LCLS and the XFEL/SPring-8 [4] and E-
XFEL [5] projects under construction are given in Table 1.

Table 1: X-Ray SASE FEL Projects

LCLS SCSS XFEL

Repetition rate (Hz) 120 60 10
Bunch train rate (MHz) - - 5
Energy (GeV) 13.6 8 17.5
X-ray wavelength (nm) 0.15 0.1 0.1
Charge (nC) 0.25-1 0.3 0.1-1
Bunch length (μm) 8-20 25 20
Peak current (kA) 3.4 5 2.5
Undulator length (m) 100 100 130
Undulator β (m) 30 30 32
Beam size (μm) 30 45 35
3-D Gain length (m) 3.5 3.7 10

The common features of all projects operating at 1 Å are
an injector providing electron bunches with charge of up to
1 nC and energy at the 100 MeV level, subsequent accel-
eration sections to several GeV with two magnetic bunch
compressor chicanes in between to reach peak currents of
several kA, and an undulator magnet system of typically
100 m lengths to achieve saturation within 10 to 20 gain
lengths of about 3 to 10 meters. The transverse and longi-
tudinal feedback systems have to achieve two goals. One is
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to provide sufficient stability of the beam parameters to en-
able saturation of the SASE process within the length of the
undulator and the other is to provide a photon beam which
satisfies the requirements of the user experiments in terms
of wavelength, pointing, and timing stability.

The main transverse requirement for efficient SASE gain
is given by a limit on the beam angle in the undulator
such that the phase difference due to the longer beam path
remains a fraction of the wavelength. The critical angle
where the SASE gain length LG vanishes is given by [6]
θc =

√
λ/LG. With typical parameters taken from Table 1

this means that the orbit angle has to be stable within a frac-
tion of θc = 5μrad. The stable pointing of the photon beam
is usually defined as a requirement of σ/10 for the elec-
tron beam position in terms of the rms beam size σ. This
means less than 5μm rms position jitter for a 1μm emit-
tance beam in an undulator with typically 30 m β-function.

-60 -40 -20 0 20 40 60 80 100
2

3

4

Undulator Beam Position x  (μm)

F
E

L
 P

ul
se

 E
ne

rg
y 

 (
m

J)

 

 

Figure 1: Sensitivity of LCLS FEL pulse energy on beam
position in the undulator at 6.7 GeV. The red line is a Gaus-
sian fit with σ = 90μm.

The effect of orbit jitter on the SASE performance can
be seen in Fig. 1 which shows the FEL pulse energy vs.
the horizontal beam position in the undulator for 300 shots.
The orbit jitter was mainly from uncorrected dispersion in
the undulator when the accelerator was not fully optimized.
The FWHM of the fit corresponds to a critical angle of
15μrad which agrees well with the theoretical value.

The requirements for the longitudinal beam parameters
can all be derived from the dimensionless FEL efficiency
parameter ρ which is of the order of 10−4 for an X-ray
FEL. The bandwidth of the photon beam is of the same or-
der which requires an energy stability of 10−4 for a stable
X-ray wavelength. The energy stability also affects the sta-
bility of the arrival time of the photon beam because the en-
ergy jitter introduces a timing jitter in the bunch compres-
sor chicanes of approximately cΔt = R56ΔE/E, which
amounts to 10s of fs for R56 of several cm. If the beam
energy is measured from the beam position in the chicane,
the 10−4 energy stability translates into a 10μm position
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resolution assuming a typical dispersion of 10 cm. Alter-
natively, the energy can be obtained from a time of flight
measurement between bunch arrival monitors (BAM) be-
fore and after the chicane.

For normal conducting accelerators operating at about
100 Hz repetition rate, a feedback system can only control
slow drifts at much smaller frequencies and shot to shot
jitter has to be minimized at the respective source. Super-
conducting accelerators can be operated with long bunch
trains with sub-μs bunch spacing at a repetition rate of 10s
of Hz. This requires besides the slow macro-pulse feedback
also a fast intra-bunch feedback (IBFB) to correct distur-
bances within the bunch train.

The following sections discuss both diagnostics and im-
plementations for transverse and longitudinal feedback sys-
tems at various SASE FEL projects.

TRANSVERSE FEEDBACK

The necessity of orbit straightness and stability to a few
μm in the undulator to achieve sufficient SASE gain and of
the more general goal of orbit stability at the σ/10 level in
the accelerator requires BPMs with resolutions at the same
level to be used in transverse feedback systems.

Transverse Diagnostics

Sub-micron resolution for the undulator can be met with
RF cavity BPMs and one of a few μm with strip line BPMs.
The performance of both types at the LCLS is shown in
Fig. 2 for a total of 150 BPMs using the correlations be-
tween the BPMs for 500 beam pulses.
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Figure 2: LCLS strip-line and RF cavity BPM noise levels.

The average noise for the strip line BPMs is about 3μm.
The long term stability of the strip line BPMs which is
important for the transverse feedback is reached by ap-
plying calibration pulses to the electrodes between beam
pulses [7]. Sub-micron resolution is achieved for the un-
dulator BPMs with a RF cavity BPM design [8] operating
at X-band frequency of 11.4 GHz. It consists of a dipole
cavity and a monopole cavity used for signal normaliza-
tion. The BPMs have to be calibrated using signals from
the beam itself by either moving the BPM cavity or by
inducing known orbit oscillations. Long term BPM off-
set drifts have to be adjusted by regularly finding the ab-

solute BPM centers with an undulator beam based align-
ment procedure [9]. The resolution was measured to about
300 nm [10] at the normal operating charge of 250 pC.

The cavity BPMs for the X-FEL/SPring-8 FEL are de-
signed for a lower resonant frequency of 4.76 GHz for both
the dipole and monopole cavity, which is shifted from the
accelerator RF frequency to avoid dark current. Measure-
ments taken at the SCSS test accelerator [11] show a res-
olution of better than 200 nm. Additionally, the TM010

monopole cavity can be used to provide a timing signal
from a phase measurement. The phase difference from two
adjacent BPMs is shown in Fig. 3 with a width correspond-
ing to a resolution of less than 25 fs for a single BPM.

Figure 3: Phase difference between two SCSS cavity BPMs
using the monopole cavity phase measurement [11].

Based on the SCSS design, the RF cavity BPMs for the
E-XFEL [12] have a resonant frequency of 3.3 GHz and
feature a low Q of 70 in order to resolve the beam position
of the bunches within the bunch train spacing of 220 ns for
the IBFB. A 10 mm aperture version for the undulator and a
40 mm one for the IBFB are designed for 1μm resolution.

LCLS Transverse Feedback

At LCLS multiple transverse orbit feedback loops [13]
are implemented as shown in the schematic in Fig. 4. The
loops are mainly located at the beginning of each accel-
erator section as well as in the transport line to the undu-
lator and one for the final launch into the undulator. The
feedback loops operate independently from each other and
nearby feedbacks are decoupled by using different time
scales, e.g. the transport line feedback runs at 10 Hz,
whereas the undulator launch feedback operates at 1 Hz.
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Figure 4: Schematic of the LCLS feedback system.



The feedback software measures synchronously for each
bunch the beam position at several BPMs and compares
this to a configurable reference orbit to calculate the re-
quired changes for upstream correctors. The response ma-
trix is calculated from the online accelerator beam transport
model. Additionally, a position and angle offset at the first
BPM of each loop can be set in the control system which is
useful for accelerator performance optimization.
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Figure 5: Launch feedback for the LCLS undulator. Shown
at 6.7 GeV over 3 min are the horizontal beam position
(blue) and the effective correction from the feedback (red).

An example of a feedback loop is shown in Fig. 5 for
the undulator launch feedback. The feedback measures the
beam position at 10 BPMs in the first 1/3 of the undulator
to cover sufficient phase advance. The residual horizontal
rms jitter for this measurement of 13μm and 2μrad at the
undulator entrance is about 30-40% larger than for the ver-
tical plane due to uncompensated horizontal dispersion in
the undulator. Although this jitter at 6.7 GeV is about 25%
of the beam size, the σ/10 value has been achieved with a
more optimized accelerator tuning.

XFEL Orbit Intra-bunch Feedback

The long bunch trains for the E-XFEL of more than 3000
bunches and about 200 ns spacing require a fast intra-bunch
feedback [14] to correct orbit changes within the bunch
train and slow jitter between different macro bunches
within the first part of each bunch train. A schematic of the
system being developed for the XFEL is shown in Fig. 6.
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Figure 6: Schematic of the E-XFEL transverse intra-bunch
feedback [15]. BA and BD are analog and digital output
BPMs, MA are analog input magnets.

The beam position is measured at two downstream RF
cavity BPMs which send down-mixed analog signals to the
ADC of the IBFB electronics [15] for a fast latency of 1μs.
An FPGA board computes the corrections which are send

to fast strip-line kickers. The two upstream RF BPMs are
used for calibration of the kickers. The undulator BPMs are
connected with fibers to the IBFB electronics and the sig-
nals are used for a slow feedback to correct residual errors
between the IBFB location and the undulators.

LONGITUDINAL FEEDBACK

Longitudinal feedback systems regulate the amplitude
and phase of the accelerating structures based on measure-
ments of beam energy and bunch length to stabilize the
electron beam energy and peak current, and hence the pho-
ton wavelength and pulse length. The diagnostics for these
parameters have to be single shot and for the IBFB have to
also resolve beam parameters within the bunch train.

Longitudinal Diagnostics

The most convenient fast and single shot non-
interceptive bunch length measurement for bunches as
short as a few μm uses coherent radiation emitted from
the electron beam at wavelengths longer than the bunch
length and integrated the radiation spectrum over a reason-
able range to be sensitive to the bunch length. Such a signal
only provides a relative measurement of the bunch length
and requires some other means to calibrate. The LCLS
bunch length monitors (BLM) [16] utilize coherent edge
radiation (CER) emitted from the exit edge of the last chi-
cane magnet in each bunch compressor. The radiation is
separated from the electron beam with an annular mirror
and then imaged onto pyroelectric detectors with low pass
filters in the beam path to remove short wavelength radia-
tion below 20μm stemming from the fine structure of the
bunch which is unrelated to the bunch length. The calibra-
tion of the detector signal is obtained from measurements
of the bunch length using the transverse deflector cavity at
various compression factors in the bunch compressors [13].
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Figure 7: Correlation of LCLS bunch length monitor with
wake field energy loss. The BLM noise level is 3%.

The resolution of the BLM can be estimated by a cor-
relation with the bunch length sensitive energy loss of the
electron beam in the undulator due to wake fields. This
loss can be calculated for every bunch and the correlation
is shown in Fig. 7 with a peak current measurement noise of



3% which is significantly lower than the stability require-
ment of the peak current of 10% for the LCLS.

A similar system is implemented at FLASH as a bunch
compression monitor (BCM) [17] using coherent diffrac-
tion radiation from two thin metal blades close to the elec-
tron beam. The optical transport to the detector has a GHz
to THz bandwidth and the fast pyroelectric detector readout
provides an intra-bunch train resolved bunch length signal.
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Figure 8: LCLS phase cavity signal and jitter over 24 h.

Measuring the arrival time of the electron beam after a
chicane can be used for an energy feedback since the time
of flight through the chicane is energy dependent. A bunch
arrival monitor (BAM) [18] has been developed at FLASH
which uses a 4 button pick-off to generate timing signals
from the beam. The signals are compared to the fiber dis-
tributed reference laser pulses which have a stability of 6 fs
due to an active fiber length stabilization system. The sig-
nal from the electron beam is encoded onto the laser ampli-
tude with an electro-optic modulator and the laser is then
sampled with a 108 MHz ADC. The system operates at the
zero-crossing of the amplitude modulation to be less sensi-
tive to laser amplitude jitter and the bunch arrival time of
each bunch in the train has been measured with better than
10 fs resolution [19].

Figure 9: Resolution of the FLASH synchrotron radiation
monitor [21].

The system developed at LCLS for the bunch arrival
time [20] uses a monopole mode phase cavity resonant at
2805 MHz whose signal is down-mixed with the main S-
band frequency at 2856 MHz and digitized with a 16 bit
ADC. The 24 h performance is shown in Fig. 8 with the ar-
rival time difference between two adjacent phase cavities

and the rms jitter of a single cavity and of the difference
signal. From the latter the jitter between the two cavities
is obtained as 15 fs. This system is presently not used in
a beam feedback, but rather to provide timing information
for the user experiments for off-line analysis.

A direct energy measurement in a chicane can be done
with a synchrotron radiation monitor (SRM) to measure
beam size and beam position in the center of the chicane.
A system used at FLASH images the synchrotron radiation
from the third bend in a chicane via a beam splitter onto an
ICCD and a multi-anode PMT [21]. The ICCD provides
the energy spread for a single bunch out of the bunch train
and the PMT signals digitized at 1 MHz give the centroid
beam energy for each bunch in the train. A correlation be-
tween them is shown in Fig. 9 indicating an energy resolu-
tion of better than 10−4.

LCLS Longitudinal Feedback

The schematic for the LCLS longitudinal feedback is
shown in Fig. 4. It regulates the amplitude of all 4 linac
sections and the phase of the two sections upstream of each
bunch compressor using energy measurements after each
acceleration section and the bunch length obtained after
each bunch compressor. The original design [22] proposed
a cascaded feedback with a 6 by 6 matrix coupling the 6
measurements to the 6 actuators which has been imple-
mented in Matlab and operates at about 5 Hz [13]. A more
recent version uses virtual actuators for energy gain and
chirp of the accelerator sections to decouple the energy and
bunch length feedback and the system consists of 6 loops
operating independently from each other.
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Figure 10: Performance of the LCLS longitudinal feedback
over 45 s.

Figure 10 shows the feedback performance over 45 s for
a 6 GeV beam. The energy is stable to 10−3, the peak cur-
rent jitter is 7%, and the photon pulse energy has an rms
jitter of 6%. The lowest jitter achieved so far is 3%.

The planned operation of LCLS at 120 Hz requires a fast
feedback system [23] which operates on EPICS IOCs on a
dedicated network. The RF amplitude and phase and some
of the corrector magnets are getting equipped with pulse by



pulse control to compensate for different noise from the 2
interleaved 60 Hz phases of the main AC power.

FLASH Longitudinal Intra-bunch Feedback

A intra-bunch feedback system has been implemented at
FLASH to regulate amplitude and phase of the first acceler-
ating module which has the largest impact on beam energy
and bunch length [19]. The input for the amplitude control
is a BAM and for the phase control a BCM, both located
after the second bunch compressor. The feedback is imple-
mented as a PID loop on a FPGA based controller board.
The effect of the IBFB can be seen in Fig. 11 where the ar-
rival time jitter gets reduced from 240 fs to 40 fs rms. The
rapid change at the beginning of the bunch train is from
beam loading and cannot be corrected by the feedback due
to the latency of the super-conducting RF of 30μs.

Figure 11: Intra-bunch feedback at FLASH for the arrival
time [19].

A different feedback system for the intra-bunch beam en-
ergy was also tested at FLASH using the SRM and a learn-
ing feed forward algorithm to correct both stochastic and
deterministic disturbances within the bunch train [24]. Fig-
ure 12 shows that the energy change along the beginning of
the bunch train becomes reduced by an order of magnitude
within a few iterations of the algorithm to the 10−3 level.

SUMMARY

State of the art diagnostics has been developed to meet
the resolution requirements for stable SASE operation of
X-ray FELs. Feedback systems have been successfully im-
plemented to enable stable beam conditions for user exper-
iments over many hours. Optical synchronization schemes
enable timing measurements with around 10 fs resolution
to synchronize user experiments to the accelerator.
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