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Abstract:
We report measurements of the invariant cross section in the forward hemisphere for inclusive photoproduction of $\pi^{ \pm}$, $k^{ \pm}, p$, and $\bar{p}$ from hydrogen and deuterium with an incident photon energy of 18 GeV . A small amount of data was also taken at incident energies of 9 and 13 GeV . The measurements were made using the SLAC $20 \mathrm{GeV} / \mathrm{c}$ spectrometer, and a bremsstrahlung subtraction technique was used to obtain the cross sections at the specified incident energy. The data are compared with those from lower energy experiments and interpreted within the context of the Mueller-Regge model and the constituent interchange model.
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## 1. INTRODUCTION

The study of inclusive reactions has been of considerable interest for several years ${ }^{1}$ and has roceived added impetus from the large center-of-mass energies now avallable at the ISR and FNAL. ${ }^{2}$ Features predicted from several theoretical approaches, such as the asymptotic scaling of the invariant cross section with energy, the develomment of a plateau in the invarlant cross section at small c.m. rapidity, and diffractive scattering consistent with triple-Regge models, at least qualitatively, have been verified. Furthermore, some unexpected features, such as the large cross sections at large transverse momentum, have been observed. This behavior at large transverse momentum is of considerable interest from the noint of view of parton models. ${ }^{3}$

At lower energies it is of interest to obtain more detalled measurements of inclusive reactions to test theoretical models on a more quantitative basis. The s dependence and approach to scaling can be studied within the Mueller-Regge framework. Relative yields of different particles and reactions can be used to study factorization, and inclusive sum rules offer some hope of correlating different coupling constants. At large values of transverse momentum one can explore a domain in which $p / p_{\max }$ is close to unity, where, at high energies, cross sections are prohibitively small.

Exclusive photoproduction processes have been found to be
hadronic in nature, and inclusive photoproduction data ${ }^{5}$ in the target fragmentation region have been successfully related through factorization to the equivalent $K^{ \pm}$reactions. ${ }^{6,7}$ it is then of interest to compare inclusive photoproduction processes in the photon fragmentation region with hadron induced reactions. Through charge symmetry, the Mueller-Regge model predicts that particle and antiparticle yields asymptotically should be equal in the photon fragmentation region. Thus the approach to asymptotic behavior can be studied in a manner relatively free of systematic errors by measuring the relative yields of particle and antiparticle. At large transverse momentum, important power law differences in the $\rho_{1}$ dependence between photon, meson, and baryon induced reactions are predicted by parton models. Such differences have already been observed in large angle exclusive prncesses. 8 In addition to its importance for comparison with hadron induced reactions, photoproduction is the $q^{2}=0 \quad 1 i m i t$ of electroproduction, and thus provides an important tis point for electroproduction reactions. A summary of previnus inclusive photoproduction experiments is given in Tahle 1.5,9-16

In this paper we present the results of an experiment to measure inclusive photoproduction of $\pi^{ \pm}, K^{ \pm}, p$, and $\bar{p}$ from hydrogen and deuterium in the forward hemisphere for 18 GeV incident photons. 9 A small amount of data was also taken at 9 and 13 GeV . The deuterium data allow us to test the prediction common to several theoretical approaches that the
structure functions in the photon fragmentation region should be independent of target particle. This is of parti-ular interest for $K^{-}$and $\bar{p}$ photonroductinn, where, in the Mueller-Regge model, non-Pomeron exchange should be suppressed.

We describe the details of the experiment in Section 11 , and in Section 111 describe the analysis of and corrections to the data. The results and a qualitative description of the data are presented in section IV, and an interpretation of the results is given Section $V$.

## 11. DESCRIPTION OF THE EXPERIMENT

The experiment used the SLAC $20 \mathrm{GeV} / \mathrm{c}$ spectrometer to momentum analyze, detect, and identify charged particles photoproduced by a bremsstrahlung beam incident on liauid hydrogen or deuterium targets.

## A. The Photon Beam

A schematic of the experimental layout is shown in fig. 1. The SLAC electron beam was incident on a .0285 radiation length aluminum radiator and deflected vertically out of the beam line by four bending magnets. The undeflected bremsstrahlung beam passed through two sets of collimators, each followed by a sweeping magnet, and struck a liquid hydrogen or deuterium target 51 m downstream of the radiator. The combination of electron beam optics, multiple scattering
in the radiator, and the first collimator size produced a beam spot size of $\simeq 2 \times 2 \mathrm{~cm}$ at the target. The second set of collimators was shadowed by the first and did not intercept the primary beam. For the $2.85 \%$ radiator used, typically $2.3 \%$ of the electron beam energy was transmitted to the target in the bremsstrahlung beam, resulting in beams of up to $10^{10}$ equivalent quanta per $1.6 \mu \mathrm{sec}$ long SIAC pulse (at 180 pulses/sec).

Two pairs of correction magnets upstream of the radiator were used to properly steer the beam to the target. The electron beam position just downstream of the radiator was monitored with a helium-filled Cerenkov monitor ${ }^{17}$ viewed with a television camera. The photon beam position just upstream of the target could be monitored with removable zinc sulfide screens mounted behind variable thicknesses of copper and viewed with a television camera.

Because a bremsstrahlung beam has a continuous energy spectrum, it was not possible to directly measure cross sections for a fixed photon energy. Consequently data were taken with the electron beam set at energies above and below the desired photon energy. To the extent that the bremsstrahlung beam had a $1 / k$ spectrum, the number of incident photons below the endpoint energy of the lower energy beam cancelled for the two beams. Hence by subtracting the yield of the lower energy beam from that of the higher energy beam, one obtained a yield due to photons of energies botwren the
two endpoints. A more realistic calculation of the effective beam spectrum after subtraction is shown in fig. 2. For most of the 18 GeV data, endpoint energies of 17 vs 19 GeV were used to make the bremsstrahlung subtraction. At very low momenta, however, the subtracted yields were only a small fraction of the unsubtracted yields, so endpoints of 16 vs 20 GeV were used to enhance the subtracted effect. For several data points, endpoint energies of both 17 vs 19 GeV and 16 vs 20 GeV were used to check for systematic differences between the two. The 9 and 13 GeV data were taken with 8 vs 10 GeV and 12 vs 14 GeV endpoints, respectively.

At the lowest particle momenta measured, the subtracted cross sections were $\simeq 10 \%$ of the unsubtracted cross sections. Hence small systematic differences between the measurements at the two energies could cause sizeable errors in the subtracted results. To minimize time-dependent systematic errors, it was therefore highly desirable to be able to switch frequently from one energy to the other. To accomplish this, two complete pulse patterns, ${ }^{17}$ one for each of the desired energies, for all of the pulsed components of the accelerator (e.g. klystrons and pulsed steering magnets) were prepared. One of these patterns was always suppressed. The energy changes were controlled by the XDS 9300 computer used online in the experiment, ${ }^{18}$ which initiated the following sequence of events: (i) both trigger patterns were suppressed to stop beam acceleration entirely; (ii) through a link to a remote XDS 925
computer, ${ }^{17}$ the currents in the beam switchyard magnets wore changed to values approprlate to the new energy; (iii) a rotating filp coil was read to check the value of the momentum defining magnets in the beam switchyard; (iv) the trigger pattern for the new energy was unsuppressed, delivering beam at the new energy. Approximately 40 seconds were required to complete the energy change.

The electron beam current was monitored by a precision toroid ${ }^{19}$ located just upstream of the radiator. The photon beam was monitored by a hellum filled Cerenkov monitor ${ }^{20}$ and two hydrogen filled ion chambers of different thicknesses upstream of the target. A small secondary emicsion quantameter (SEQ) ${ }^{20}$ located downstream of the target but upstream of the spectrometer served both as the primary photon beam monitor and as the beam dump.

## B. Targets

The target assembly consisted of long (30.5 cm) and short ( 15.2 cm ) hydrogen, deuterium, and dummy cells, as well as two "no target" positions, all contained within a common vacuum chamber. The long and short cells were used to check for absorption and double scattering effects. All cells were cylindrical (with axes along the beam direction) with a diameter of 8.9 cm . The mylar cylinder walls were 0.25 mm thick, while the aluminum endcaps were 0.13 mm thlck. The scattering chamber had aluminum entrance and exit windows of
0.10 and 0.20 mm respectively. Forced circulation was used in the liquid targets to malntain stable target temperatures. The cells were arranged in two vertical arrays, with the axes of one array perpendicular to those of the other. The entire assembly could be rotated about a vertical axis. upstream of the targets to position one of the two arrays along the beam line. The assembly could be translated vertically to select one of four positions within the array. The target motion could be controlled by the computer to facilitate rapid target changes. The computer also read hydrogen vapor pressure thermoneters used to monitor the target temperature.
C. The $20 \mathrm{GeV} / \mathrm{c}$ Spectrometer

The SLAC $20 \mathrm{GeV} / \mathrm{c}$ spectrometer ${ }^{21}$ is shown in Fig. 3, and its first-order optics are illustrated in Fig. 4. Imoortant parameters of the spectroneter are listed in Table 11. Line-to-point focusing in the horizontal plane is used to measure the horlzontal production angle, and point-to-point focusing with momentum dispersion in the vertical plane is used to measure the momentum of the detected particle. Momentum dispersion is provided by four bending magnets giving a total bend of $20.8^{\circ}$. Focusing is obtained from four quadrupoles, and three sextupoles are used to raise the momentum focal plane from $3^{\circ}$ to $42^{\circ}$ relative to the central ray. The optics in the vertical plane provides a crossover
midway up the spectrometer, so that the beam emerses from the spectrometer parallel to the floor.

The spectrometer rolls about the target on four concentric rails, and can be remotely driven to angles as large as $22^{\circ}$. The size and location of the SEO limited the smallest spectrometer angle to $\simeq 1^{\circ}$. Detectors for the experiment were located in a concrete hut with walls 1.8 - 3.5 m thick mounted at the end of the spectrometer. The magnet currents were controlled by the computer and monitored by precision shunts and transductors for each magnet. Uhen changing the magnet polarity of the spectrometer, the magnets were not degaussed. However, a fixed hysterisis pattern was followed and a small correction was applied to obtain the correct monentum.

## D. Detection Scheme

The particle detection scheme used was similar to that of previous photoproduction experiments ${ }^{22}$ with the $20 \mathrm{GeV} / \mathrm{C}$ spectrometer, and is shown schematically in Fig. 5. Incoming particles were detected by three scintillation trigger counters and their trajectories within the spectrometer acceptance were localized by two pairs of crossed scintillation counter hodoscopes. Two smaller "aperture" scintillation counters were used in determining the spectrometer acceptance. Particle identification was provided by a nitrogen filled threshold Cerenkov counter, a freon-13 differential Cerenkov counter, a lead-lucite shower counter,
and a scintillation counter - irnn ranse telescone.
The momentum and angular resolution provided by the hodoscopes was not necessary to the experiment, and the results presented for each snectrnmpter setting are summed over all hodoscope elements. The hodoscones werp used to define the acceptance of the soectrometer and to obtain several correctlons to the data. Ry rejecting events with multinle tracks in the hodnscopes, unambiquous oarticle identificatinn in the Cerenknv counters was obtained. Additinnally, only a limited portinn of the hodoscope acceptance was used in order to raduce the divergence of particle trajectories, thus producing cleaner particle separation in the differential counter.

The threshold Cerenkov counter, used to identify pions, had a path length of 200 cm of nitrogen. Cerenkov light was deflected $90^{\circ}$ by a plane aluminized mirror through an aluminized conical light guite to a single photomultiolior. The counter was operated at pressures ranging from 1.5 to 6.5 atm to give a pion Cerenkov angle of 28 mrad.

The differential Cerenkov counter, used to distinguish kaons and protons, had 0.95 cm aluminum entrance and exit windows and a path length of 231 cm of freon 13. Cerenkov light was focused by a spherical mirror onto two sets of photomultipliers. The inner "ring" consisted of two photomultiollers accepting Cerenkov angles between 40 and 60 mrad. The outer ring used four photomultidilers to accept
light with Cerenkov angles between 60 and 96 mrad. For most of the data taking the pressure was set to give a kaon Cerenkov angle of 50 mrad . Since the relative Cerenkov angle for pions and kaons is momentum dependent, this resulted in a pion Cerenkov angle of greater than 96 mrad for momenta below 5.8 GeV/c. At momenta greater than $9.7 \mathrm{GeV} / \mathrm{C}$, corresponding to a pion Cerenkov angle of 70 mrad, the pressure was increased to give a kaon Cerenkov angle of slightly greater than 50 mrad to increase pion rejection. Pressures used in the differential counter ranged from 2.5 to 19 atm. The pressure and temperature of both the threshold and the differential Cerenkov counters were monltored remotely by the computer.

The 17.4 radiation length shower counter, used to veto electrons, consisted of 16 slabs of 1.27 cm UVT lucite interspersed with 0.64 cm lead slabs. Cerenkov light from the lucite was detected by a single Amperex boAyP photomultiplier.

The range telescope, used to veto muons, consisted of nine 1.27 cm scintillation counters, interspersed with a total of seven 26 cm thick blocks of iron, giving a total thickness of 16 collision lengths. The first range counter was plared between the differential Cerenkov counter and the shower counter, and was used, in effect, as a fnurth trigger counter. In addition to the shower counter there were 8 cm of tungsten between the first and second range counters.
E. Electronics and Triggering Scheme

Because of the high triggering rates obtained for much of the data, combined with the short $1.5 \mu s e c$ pulse length of the SLAC beam, and because of the high ratio of photonrnduced pions to other particles, it was desirable to use a triggering scheme in which pion events could be read by the computer on a sampling basis only, but in which kaon or proton events were read with as loose a trigger as possible. Therefore, the fast electronic logic was set un to measure pion cross sections using scaler information alone ("hardware yields"), while the kaon, proton, and sampled pion cross sections were obtained using the more detalled event information available to the computer ("software yields"). For the cross sections presented in this paper, all pion results were obtained from the hardware yields, while the kaon and proton yields were obtained from the software yields.

The hardware pion identification consisted of a coincidence between the three trigger counters, the threshold Cerenkov counter, and the first range counter. Additionally, events were vetoed by a signal from the last range counter or a large signal from the shower counter. Signals from the shower counter passed through a variable attenuator before entering the discriminator so that the effective discriminator threshold could be varied as a function of spectrometer momentum to match the expected electron shower pulse height.

The event trigger to the computer consisted simply of a - 12 -
coincidence between the three trigger counters, which could be vetoed by some variable fraction of the hardware pion signals. For each triggered event the computer read the pulse heights of the threshold counter, the shower counter, and each of the photomultipllers of the differential counter. The hodoscode and range telescope information, as well as a variety of signals from the fast electronics logic, were read through gated latches.

## F. Data Taking Procedure

For virtually all polnts data were taken with the short hydrogen and dummy targets for both positive and negative particles. In most cases data were also taken with the short deuterlum target, and for a smaller number of points data were taken with the long targets. Targets and beam energy were cycled as frequently as was practical. At least two runs were taken for each target and energy setting, usually separated by one or more target or energy changes, thus allowing one to monltor the short term reproducibility of the measurements. As a check on the long term reproducibility of the measurements, several points were repeated at different times during the experiment.

In addition to reading event data and performing many of the frequently exercised control functions of the experiment, the computer read and logged the beam monitors, scalers, and a varlety of slit settings, magnet settings, and status
indicators. Between 20 and $100 \%$ of the events (depending upon counting rate) were analyzed online to produce preliminary cross sections and a varlety of diagnostic displays and printouts.

## III. data reduction

A list of corrections and estimated uncertainties in the data is given in Table lll. In the following sections these corrections are discussed in detail. It is important to distinguish between uncertainties which are applied as a percentage of the unsubtracted cross sections and those which are applied as a percentage of the subtracted cross sections, since the former have a much larger effect on the final (subtracted) answers. We also distinguish between three general classes of uncertainties. We refer to errors which are not correlated from point to point as random errors. Those errors which vary in a systematic way with the kinematics are referred to as systematic errors, while those which are the same for all points are referred to as normalization errors. For each point, uncertaintles from different sources within each class have been added in quadrature.
A. Beam Normalization

1. SEQ calibration: The SEn used as the primary beam monitor in this experiment was frequently calibrated against two silver calorimeters ${ }^{20}$ using the Cerenkov monitor as a transfer
standard. Consistent results using the two calorimeters were obtained early in the run, and use of the second was subsequently dropped.

Because of its small size, the $S E Q$ is not quite a total absorption device, and consequently its calibration constant has some ( $0.7 \% / \mathrm{GeV}$ ) energy dependence. This energy dependence was found to be consistent with a linear behavior over the entire 8 to 20 GeV energy range used by this experiment.

The callbration constant was also observed to have a slow ( $\sim 1 \% /$ month) time dependence which could be adequately parametrized by two linear functions of run number. With the excention of runs taken very early in the experiment (which were erratic for a known reason), the callbrated values had an rms deviation of $0.5 \%$ from the assumed form. This error is included in the random errors as a percentage of the subtracted cross sections. Similarly the energy dependence of the calibration constant showed an rms deviation of $0.1 \% / \mathrm{GeV}$, which has been included in the systematic errors as a percentage of the unsubtracted cross sections. slightly larger errors were assigned to the early runs to account for the erratic behavior of the SEQ.

No dependence of the $S E Q$ calibration constant upon beam power was observed, although the range over which the calorimeter could conveniently be operated was smaller than the range over which data was actually taken.
2. Calorimeter calibration: The calorimeters were callbrated using internal electric heaters to deposit a known amount of energy. A $1-2 \%$ correction based on shower calculations was applied to account for shower leakage. SEQ calibrations against the two calorimeters agreed to $0.5 \%$, and heater calibrations of the same calorimeter were consistent to $0.2 \%$. However, an earlier callbration of the calorineters against a Faraday cup, using an electron beam, gave a $2 \%$ discrepancy between beam and heater callbrations. ${ }^{20}$ The heater callbration value obtained in this experiment was also $1 \%$ different from the original value. We have assigned a $3 \%$ normalization error to the overall calorlmeter calibration.
3. Bremsstrahlung correction: To the extent that the bremsstrahlung spectrum deviates from a $1 / k$ behavinr (where $k$ is the photon energy), the cancellation of lower energy primary photons is not exact. To correct for this one must know the shape of the bremsstrahlung spectrum, which is readily calculated, ${ }^{23}$ and the energy dependence of the cross section for fixed spectrometer setting. As will be discussed later, an emplrical flt was made to the 18 GeV results as a functinn of the transverse momentum $p_{1}$, and a modified Feynman scallng variable $e^{24} x^{\prime}=p_{\|}^{*} / p_{\| \max }^{*}\left(p_{L}\right)$. Here $p_{\|}^{*}$ is the c.m. longitudinal momentum of the observed particle, and $\mathrm{p}_{\| \max }$ is its maximum kinematically allowed value. To the extent that Feynman scaling is valid, the invariant cross section is a
function of $x^{\prime}$ and $p_{1}$, independent of incident energy. Thus the fits to the 18 GeV subtracted data could be used to roughly calculate the energy dependence of the laboratory cross section. (Note that for fixed laboratory kinematics, the effect of decreasing $k$ is to increase $x^{\prime}$, leaving $p_{1}$ fixed.) In this way a correction was made for low energy photons and for the variation in kinematirs at energies between the two endpoints. (Thus the final cross sections are always quoted for the nominal energy and its associated c.m. kinematirs.)

As will be seen, Feynman scaling is a poor approximation at large transverse momentum. A measure of this inadequacy could be obtained by using the fits to the subtracted 18 GeV data to calculate the unsubtracted yields, assuming Feynman scaling. The correction for low energy photons was then modified by the ratio of the observed to calculated unsubtracted yield. At large transverse momenta this ratio was as small as 0.5 . For the $\gamma p \rightarrow p X$ data, the assumption of feynman scaling proved to be a particularly poor approximation, and better results were obtained by assuming scaling in $p_{\|}$in the laboratory system, with a kinematic cut-off. Thus the energy dependence of this reaction was calculated using the form

$$
E \frac{d^{3} \sigma}{d p^{3}}\left(p_{\| l a b}, p_{L}, k\right)=E \frac{d^{3} \sigma}{d p^{3}}\left(p_{\| l a b}, p_{\perp}, 18\right) \frac{\left(1-e^{\left.-4.33\left[1-x^{\prime}(k)\right]^{2}\right)}\right.}{\left(1-e^{-4.33\left[1-x^{\prime}(18)\right]^{2}}\right)}
$$

In spite of the somewhat add hoc nature of the kinematic
cut-off term, the use of this form gave better results in calculating the unsubtracted yields than were obtained for the pion and kaon yields.

The bremsstrahlung correction ranged from 0 to $25 \%$ of the subtracted yields, and three terms were added in quadrature to the systematic error: (1.) $1 \%$ of the subtracted yield, (ii.) $20 \%$ of the bremsstrahlung correction, and (iii.) $100 \%$ of the correction for deviation from Feynman scaling. The uncertaintles thus obtained ranged from 1 to $10 \%$ of the subtracted yields. An additional $3 \%$ of the subtracted yields has been included in the normalization error to account for collimation effects and uncertainties in the bremsstrahlung calculation.
B. Target Corrections

1. Target length: Target cell lengths were measured at room temperature, and a correction of $0.4 \%$ was applied to the data to account for shrinkage in going to liquid hydrogen temperatures.
2. Target density: Target temperatures were nonitored by hydrogen vapor pressure thermometers in thermal contact with the liquid cells. The temperature of the targets over the entire experiment remained stable to $\pm 0.1^{\circ} \mathrm{K}$, corresponding to a density change of $\pm 0.2 \%$, which has been included in the random error as a percentage of the subtracted yields. An adiltional $0.7 \%$ of the subtracted vields has been included in
the normalization error to account for the uncertainties in the pressure calibration and conversion from pressure to density.
3. Target contamination: Gas samples from the target cells were taken periodically and analyzed with a mass spectrometer. The only significant finding was a hydrogen contamination of the deuterium samples which varied between 0.2 and $1.6 \%$ by volume. We have applied a $0.4 \pm 0.3 \%$ correction to the deuterium data to account for this, where the uncertainty has been applled to the random error as a percentage of the subtracted cross sections.
4. Dumy target correction: When using the short targets, dumny target data were always taken, resulting in typical corrections of $\simeq 10 \%$. Long dummy target data were not always taken, and a parametrization of the ratio of long to short duminy target rates as a function of angle was used for points In which direct measurements were not made. (Note that this ratio is determined by the spectrometer acceptance, which is angle, but not momentum, dependent.)
5. Electromagnetic absorption in the target: Correction was made for the loss of photons by pair production in material upstream of and in the target. The electron pairs contribute to the beam flux measured by the SEQ, but give a negligible
contribution to the cross sectinn. There were $\simeq 0 .{ }^{n} 1$ radiation lengths of material upstream of the taroet, and the half-length of the short target was $\simeq 0.01$ radiatinn length.
6. Hadronic absorption in the target: A 1-5\% correction was made for hadronic absorntion in the target, taking into account the dependence of oath length in the target unon scattering angle. A momentum dependent parametrizatinn of the particle cross sections per nucleon was used. No correction was made for double scattering of partieles into the spectrometer acceptance. While double scattering must be present at some level, its neglect can be justifiod by the agreement obtained for long and short target data. An uncertainty of $50 \%$ of the correction has been included in the systematic error as a percentage of the subtracted cross section.

## C. Acceptance Determination:

In an earlier test of the $20 \mathrm{GeV} / \mathrm{C}$ spectrometer, ${ }^{25}$ the first and second order matrix elements at the momentum and angle focl were determined using an unscattered electron beam with the spectrometer at $0^{\circ}$. This, however, is insufficiont to determine the acceptance of the spectrometer since one must know the matrix elements at each of the possible apertures of the system. Because of the large number of elements in the system, and because several of the magnets differ noticeably
from ideal elements, a correct detailed model of the spectrometer optics does not exist. To determine the acceptance of the spectrometer a "living Monte Carlo" technique was adopted. Using the hodoscopes one can define a smaller acceptance which is not limited by apertures in the spectrometer. The acceptance of this "stringent" region can then be calculated from the final matrix elements alone. By then onerating the spectrometer at a momentum with high counting rate and negligible angular and momentum dependence over the spectrometer aperture, one can determine the "normal" acceptance of the spectrometer by comparing the number of particles detected within the normal acceptance to the number detected in the stringent acceptance. Similarly the trigger counter hardware acceptance was determined by comparing the trigger counter rates to those in the smaller aperture counters, which in turn were compared to the stringent software acceptance.

To calculate the acceptance of the stringent region, two Independent Monte Carlo programs were used, which included the effects of beam size, target length, scattering angle, and hodoscope bin size. One program used only the matrix elements from the spectrometer optics test, whlle the second used a model of the spectrometer ${ }^{25}$ based on data from the optics test. Both calculations agreed that for angles less than $15^{\circ}$, the aperture counter and stringent software acceptances were independent of target length and beam spot size. Beyond $15^{\circ}$,
the spectrometer model indicated that for the long taraets (but not the short targets for which mast of the data wore taken) these acceptances were being limited by adertures in the spectrometer. (The proaram using only the final matrix elements, of course, had no knowlege of these aderturas and consequently gave no information on the subiect.) At $18^{\circ}$, the largest angle for which long target data were taken, this was calculated to be a $1.0 \%$ effect for the aperture counters and a 2.4\% effect for the strlngent hodoscope acceptance. We have applied this correction to the long target data, and have assigned a systematin uncertainty rising linearly from 0 . at $12^{\circ}$ to $100 \%$ of the correction itself at $18^{\circ}$.

The two calculations disagreed by $5 \%$ in the absolute value of the stringent acceptance, whirh is barely consistent with the estimated $\pm 3 \%$ uncertainty in the individual calculations. We have used the value obtalned from the matrix elements, which is felt to be the more rellable of the two calculations, and have assigned a $3 \%$ normalization uncertainty to the stringent acceptance. An additinnal $1.5 \%$ uncertainty in the determination of the aperture counter acceptance is present for the hardware yields.

The normal hardware and software acceptances are functions of scattering angle because the effective width of the target normal to the spectrometer is angle dependent. The ratio of the normal to stringent acceptances was therefore determined from the data as a function of angle. This ratio was found to
be adequately descrlbed by a constant at small angles and a linearly falling function at larger angles. The total change in the normal software acceptance from $0^{\circ}$ to $21^{\circ}$ was $6 \%$ for the short targets and $10 \%$ for the long targets. For the hardware acceptance, the comparable changes were 10 and $20 \%$ respectively. The rms deviation, in excess of statistical counting uncertainties, of the measurements from the assumed form was $0.9 \%$, which has been included in the systematic uncertainty. No dependence was found upon spectrometer momentum or upon whether hydrogen or deuterium targets were used. The spectrometer model was able to reproduce the changes in acceptance in a qualitative but not quantitative manner.

The "living Monte Carlo" techniaue assumes the absence of nonlinear varlation of the cross section across the spectrometer acceptance. The emplrical fits to the 18 GeV data were used to correct for the presence of such effects. These corrections ranged from 0 to $3.7 \%$ for the angular acceptance and 0 to $1.4 \%$ for the momentum accedtance. The fits were also used to calculate the systematir uncertainty in cross section due to the estimated $0.015^{\circ}$ uncertainty in spectrometer angle and $0.010 \mathrm{GeV} / \mathrm{c}$ uncertalnty in snectrometer momentum. These resulted in cross sectinn uncertainties of 0 to $2.7 \%$ and 0 to $2.5 \%$ for the angular and momentum uncertainties respectively. The effect of an additional 0.003 GeV/c tolerance in setting the spectrometer momentum has been
included in the random errors.
D. Shower Counter Losses

The variable attenuator on the shower counter discriminator input was set to trigger the discriminator at a level which varied linearly with momentum and which conservatively triggered for virtually all electrons and consequently for $\approx 5 \%$ of the hadrons. The shower counter discriminator was flagged and read by the computer, which also read the shower counter pulse height. From the flagged discriminator information an electron cut was placed on the pulse helght distribution which matched the hardware definition.

A correction was applied to the data for hadrons which were misidentified as electrons. At large angles electron contamination is negligible ( $\sim 0.2 \%$ ), and one may determine the correction simply by assuming the absence of real electrons and plotting the fraction of counted "electrons" as a function of momentum. A noticeable dependence unon particle type and, to a lesser extent, charge was observed in this correction. The correction varied between 1 and $10 \%$, depending uoon momentum and particle type. The data were found to be consistent with the assumed parametrization to $0.3 \%$ of the measured yields, which has been included in the systematic uncertainty. For the hardware pion yields an additional 0.5\% error has been included in the random uncertainty to account
for differences between the hardware shower counter attenuator and the software pulse height cut.
E. Absorption and Hodoscope Corrections

1. Absorption in the differential Cerenkov counter: Because of the thick windows and high pressure required in the differential Cerenkov counter at low momenta, a sizeable fraction of the hadrons interacted and failed to reach the first range counter located in front of the shower counter. A correction to the software yields was easily obtained by plotting, as a function of momentum and particle type, the fraction of events with good hodoscope codes which falled to trlgger the first range counter. The good hodoscope code requirement was necessary for the very low triggering rate points in order to ellminate random coincidences. (This is also the reason the first range counter was required in the hardware pion definition.) Similarly comparison with scaler data in regions of moderate triggering rates showed that the correction thus determined was the same for hardware and software ylelds. An uncertainty of $1 \%$ has been included in the systematic error of the hardware yields to account for differences between the hardware and software electron correction, differential counter absorption correction, and threshold Cerenkov counter efficiency.

The absorption correction for pions varled from 4 to $25 \%$ depending upon momentum. The correction was observed to be
$\approx 20 \%$ (of itself) larger for protons than for pions. For kaons (and, to a lesser extent, also for protons) the correction cannot be well isolated since kaon identification will be ambiguous for particles interacting in the differential counter. We have assumed the $K^{+}, K^{-}, p$, and $\bar{p}$ corrections to be $76,90,130$, and $156 \%$, respectively, of the pion correction, independent of momentum, on the basis of total absorption measurements from nuclei. ${ }^{26}$ The rms deviation of the pion data from the assumed parametrization was $0.6 \%$, which has been included in the systematic uncertainty as a percentage of the subtracted yields. An additional $10 \%$ of the correction has been included in the systematic uncertainty for kaons and protons.
2. Absorption in the hodoscopes and trigger counters: Corrections were made to the data for events which failed to reach the third trigger counter and consequently failed to trigger the computer. These corrections were based on a previous spectrometer study ${ }^{27}$ in which varying amounts of absorber were inserted along the detection system, and were checked by relating this absorption correction to that for the differential counter. The correction is momentum dependent and varled from 7 to $14 \%$ for pions. As with the differential counter, the correction for kaons and protons was related to that for pions by the total absorption cross section. We have added an estimated $2 \%$ error to the normalization uncertainty
and $30 \%$ of the momentum dependent term in the correction to the systematlc uncertainty.
3. Corrections for bad hodoscope codes: Gond events giving multinle tracks in the hodoscopes were due to dolta rays, accidental colncidences, and to interactinns in the hodoscones and trigger counters. The rate dependent correction will be discussed below. The rate independent correction was determined as a function of momentum by examining the fraction of bad hodoscope events for runs with moderate counting rate. The hodoscope correction varied between 5 and $8 \%$ at 3 and 15 Gev/c respectively, with an estimated uncertainty of $1 \%$ which has been included in the normalizatinn error.
4. Miscellaneous hodoscope corrections. Cuts placed on the particle trajectories were used to eliminate spurious events which could not have come directly from the target. With one exception these cuts ellminated a nepligible fraction of events not already ellminated by other criteria. This exception was a result of having placed an overly stringent cut such that, at low momenta, multide scattering in the hodoscopes caused the loss of real events. A correction was therefore made to undo thls loss.
F. Decay and Muon Corrections

1. Decay corrections: Pions which decayed in filght either
failed to reach the detectors or were counted as muons by the range telescope. The effective decay path was therefore the distance between the target and the mean penetration distance in the range telescope. Using a decay path of 45.8 m , this resulted in corrections between 6 and $30 \%$. No error has been assimned to this correction.

Some kaons which decayed between the differential Cerenkov counter and the range telescope could still be identified as kaons. Hence a slightly smaller decay path was used ( $45.0 \pm 0.4 \mathrm{~m}$ ), resulting in corrections between $50 . \pm 0.5 \%$ to $890 . \pm 17 . \%$, where the uncertainties have been included in the systematic error.
2. Muon corrections: Below $5 \mathrm{GeV} / \mathrm{c}$ it is possithle for muons from pion decay to fail to penetrate the last range counter. In the software yields one could account for this by not requiring the rear-most counters of the range telescone in the muon definition. For the hardware pion yields, only the last range counter was used for muon identificatinn, so a correction was necessary to account fnr muons whirh were misidentified as pions. This correction was obtained from the software information and ranged from 0 to $10 \%$, with a systematic uncertainty of $10 \%$ of itself.
G. Rate Dependent Corrections:

1. Fast Electronirs Dead Time: On the basis of several runs
made at varying intensities, an emoirical formula using the singles and coincidence rates in the trigger counters was used to account for dead time in the fast electronirs trigger. Because the relative singles and colncidence rates varied widely as a function of spectrometer setting, this formula did not adequately describe the rate dependence for all settings. Hence we have assigned an uncertainty to the correction of $100 \%$ of itself. However, counting rates in the spectrometer were kept sufficiently low that this correction was almost always less than $2 \%$, and, for a given point, the counting rates at the high and low energies were nearly identiral. We have applied the difference in the rate correction between high and low energies as a percentage of the unsubtracted cross sections, and the average rate correction as a percentage of the subtracted cross section to the random error.
2. Hodoscope rate corrections: The increase in bad hodoscope codes due to rate effects was found to be 2.7 times as large as the electronics dead-time. Again an uncertainty of $100 \%$ of the correction has been asslgned, and the uncertainties have been handled in the same manner as the electronics dead time.
3. Computer dead time: Because of the short $1.6 \mu \mathrm{sec}$ length of the SLAC beam pulses, the computer was able to read at most one event per pulse. The computer dead time correction was made by normalizing the total number of computer sampled
events to the total number of triggers in the fast electronics. The correction thus obtained ranged from 0 to $30 \%$.
4. Accidentals corrections: The largest correctinn for accidental coincidences was for hadron events which were vetoed by a random count in the last range counter, which, owing to a weakness in the shlelding at the rear of the spectrometer, had a rather high singles rate. This correction, which was as large as $10 \%$, was made only to the hardware yields, since the software yields used the first blank range telescope counter to define the particle range. Corrections for random coincidences in the shower counter or Cerenkov counters were less than $1 \%$ and were not applied.
H. Cerenkov Counter Efficiencies
5. Threshold Cerenkov counter: Pion identification in the hardware yields was determined by the threshold Cerenkov counter discrimination level, while the software yields used the pulse height information. Using data from the differential counter, the threshold counter was determined to be $99.5 \%$ efficient in the software yields. Because of dead-times in the gated latches, the hardware efficiency was not determined as accurately; however, the overall discrepancy between hardware and software identification, Including differences in the Cerenkov counter efficiency, shower counter - 30-
vetoes, and absorption in the differential Cerenkov counter, was less than $1 \%$, which, as has already been mentioned, is included in the systematic errors. The threshold counter had an efficlency of $2.5 \%$ for detecting non-pions in the software yields. The same figure (with an assigned $1 \%$ systematic uncertainty) was assumed for the hardware vields to correct for non-pion contamination.
6. Differential Cerenkov counter: Events for which the threshold counter falled to trigger were classified as pions, kaons, or ambiguous on the basis of the pulse heights in the inner and outer rings of the differential counter. The pulse heights from the two inner ring counters and the four outer ring counters were summed to form the inner and outer ring pulse heights respectively. The inner vs. outer pulse height plane was then divided into different regions to make the particle identification. Because the divergence of particle trajectories in the spectrometer is greater in the vertical plane than in the horizontal, ambiguities between kaon and pion identification were in some cases resolved on the basis of the two outer ring counters which lay in the horlzontal plane (i.e. ignoring the two outer ring counters in the vertical plane).

Efficiencies and contaminations for proton and kaon identification were determined by lowering the pressure of the differential counter such that Cerenkov light from pions fell
in the inner ring. Particle identification in the kaon and proton regions could then be directly compared to the threshold counter identifications of pion and non-pion events. The cuts used and the resulting efficiencies were somewhat momentum dependent. Efficiencies for kaons and protons (including the inefficiency due to misidentification in the threshold counter) were typlcally 90 and $93 \%$ respectively. The assigned systematic uncertainties in the kaon and proton efficiencies were typically $2 \%$, but, at the lowest momenta were as large as $10 \%$ for kaons.
3. Particle contaminations: Because the proton signature depends upon a null signal in the Cerenkov counters, and because of the small $\bar{p} / \pi^{-}$ratio (typically $1 / 60$ ), the $\bar{p}$ yields were susceptible to contamination by other particles. However, the requirements placed on the software yields were quite stringent. We feel confident that the quadruple trigger counter coincidence requirement combined with the hodoscope single track requirement and particle trajectory restrictions were adequate to eliminate spurious events not coming directly from the target. Consequently we concern ourselves only with contamination from "real" plons and kaons.

Near the kinematic boundary, relative $\pi^{-} / \bar{\rho}$ ratios larger than $1000 / 1$ were measured at the lower of the two beam energies, giving us confidence that any reasonably momentum independent effects, such as pion interactions in the
apparatus, are unimportant. Below $5.8 \mathrm{GeV} / \mathrm{C}$, however, the pion Cerenkov angle in the differential counter was larger than the acceptance of the outer ring. Consequently the $0.5 \%$ pion inefficiency in the threshold counter caused a contamination which was as large as $50 \%$ of the $p$ yield. We have corrected the $\overline{\mathrm{p}}$ yields assuming a threshold counter inefficlency of $0.5 \pm 0.25 \%$, where the uncertainty has been included in the systematic errors. (For momenta between 5 and $6 \mathrm{GeV} / \mathrm{c}$ it was also necessary to parametrize the efficiency for pions to count as protons in the differential counter.)

For momenta below $\simeq 3.5 \mathrm{GeV} / \mathrm{C}$, one must also consider the effect of kaons which decay in flight, particularly between the threshold counter and the differential counter. A reasonable fraction of the decays will be eliminated by the threshold counter and the muon telescope and, because of the relatively large opening angles involved in the decay, the trajectory restrictions. The fraction of such events which count as $\bar{p}$ 's is difficult to calculate, and we have not made a correction for this effect, but have included a contribution to the systematic errors assuming that $50 \%$ of the kaons which decayed between the last bending magnet and the differential counter were counted as $\overline{\mathrm{p}}$ 's.

In spite of the large systematic uncertainties in the $\bar{p}$ yields, we note that they are severe only at very low momenta where the statistical errors resulting from the bremsstrahlung subtraction are already large. The only other serious
contamination occurred in the $\mathrm{K}^{+}$yields at very low momenta where, because of the large fraction of kaons which decay before reaching the detectors, the observed proton to kaon yield was as large as $85 / 1$. We have corrected for the estimated $0.4 \pm 0.2 \%$ of the proton yield which was counted as kaons.
I. Consistency Checks

1. Short term reproducibility: Because long term drifts in the measuring system tend to cancel in the bremsstrahlung subtraction, they are less important than short term random errors, where a small error in the unsubtracted yield results in a substantial percentage error in the subtracted yield. For almost all data points, more than one run was taken for each setting. One could then determine the rms non-statistical error, which we define as the percentage error which must be added in quadrature with the statistical counting error for each point in order to obtain a chi-squared of 1.0 per degree of freedom for agreement of the individual measurements with the mean for all points at the same setting. The error thus determined was $0.27 \%$. This error is larger than can be accounted for on the basis of rate effects, and, for some points, is comparable to the statistical error. We have the refore included this figure in the random error as a percentage of the unsubtracted cross sections.
2. Long term reproducibility: Several points were repeated at different times throughout the experiment, and a large number of points were also taken with both 16 vs 20 and 17 vs 19 Gev endpoints. Comparlson of the 18 GeV average of these runs indicated a non-statistical error $0.7 \%$ of the unsubtracted yields, while the errors in the subtracted yields were consistent with counting statistics. The $0.7 \%$ figure is consistent with that expected from rate effects and time-dependence of the SEQ calibration, and has not been included in the uncertainty in the subtracted cross sections.
3. Comparison of hardware and software pion yields: For those points in which the pion software data were taken on a sampling basis, small inefficiencies in some of the gated latch signals from the fast electronics caused the software pion ylelds to be unreliable. However, only the hardware yields were used for the final pion cross sections, and sufficlent data were taken in the non-sampling mode to determine all the necessary corrections to the data. The kaon and proton yields were unaffected by the sampling process. Pion yields determined from the software analysis for those runs taken in the non-sampling mode agreed with those determined from the hardware identification to, on average, $0.3 \%$, with an rms deviation of $1.5 \%$, consistent with the systematic uncertaintles of the two analyses.
4. Comparison of long and short target yields: The unsubtracted yields determined from the long and short targets were consistent overall to $\pm 0.6 \%$, although at the largest angles systematic differences of $\approx 2 \%$ were discernable. This is consistent with uncertainties in the long target solid angle and double scattering and absorption effects in the target, and has a negliglble effect on the subtracted yields, for which the two targets gave results consistent to within counting statistics.

## IV. PRESENTATION OF THE DATA

A. The Data

The kinematic points at which the 18 GeV pion data were taken are shown in the Peyrou plot of Fig. 6. Here the vertical axis represents the transverse momentum $p_{\perp}$ of the detected pion. The horizontal axis shows the c.m. longitudinal momentum $p_{\|}^{*}$ of the pion and, equivalently, the Feynman scaling variable $x$, which we define here as $x=2 p_{\|} / \sqrt{s}$, where $s$ is the total center of mass energy squared. Since the kaon and proton data were taken at the same laboratory momenta and angles as the pion data, the corresponding proton and kaon points are shifted to slightly smaller values of $x$ and $p_{\|}^{*}$.

The measured values of the invariant cross section

$$
\mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}}=\frac{\mathrm{E}}{\mathrm{p}^{3}} \frac{\mathrm{~d} \sigma}{\mathrm{~d} \Omega \mathrm{dp}}
$$

and the associated random and systematic uncertainties are presented in Tables IV-IX. (The random errors are those listed in Table 111 added in quadrature with the uncertainty due to counting statistics.) The tables also give the laboratory angle $\theta$, the laboratory momentum $p_{\text {lab }}$, the transverse momentum $p_{L}$, the Feynman scaling variable $x$, and the "projectile frame" rapidity $y_{p}=Y-y *$ of the detected particle. Here $y *$ is the c.m. rapidity defined by

$$
\begin{aligned}
& \mathrm{E}^{*}=\mu \cosh \mathrm{y}^{*} \\
& \mathrm{p}_{\|}^{*}=\mu \sinh \mathrm{y}^{*}
\end{aligned}
$$

where E* is the c.m. energy of the detected particle and $\mu=\sqrt{p_{\perp}^{2}+\mathrm{m}^{2}}$ is the longitudinal mass of the detected particle with rest mass m. The maximum c.m. rapidity $Y$ is defined (for incident photons) by ${ }^{28}$

$$
\mathrm{e}^{\mathrm{Y}}=\frac{\mathrm{s}-\mathrm{M}_{\mathrm{p}}^{2}}{\mu \sqrt{\mathrm{~s}}}
$$

where $M_{p}$ is the nucleon mass.
Because of the profusion of kinematic variables commonly used in the analysis of inclusive reactions, and because the data were taken at discrete kinematic points, it was frequently desirable to interpolate the data to fixed values of some variable. To this end, an empirical fit was made to the 18 Gev results. The measured points could then be kinematically shifted small amounts by multiplying the measured cross section by the ratlo of the fitted value at the
desired kinematic point to the fitted value at the measured point. These fits were also used in determining the bremsstrahlung corrections and the corrections for the finite momentum and angle acceptance of the spectrometer. In all of the subsequent figures the data have, where necessary, been interpolated to constant values of the approprlate transiverse or longltudinal variable.

The fitted function had the form
$E \frac{d^{3} \sigma}{d p}\left(x^{\prime}, p_{L}\right)=1000 \sum_{n=1}^{4}\left(A_{n}+B_{n} e^{-\left(C_{n} p_{1}\right)^{2}}\right)\left(1-x^{\prime}\right)^{n} e^{-D \mu}$
where $A_{n}, B_{n}, C_{n}$, and $D$ are free parameters. Here $x^{\prime}=p_{\|}^{*} / p_{\| \max }^{*}\left(p_{\perp}\right)$, where $p_{\| \max }^{*}\left(p_{\perp}\right)$ is the maximum longitudinal c.m. momentum allowed for the specified value of $p_{1}$, calculated assuming a three body final state with the minimum possible masses. For $\pi^{+}$production, for example, $p_{\text {limax }}^{*}\left(p_{L}\right)$ is the maximum $\pi^{+}$longitudinal momentum allowed for the reaction $\gamma \rho \leftrightarrow \pi^{+} \pi^{0} n$. In fitting the pion data, all the parameters were allowed to vary. For the other reactions some parameters were set to zero (i.e. not used), and a common value of the parameter $C$ was used for all powers of (1-x'). The fitted values of the parameters thus obtained are given in Table $X$. While the resulting chi-squares are rather poor, particularly for the $\pi^{+}$reactions, the fits provide a qualitative representation of the data and are adequate for purposes of interpolation.
B. Transverse Momentum Dependence

Fig. 7 shows the 18 GeV Invariant cross sections for target protons and detected $\pi^{ \pm}, K^{ \pm}, p$, and $\bar{p}$ at a fixed value of $x$ as a function of the transverse momentum $p_{1}$. The values of $x$ shown are $0.22,0.20$, and 0.15 for the plon, kaon and proton data respectively. In Fig. 7, as well as all subsequent figures, only the random errors are shown. As with inclusive cross sections for hadron induced reactions, the cross sections at large $p_{\perp}$ values fall exponentially in $p_{1}$ with slopes $\simeq 7(\mathrm{GeV} / \mathrm{c})^{-1}$. At small values of $\mathrm{p}_{\perp}$, the cross sections deviate from an exponential, particularly for heavier mass particles.

As has been observed elsewhere, ${ }^{29}$ the differences in the transverse momentum dependence of the different detected particles can be noticeably reduced by using the transverse variable $\mu=\sqrt{p_{\perp}^{2}+m^{2}}$ rather than $p_{\perp}$. Data for a variety of fixed $x$ values are shown plotted against $\mu$ in Figs. 8 and 9. For small $x$ and $p_{1}$, the $\pi^{ \pm}$data show some deviation from an exponential, while the $K^{\pi}, p$, and $\bar{p}$ data show none. At large values of $x$, all of the reactions deviate from an exponential for small values of $p_{1}$. No significant difference in slope is seen between $\pi^{ \pm}$or between $K^{ \pm}$, nor is there any significant $x$ dependence of the slope, except at the largest values of $x$ where the exponential character $n f$ the data is questionable.

The data corresponding to a pion $x$ value of 0.22 were fit to an exponential in $\mu$, and the resulting slopes are given in

Table XI. For the pion data, polnts with $p_{\perp}<0.5 \mathrm{GeV} / \mathrm{c}$ were excluded from the fit. The fitted exponentials are shown in Figs. 8 and 9 and, for comparison, are repeated for each value of $x$. The curves for detected $\pi^{+}$are also shown as the dashed curves on the corresponding figures for kaons and protons.

## C. Longitudinal Momentum Dependence

The 13 GeV invarlant cross sections for target protons are shown as a function of $x$ for fixed $p_{\mathcal{L}}$ in Figs. 10 and 11. Note the changes in scale for the different $p_{1}$ values. The figures also show the empirical fits used in interpolating the data. As in other non-leading particle hadronic inclusive reactions, the $\pi^{ \pm}, K^{ \pm}$and $\bar{p}$ data at small $p_{L}$ tend to be sharply peaked toward $x=0$, while at larger $p_{\perp}$ they show a broader maximum, slightly off-set from $x=0$. The data for detected protons rise for negative $x$ as expected in the proton fragnentation region. Particularly at large values of $p_{\perp}$, the $\pi^{+}$and $K^{+}$yields tend to be noticeably more flat in $x$ than for the corresponding $\pi^{-}$and $K^{-}$reactions.

## D. Deuterium to Hydrogen Ratios

The ratios ( $D / H$ ) of the invariant cross sections for target deuterons to those for target protons at 18 GeV are shown in figures 12 and 13 as functions of $x$ and $p_{L}$. Typical D/H ratios for negatively charged detected particles appear to be slightly larger and closer to 2 than the corresponding
ratios for positive particles. At large $x$ the $D / H$ ratio for detected $\pi^{-}$increases with increasing $p_{L^{\prime}}$, while that for $\pi^{+}$ shows a decreasing trend.

One would like to interpret the cross sections from deuterium as the sum of those from the proton and neutron. This naive view is known to be modified by shadowing ${ }^{30}$ and smearing ${ }^{31}$ corrections. The smearing corrections, which arise from the Fermi motion of the nucleons within the deuterlum nucleus, have very little effect on the transverse momentum dependence of the cross section, but, in effect, smear the c.m. energy of the collision. Because of the small energy dependence of the observed cross sections, this effect should be small except perhaps at the largest values of $x$. Shadowing corrections in $\gamma N$ total cross sections have been calculated to be $\simeq 7 \%$ of the nucleon cross section, ${ }^{32}$ while for the exclusive photoproduction processes $\gamma p \rightarrow \pi^{+} n$ and $\gamma p \rightarrow K^{+} \Lambda^{\circ}$, where a direct comparison of hydrogen and deuterium data can be made, no shadowing effects at the level of $\Omega 3 \%$ have been observed at comparable energies (except at very small |t|, where Pauli exclusion principle effects are important). ${ }^{33}$ In this analysis we have neglected shadowing and smearing corrections, and have defined the neutron target cross sections to be the difference between the deuterium and hydrogen target cross sectlons. In the absence of such corrections, and in view of the near equality of cross sections for neutron and proton targets, one cannot accurately determine, for example, the
difference between $\pi^{+}$yields from protons and neutrons. On the other hand, because the $\pi^{+}$and $\pi^{-}$yields are quite similar, one expects nearly equal shadowing corrections. Hence, for example, the uncertainty in the difference between $\pi^{+}$and $\pi^{-}$cross sections from neutrons should be dominated by counting statistics rather than shadowing effects.
E. Particle to Antiparticle Ratios

The detected $\pi^{+}$to $\pi^{-}$, $K^{+}$to $K^{-}$, and $p$ to $\bar{p}$ cross section ratios at 18 GeV for target proton and neutron are shown in Figs. 14 and 15 as functions of $p_{L}$ and $x$. For small values of $p_{1}$ or $x$ the $\pi^{+} / \pi^{-}$ratio for target protons is greater than but close to unity. At large $x$, however, this ratio rises with increasing $p_{1}$, reaching a value $\approx 2$. In contrast, the $\pi^{+} / \pi^{-}$ ratio for target neutrons is approximately equal to or slightly less than unity everywhere. The $K^{+} / K^{-}$ratios show a similar behavior, except the deviations from unity are larger and at large $x$ the $K^{+} / K^{-}$ratio is greater than unity for target neutrons as well as protons. At large $x$ and $p_{\perp}$, the $K^{+} / K^{-}$ratio for target protons reaches a value of $\approx 9$, and the ratio for target neutrons shows a similar rise to a value of $\simeq 3$. The $p / \bar{p}$ ratio rises for either large or negative values of $x$, and is typically $\simeq 7$ at moderate $x$ values. The rise at large $x$ is presumably due to the difference in the kinematic limit for the two reactions, or to baryon exchange processes leading to a detected proton. The rise at small $x$ is
presumably due to the tail of the proton fragmentation region. The relatively constant value of the $p / \bar{p}$ ratio at intermediate values of $x$ is perhaps indicative of behavior unique to the photon fragmentation region.

## V. INTERPRETATION

A. The Mueller-Regge Model in the Photon Fragmentation Region Mueller ${ }^{4}$ has utilized the fact that, in analogy to the optical theorem, the invariant cross section for the inclusive reaction $a+b \rightarrow c+X$ is related to the discontinuity of the forward scatterlng amplitude for $a+b+\bar{c} \rightarrow a+b+\bar{c}$. For incident particle (projectile) a, target particle b, and detected particle $c$, this amplitude may be appropriately Reggeized in the projectile fragmentation region (large $u$, where $u$ is the square of the invariant momentum transfer between $b$ and $c$ ) to give the Regge exchange diagram of Fig. 16. The expression for the invariant cross section thus obtained is given by

$$
E \frac{d^{3} \sigma}{d^{3}}\left(y_{p}, \mu, s\right)=\sum_{i} \beta_{i}\left(y_{p}, \mu\right)\left(\frac{s}{s_{0}}\right)^{\alpha_{i}(0)-1}
$$

where the sum is over the possible Regge exchanges, $\beta_{i}$ is the Regge residue, and $\alpha_{i}(0)$ is the Regge trajectory intercept. If, asymptotically, the amplitude is dominated by Pomeron exchange, with $\alpha(0)=1$, then for fixed $p_{1}$ and $y_{p}$ the invariant cross section becomes independent of $s$, in agreement with the
limiting fragmentation (scaling) hypothesis of Benecke, Chou, Yang, and Yen. ${ }^{34}$ At finite energies meson Regge exchanges with intercepts $\alpha(0)=1 / 2$ give an $s^{-1 / 2}$ contribution to the invarlant cross section.

Even in the absence of direct measurements of the energy dependence of incluslve cross sections, information on the relative contributions of different exchanges may be gained from a comparison of related reactions. From charge symmetry, differences between the photoproduction of particle and antiparticle must be due to exchanges of odd charge conjugation. Similarly, for a given detected partlcle, differences between target proton and target neutron must be due to exchanges of non-zero Isospin. Since the Pomeron carries the vacuum quantum numbers, one then expects that asymptotically the invariant cross section for production of particle and antiparticle for target proton and target neutron should all be equal. Thus the measurement of differences in the invariant cross sections for these reactions provides a measure of the deviation from asymptotic behavior.

By taking the appropriate sums and differences of the Invariant cross sections for target proton, target neutron, detected particle, and detected antiparticle, one may isolate the exchanges of different isospin and charge conjugation (or, equivalently, G-parity). In Table XII we list the four possible combinations of isospin, 1 , (neglecting $1>1$ ) and charge conjugation, $C$. For each set of exchanged quantum
numbers we list the relative sign of its contribution to the cross section for the four combinations of detected particle sign and target. The associated exchange amplitudes have been labelled by the most common Regge exchanges: $P, f, A_{2}, \rho$, and $\omega$. (Even if one adopts a more complicated set of Regge exchanges, these serve as useful mnemonics to identify the exchanged quantum numbers.) To illustrate the relative sizes of the different exchanges, the $P+f, \rho$, and $\omega$ contributions to the amplitude for detected pions at $p_{1}=1 \mathrm{GeV} / \mathrm{c}$ are shown in Fig. 17 as a function of $y_{p}$. In the absence of deuterium shadowing corrections the $A_{2}$ exchange contribution cannot be determined.

The $\rho$ and $\omega$ contributions for detected pion and kaon at 18 GeV are shown in Fig. 18 as a function of $y_{p}$ for different values of $p_{\perp}$. We note here the interpretation, within the Mueller-Regge picture, of the large $\pi^{+} / \pi^{-}$ratio at large $x$ and $p_{\perp}$ for target protons compared to the near unity value for target neutrons (see Fig. 14). At large $x$, the $\rho$ and $\omega$ contributions have the same sign and are approximately equal in magnitude. The deviation from unity of the $\pi^{+} / \pi^{-}$ratio is determined by the $\rho$ and $\omega$ exchanges, which add constructively for target protons but approximately cancel for target neutrons.

Because the quantum numbers of the $a b \bar{c}$ system are exotic for detected $K^{-}$or $\bar{p}$, some theories predict early scaling in these reactions. 35,36 In the Mueller-Regge picture this is accomplished by the cancellation through exchange degeneracy
of the meson Regge exchanges, leaving only the background (Pomeron) exchange contribution. This would then predict the equality of target proton and target neutron invariant cross sections for these reactions. In Figs. 12 and 13 the $D / H$ ratios for $K^{-}$and $\bar{p}$ are seen to be consistent with 2 , but with poor statistical accuracy. Because the equality of target proton and target neutron cross sectlons should be valid over the entire photon fragmentation region, however, one can gain better statistical accuracy by using the unsubtracted rather than subtracted bremsstrahlung yields. This, of course, results in a measurement which spans a range in incident energy and $x$. Fig. 19 shows the $D / H$ ratios for detected $K^{ \pm}$, $p$, and $\bar{p}$ for $x_{\min }=0.2$ as a function of $p_{\perp}$. The $D / H$ ratios for $K^{-}$and $\bar{p}$ appear independent of $p_{\perp}$. If the points are averaged over $p_{1}$, one obtains average $D / H$ ratios of $1.90 \pm 0.03$ and $1.94 \pm 0.05$ for the $K^{-}$and $\bar{p}$ reactions respectively, which should be compared to ratios of $1.74 \pm 0.03$ and $1.82 \pm 0.03$ for the $K^{+}$and $p$ reactions. If, on the basis of total cross section and exclusive reaction measurements, 32,33 one assumes deuterlum corrections of less than $10 \%$ of the nucleon cross sections, then the results are consistent with the equality of target proton and target neutron cross sections for detected $K^{-}$and $\bar{p}$, but not for detected $K^{+}$and $p$. We note, however, that the non-exotic reaction $\gamma \mathrm{p} \rightarrow \pi^{-} X$ shows a $D / H$ ratio similarly closer to 2 than the corresponding ratio for detected $\pi^{+}$.
B. Energy Dependence

Figs. 20-22 show the invariant cross sections for target protons obtained in this experiment, compared to other experiments at lower energies. $5,12,13$ For the detected pion and kaon reactions the contributions from the two-body reactions $\gamma \mathrm{p} \rightarrow \rho \mathrm{p}$ and $\gamma \mathrm{p} \rightarrow \phi \mathrm{p}$ respectively are shown as the solid (18 GeV) and dashed ( 6 GeV ) curves. These were obtained from a calculation of the decay spectrum using the measured $\rho$ and $\phi$ differentlal cross section data of Anderson et al. ${ }^{37}$ The small differences in the decay spectra at the two energies are due primarily to the energy dependence of the differential cross sections. For the $\phi$ cross sections in particular this energy dependence is comparable to the uncertainties of the measurements.

Duality arguments require that in a simple Regge model, Invariant cross sections should approach their asymptotic values from above. ${ }^{36}$ For detected $\pi^{ \pm}$and $K^{+}$this appears consistent with the data at small values of $p_{1}$. At large values of $p_{\perp}$, however, the cross sections for detected $\pi^{ \pm}, K^{-}$, and to a lesser extent, $K^{+}$are seen to be rising with energy. Furthermore, if one attempts to describe the data with only contributions of $s^{0}$ and $s^{-1 / 2}$, then at large $p_{\perp}$, the Pomeron contribution would have to be almost entirely absent in order to accomodate the observed energy dependence between 6 and 18 GeV. Thus it appears likely that at large $p_{\perp}$, the simple Regge picture must be modified by, for example, kinematic
effects ${ }^{36,38}$ with a larger energy dependence than the simple $s^{-1 / 2}$ given by meson Regge exchange.

The prediction of early scaling ${ }^{35,36}$ for the detected $K^{-}$ reaction appears moderately satisfied at low $p_{\perp}$, but clearly fails at larger $p_{\perp}$. No measurements exist from other experiments for detected $\bar{p}$. The limited measurements ait lower energy from this experiment indicate that at large $p_{1}$, the $\bar{p}$ cross sections are rising rapidly as a function of energy.

When plotted against $y_{p}$ for fixed $p_{1}$, the cross sections for detected protons show a rapid fall with increasing energy. Because the data at 6 GeV have a somewhat limited range of rapidity, and in view of the fact that the most obvious source of protons is from fragmentation of the target, we have plotted the detected proton cross sections in Fig. 23 against laboratory rapidity rather than projectile rapidity. The maximum allowed rapidities $\left(y_{p}=0.\right)$ at 6 and 18 GeV are indicated by the arrows in Fig. 22. In the limited region near $y_{\text {lab }}=2$, where overlap exists between the 5 and 18 GeV experiments, the cross sections are quite comparable. This is consistent with the generally accepted range of the target fragmentation region of $v_{l a b} \simeq 2$.

While deviations from the predicted Mueller-Regge behavior are clearly present for large values of $p_{\perp}$, it has been argued that these effects enter only the vacuum quantum number exchanges. ${ }^{38}$ By isolating the exchange contributions with
non-vacuum quantum numbers one may therefore still hope to observe the simple $s^{-1 / 2}$ energy dependence given by conventional meson Regge exchange. In Fig. 23 we have plotted the difference between detected particle and antiparticle invariant cross sections for detected pions and kaons with proton target, multiplied by $s^{1 / 2}$, for this experiment and the DESY experiment at 6 Gev. ${ }^{12}$ The qualiti•e agreement in shape between the two experiments is quite good, particularly considering the very low missing mass values of some of the data of the 6 GeV experiment.

The large rise in the cross section difference between $\pi^{+}$ and $\pi^{-}$at large $x$ (small $y_{p}$ ) and $p_{\perp}$ is similar to the large $\pi^{+} / \pi^{-}$ratio observed in exclusive pion photoproduction at large $t$, and suggests the applicability of a triple-Regge model. Unfortunately our data are not sufficiently finely spaced at large $x$ to permit such an analysis. In particular, the data do not establish a range over which the logarithm of the cross section is linear in the logarithm of the missing mass squared, as required by the model.

## C. The Mueller-Regge Model in the Central Region

In the central region ( $t$ and $u$ large) the Mueller-Regge model with factorization predicts cross sections of the form ${ }^{4}$

$$
E \frac{d^{3} \sigma}{d p^{3}}\left(y^{*}, \mu, s\right)=\sum_{i, j} \gamma_{i}^{b} \beta_{i j}^{\bar{c}}(\mu) \gamma_{j}^{a} e^{\left[\alpha_{i}(0)-\alpha_{j}(0)\right] y^{*}}\left(\frac{\mathbf{s}}{s_{0}}\right)^{\left[\alpha_{i}(0)+\alpha_{j}(0)-2\right] / 2}
$$

corresponding to the Regge exchange diagram of fig 24. Here the $\gamma^{\prime}$ s give the coupling between the exchanged Reggeon and the target or projectile; these may be determined from total cross section data. The $\beta^{\prime}$ 's give the coupling between the two Reggeons and the detected particle c. For given exchanges $i$ and $j$ and detected particle $c$, the coupling $\beta_{i j}$ is a function only of $p_{1}$. Thus, assuming conventional Regge exchanges with trajectory intercepts $\alpha(0)=1$ (Pomeron) or $1 / 2$ (meson), one expects contributions to the cross section of $s^{0}$ (Pomeron-Pomeron), $s^{-1 / 4}$ (Pomeron-meson), and $s^{-1 / 2}$ (meson-meson) for fixed $p_{\perp}$ and $y *$.

Ferbel ${ }^{39}$ has shown that for a variety of inclusive reactions at $y *=0$, the invariant cross sections integrated over $p_{\perp}$ are consistent with an $s^{0}+s^{-1 / 4}$ dependence, where the data extend to remarkably low incident energies. However, several features have arisen in the central region which are somewhat disturbing from the point of view of the most naive Mueller-Regge models. There is sone evidence that $p p \rightarrow \pi^{ \pm} x$ data, at fixed values of $p_{\perp}$, fail to extrapolate to a common value at $s^{-1 / 4}=0$ when assumed to be 1 inear in $s^{-1 / 4} .40$ Relations between different reactions demanded by factorization appear to be badly violated. ${ }^{41}$ Inclusive cross sections in the central region usually approach their asymptotic values from below, in contradiction to the simplest duality arguments. ${ }^{36,38}$ Reactions such as $p p \rightarrow K^{-} X$ or $p$ $p \rightarrow \bar{p} X$, for which one expects early scaling, show larger
energy dependences than reactions such as $p p \rightarrow \pi^{ \pm} X$. The latter two points are again frequently attributed to kinematic effects, and it has been argued that these effects cancel if one treats the differences between particle and antiparticle cross sections. ${ }^{38} \operatorname{Inam}^{42}$ has further emphasized the importance of investigating the energy dependence for fixed values of $p_{\perp}$. For the reaction $p p \rightarrow \pi^{ \pm} X$ he has shown that the detected $\pi^{ \pm}$cross section difference is consistent with an $s^{-1 / 4}$ behavior at large $p_{\perp}$, but not at small $p_{\perp}$. If only $s^{-1 / 4}$ terms are included, our data for the difference between particle and antiparticle yields may be compared to the corresponding $p p$ data through factorization. Not ing that only exchanges of even charge conjugation couple to the photon vertex of Fig. 24 , and keeping only meson-Pomeron terms, we may write

$$
\begin{aligned}
\Delta_{\mathrm{pp}}^{\mathrm{c}}\left(\mathrm{y}^{*}, \mu, \mathrm{~s}\right) & \equiv \mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}}(\mathrm{pp} \rightarrow \mathrm{cX})-\mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}}(\mathrm{pp} \rightarrow \overline{\mathrm{c} X}) \\
& =4 \sum_{\mathrm{i}}^{3} \gamma_{\mathrm{P}}^{\mathrm{p}} \gamma_{\mathrm{i}}^{\mathrm{p}_{\beta_{i P}}^{\bar{c}}}(\mu) \cosh \left(\mathrm{y}^{*} / 2\right)\left(\frac{\mathrm{s}}{\mathrm{~s}_{0}}\right)^{-1 / 4} \\
& =4 \sigma_{\mathrm{pp}} \sum_{\mathrm{i}} \frac{\gamma_{\mathrm{i}}^{\mathrm{p}}}{\gamma_{\mathrm{P}}^{\mathrm{p}}} \beta_{\mathrm{iP}}^{\overline{\mathrm{c}}}(\mu) \cosh \left(\mathrm{y}^{*} / 2\right)\left(\frac{\mathrm{s}}{\mathrm{~s}_{0}}\right)^{-1 / 4}
\end{aligned}
$$

and

$$
\begin{aligned}
\Delta_{\gamma \mathrm{p}}^{\mathrm{c}}\left(\mathrm{y}^{*}, \mu, \mathrm{~s}\right) & \equiv \mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}^{3}}(\gamma \mathrm{p} \rightarrow \mathrm{cX})-\mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}}(\gamma \mathrm{p} \rightarrow \overline{\mathrm{c}} \mathrm{X})=2 \sum_{\mathrm{i}} \gamma_{\mathrm{p}}^{\gamma_{\gamma_{\mathrm{i}}}^{p_{i p}} \beta_{\mathrm{c}}^{\overline{\mathrm{c}}}(\mu) \mathrm{e}^{-\mathrm{y}^{*} / 2}\left(\frac{\mathrm{~s}}{\mathrm{~s}_{0}}\right)^{-1 / 4}} \\
& =2 \sigma_{\gamma \mathrm{p}} \sum_{\mathrm{i}} \frac{\gamma_{\mathrm{i}}^{\mathrm{p}}}{\gamma_{\mathrm{P}}^{\mathrm{p}}} \beta_{\mathrm{iP}}^{\overline{\mathrm{c}}}(\mu) \mathrm{e}^{-\mathrm{y}^{*} / 2}\left(\frac{\mathrm{~s}}{\mathrm{~s}_{0}}\right)^{-1 / 4}
\end{aligned}
$$

where the sum is over allowed odd charge conjugation exchanges ( $i=\rho, \omega$ for $c=K$; $i=\rho$ for $c=\pi$ ), and $\sigma_{p p}=\left(\gamma_{P}^{p}\right)^{2}$ and $\sigma_{\gamma p}=\gamma_{p}^{p} \gamma_{p}^{\gamma}$ are the asymntotic total cross sections. Hence

$$
\Delta_{\gamma \mathrm{p}}^{\mathrm{c}}\left(\mathrm{y}^{*}, \mu, \mathrm{~s}\right)=\frac{1}{2} \frac{\sigma_{\gamma \mathrm{p}}}{\sigma_{\mathrm{pp}}} \Delta_{\mathrm{pp}}^{\mathrm{c}}\left(0, \mu, \mathrm{~s}_{1}\right) \mathrm{e}^{-\mathrm{y}^{*} / 2}\left(\frac{\mathrm{~s}}{\mathrm{~s}_{1}}\right)^{-1 / 4}
$$

Thus to leading order in s the photoproduction cross section differences are related to the equivalent pp cross section differences solely through the ratio of the asymptotic total cross sections. Using values of 40 and 0.1 mb for the pp and $\gamma_{p}$ total cross sections respectively, the predicted results for the $\gamma$ p reactions are shown in Fig. 23. The dashed curves are obtained from the 12 and 24 GeV data of the Bonn-Hamburg-Munchen collaboration, ${ }^{43}$ while the solid curves are obtained from the $15 R$ data of the British-Scandinavian (BS) collaboration. ${ }^{40}$ For detected pions, the prediction is seen to fall at both large and small values of $p_{1}$.

Noting that at 18 GeV there is only a factor of 2.5 difference between $s^{-1 / 4}$ and $s^{-1 / 2}$, it is difficult to justify the neglect of $s^{-1 / 2}$ terms. In fact, from our data alone we can see from $F i g$. 18 that, if one accepts the simplest Mueller-Regge model, then $s^{-1 / 2}$ terms must be present in the pion production reaction. The $\rho$ and $\omega$ exchange amplitudes extracted in the previous section for the single Regge model give, in the double Regge model, the $\rho$ and $\omega$ exchanges between the pion and proton vertices of Fig. 24. In order to conserve

G-parity at the pion vertex, the $\omega$ exchange must be accompanied by $A_{2}$ exchange between the pion and gamma legs of Fig. 24 , which would contribute an $s^{-1 / 2}$ dependence. From Fig. 18 the $\omega$ exchange contribution appears to be non-zero near $y *=0$. We note further that the signs of the $\omega$ contribution are consistent with the discrepancles between the high energy pp prediction and the observed data. An additional $s^{-1 / 2}$ contribution, on which we have no information, can come from $\rho-f$ exchange.

The problem of $s^{-1 / 2}$ terms may be circumvented by comparing $\Delta_{\gamma p}^{K}$ and $\Delta_{p p}^{K}$, and imposing exchange degeneracy requirements. We note that for $\gamma p \rightarrow K^{-} X$ (or $p p \rightarrow K^{-} X$ ) the fact that $K^{+} p$ is exotic in the $s$ channel should result in the cancellation of non-Pomeron exchanges between the kaon and proton. For $\gamma p \rightarrow K^{+} X$ (or $p p \rightarrow K^{+} X$ ), while nelther $K^{-} p$ nor $k^{-} \gamma$ is exotic, meson-meson terms should nonetheless be suppressed, ${ }^{44}$ as can be seen from the quark diagram of $F i g$. 25. To the extent that the photon may be treated as a non-strange quark - anti-quark palr, the presence of the strange quark in the $K^{-}$requires Pomeron exchange in one leg or the other of Fig. 24. Thus for the detected kaon cross sections, the neglect of $s^{-1 / f^{2}}$ terms is more plausible. Meson-meson terms can arise from the strange quark -anti-quark component of the photon, but this $(\phi)$ component is considerably more weak than the non-strange $(\rho, \omega)$ components
of the photon. The prediction obtained from the BS data 40 shown in Fig. 23 for kaon production is in noticeably better agreement with the data than the corresponding prediction for pions.
D. The Constituent Interchange Model

Dne of the unexpected features which emerged from inclusive reactions at high energies was the observation of cross sections at large $p_{\perp}$ which are larger than would be expected from extrapolation of the exponential behavior of lower $p_{\perp}$ data. ${ }^{45}$ This has given rise to much theoretical activity in parton models, which predict invariant cross sections of the form ${ }^{3}$

$$
\begin{aligned}
\mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}^{3}} & =\frac{1}{\left(\mathrm{p}_{\perp}^{2}\right)^{\mathrm{N}}} \mathrm{f}\left(\epsilon, \theta^{*}\right) \\
\epsilon & \equiv 1-\frac{\mathrm{E}^{*}}{\mathrm{E}_{\max }^{*}}
\end{aligned}
$$

where $N$ is an integer power. $E^{*}$ is the c.m. energy of the detected particle, $E_{\max }^{*}$ is its maximum kinematically allowed value, and $f$ is an arbitrary function of $\epsilon$ and the c.m. angle $\theta^{*}$ of the detected particle.

In the constituent interchange model (CIM) of Blankenbecler, Brodsky, and Gunion, ${ }^{46}$ the $\epsilon$ dependence of the cross section is further specified. In the CIM, large $p_{\perp}$ inclusive processes $A+B \rightarrow C+X$ are assumed to arise from basic hard scattering sub-processes $a+b \rightarrow c+d$ in which the particles $a, b, c$, and $d$ may be hadrons, quarks, or
di-quarks, and $C$ is is either identical to or a fragment of $c$. The basic sub-process is masked by the "hadronic bremsstrahlung" of particles $A, B$, and $C$, the products of which do not participate in the basic sub-process.

Through dimensional counting rules, the invariant cross section is then given by a sum of terms of the form

$$
\begin{equation*}
E \frac{d^{3} \sigma}{d p^{3}}=\sum_{i} \frac{\epsilon^{P_{i}}}{\left(p_{\perp}^{2}+M_{i}^{2}\right)^{N_{i}}} f_{i}\left(\theta^{*}\right) \tag{1}
\end{equation*}
$$

where $P_{i}$ and $N_{i}$ are integer powers, $M_{i}$ is a fixed parameter to account for finite mass effects, and $f_{i}$ is (in practice) an arbitrary function of the c.m. angle $\theta^{*}$. The subscrlpt $i$ refers to the specific sub-process and brensstrahlung products. For a given sub-process, the powers $N$ and $P$ are given by

$$
\begin{aligned}
& N=n_{\text {active }}-2 \\
& P=2 n_{\text {passive }}^{\text {hadronic }}+n_{\text {passive }}^{\text {e. m. }}-1
\end{aligned}
$$

where $n_{\text {active }}$ is the number of elementary fields participating In the basic sub-process, and $n_{\text {passive }}$ is the number of "passive" fields which do not take part in the basic sub-process. The superscripts "hadronic" and "e.m." refer to the number of passive quarks coupling to hadrons or photons respectively.

In the absence of knowlege of which are the important
sub-processes, the number of possible values of $N$ and $P$ is large, as is shown in Fig. 26 for the photoproduction reactions considered here. ${ }^{47}$ For comparable strengths $f_{i}\left(\theta^{*}\right)$, terms with minimal values of $N$ and/or $P$ will dominate.

As is traditional in the absence of high precision data over a broad kinematic range, we shall make the optimistic assumption that a single term of the form of eq. 1 dominates the cross section. In order to conveniently use the data of this experiment and that of ref. 12 , we utilize the fact that the measured cross sections for small $x$ are relatively slowly varying in $\theta^{*}$ and consequently use data for fixed $x \approx 0.2$ rather than for fixed c.m. angle. We have therefore fit all $x \sim 0.2$ data (including 9 and 13 GeV points near $\mathrm{x}=0.2$ ) with $\mathrm{p}_{\perp}>0.5$ Gev/c to the form of eq. 1. The values of the parameters obtained are given in Table Xlll, and the preferred values of $P$ and $N$ are shown as the solid squares in Fig. 26. The $\pi^{-}$ data and the corresponding fit are shown in Fig. 27. The resulting chi-squares are rather poor, but, considering the liberties taken in matching the data and the theory, may be considered acceptable. With the exception of the $K^{+}$reaction, the preferred values of $N$ and $P$ lie near the boundary of minimal $N+P$ values. The large value of $N$ obtained for the $K^{+}$ reaction is probably an artifact of the strong correlation between the parameters $M$ and $N$, and the anomolously large value obtained for $M$.

For all reactions the data prefer smaller values of $P$ in
preference to smaller values of $N$. The values $N=6, P=1$, favored for the pion reactions, correspond to sub-processes of the form quark + baryon $\rightarrow$ meson + di-quark or meson + di-quark $\rightarrow$ meson + di-quark. (In either case the photon acts as a vector meson rather than an elementary field. The values $N=5, P=1$, would correspond to the sub-process photon + di-quark $\rightarrow$ meson + di-quark, with the photon as an elementary field.)

Because of the strong correlations in the fitted parameters, the statistical weighting of the data toward small $p_{\perp}$, and the larger number of points at the highest energy, it is of some interest to attempt to determine the parameters $p$ and $N$ separately. In Fig. 28 we show the $p_{\perp}=1$. GeV/c data as a function of $E^{*} / E_{\max }^{*}$. These data were fit separately to integer powers of $P$, and the 18 GeV data alone, with fixed values of $P$, were then fit to integer powers of $N$. The range for $P$ and $N$ over which acceptable fits could be obtained are shown as the shaded areas in Fig. 26. While the $K^{-}$and $\bar{p}$ data appear to prefer slightly larger values of $P$ than do the $\pi^{ \pm}$ and $\mathrm{K}^{+}$data, the quality of the data are not sufficient to establish the larger values of $P$ and/or $N$ predicted by the model for these two reactions. In fact, the data for all reactions are consistent with the values $N=5-7, P=1$. We note that had we defined $\epsilon$ as $1-2 p * / \sqrt{s}$ rather than $1-E^{*} / E_{\max ^{\prime}}^{*}$ higher values of $P$ would have been obtained for the $\bar{p}$ and, to a lesser extent, kaon reactions.

Eisner et al. ${ }^{16}$ have analysed $\pi^{0}$ photoproduction data at
larger values of $x$ and obtained values of $P(\simeq .5)$ and $N(\simeq 5-7)$ quite similar to those obtained here. In contrast, Carey et al. ${ }^{48}$ have analysed pp data using a value of $N=4.5$ and obtained values for $P$ of $4,4,5$, and 7 for $\pi^{0}, \pi^{-}, K^{-}$, and $\bar{p}$ production respectively.

## VI. SUMMARY

Inclusive photoproduction of charged particles in the photon fragmentation region show qualitative features similar to those of hadron induced inclusive reactions: Invariant cross sections fall exponentially with $\mu=\sqrt{p^{2}+m^{2}}$ for sufficlently large $\mu$ and small $x$, with slopes $\sim 6.5-9.5$ $(\mathrm{GeV} / \mathrm{C})^{-1}$. Dependence upon longitudinal momentum is noticeably weaker than upon transverse momentum, and $x$ distributions are broader at large $p_{\perp}$ than at small $p_{1}$. Within the context of the Mueller-Regge model we find:

1. Except in the reaction $\gamma p \rightarrow p X$, invariant cross sections for small $p_{\perp}$ are consistent with Mueller-Regge predictions of a dominant energy-independent Pomeron term, although differences between particle and antiparticle yields and a finite $s$-dependence indicate the presence of non-leading Regge terms. At large $p_{\perp}$ a more pronounced energy dependence requires modification of the most simple Regge model by, for example, introduction of kinematic terms. At small $p_{\perp}$ invariant cross sections are decreasing with energy, as
expected from duality arguments, while at large $p_{1}$ cross sections are increasing with energy.
2. The invariant cross sections for detected $K^{-}$, which are expected to show early scaling, are consistent with the absence of energy dependence at small $p_{\perp}$, but are increasing with energy at large $p_{L}$.
3. The reaction $\gamma p \rightarrow p x$ for flxed $y_{p}$ and $p_{\perp}$ shows a strong falling s dependence when compared to data at 6 GeV , Indicating that a Regge expansion of this reaction in the photon fragmentation region is not valid for $y_{l a b} \stackrel{\sim}{\sim} 2$.
4. For the detected $K^{-}$and $\bar{p}$ reactions, the expected equality of target proton and target neutron cross sections appears to be satisfied to within the uncertainties of deuterium corrections.
5. For large $x$ and large $p_{1}$, the large $\pi^{+} / \pi^{-}$and $K^{+} / K^{-}$ratios for target proton, combined with the smaller ratlos for target neutron require both $\rho$ and $\omega$ exchange.
6. The difference between detected $\pi^{+}$and $\pi^{-}$cross sections and between detected $K^{+}$and $K^{-}$cross sections, when compared to data at 6 GeV data, are in reasonable agreement with the predicted $s^{-1 / 2}$ dependence for fixed $y_{p}$ and $p_{\perp}$.
7. Predictions to leading order in s of the $\pi^{ \pm}$cross sectinn difference in the central region obtained from high energy pp data are in poor agreement with the data. The combination of proton and deuteron target data indicate the presence of $\mathrm{s}^{-1 / 2}$ terms of the correct sign to account for the discrepancy. A similar prediction for the $K^{ \pm}$cross section difference, where $s^{-1 / 2}$ terms should be suppressed, is in better agreement with the data.

The data for $x \approx 0.2, p_{\perp} \geqslant 0.5 \mathrm{GeV} / \mathrm{c}$ were fit to the form

$$
\mathrm{E} \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}}=\frac{\epsilon^{\mathrm{P}}}{\left(\mathrm{p}_{\perp}^{2}+\mathrm{M}^{2}\right)^{\mathrm{N}}} \mathrm{f}
$$

given by the constituent interchange model. The data prefer small values of $P$ in preference to small values of $N$. The powers of $N$ and $P$ obtained are consistent with those obtained from $\pi^{\circ}$ photoproduction data at a comparable energy, and differ noticeably from those obtalned from pp reactions (mostly at higher energies).
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TABLE I. Inclusive photoproduction experiments.

Detector
Spectrometer
Bubble
Chamber
Streamer
chamber
Streamer
chamber
Spectroneter
Spectrometer
Bubble
chamber
Counter
Counter

Group
SLAC
(this experiment) ${ }^{9}$
SLAC-Berkeley-
Tufts
SLAC ${ }^{10}$
Aachen-Hanburg-
Heidelberg-Munchen ${ }^{11}$
DESY ${ }^{12}$
U. Wash. ${ }^{13}$
Tel Aviv
DESY
UCSB

TABLE 11. $20 \mathrm{GeV} / \mathrm{c}$ Spectrometer Parameters. The acceptance listed is that measured for this experiment. Other measured and calculated quantities are taken from the optics tests of ref. 25. These data were taken with the following source conditions: $\delta x= \pm 3 \mathrm{~cm}, \delta y= \pm 0.15 \mathrm{~cm}, \delta \theta= \pm 4.5 \mathrm{mrad}, \delta \phi= \pm 8 \mathrm{mrad}$, $\delta p / p= \pm 2 \%$.

Length (target to p-focus): 43 m
Haximum momentum:
21 GeV
Momentum acceptance (nominal): $\pm 1.75 \%$
Momentum dispersion (measured):
$3.26 \mathrm{~cm} / \%$
Momentum resolution (calculated): $\quad \pm 0.06 \%$
Horiz. angle $(\theta)$ range: 0. - 22.
$\theta$ acceptance (nominal): $\quad \pm 4.5 \mathrm{mrad}$
$\theta$ dispersion (measured): $\quad 1.62 \mathrm{~cm} / \mathrm{mrad}$
$\theta$ resolution (calculated): $\pm 0.25 \mathrm{mrad}$
Vertical angle acceptance (nominal): $\pm 8 \mathrm{mrad}$
Acceptance ( $\mathrm{d} \Omega \mathrm{dp} / \mathrm{p}$, measured):
$6 \cdot 10^{-4}$ ster-\%
(Hardware yields, $\theta=0$ )
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TABLE lll. Corrections and uncertainties as a percentage of the final (subtracted) cross sections.

NORMALIZATION ERRORS:

Source
SEQ-calorimeter calibration:
Bremsstrahlung calculation and collimation:
Target length and density:
Electromagnetic absorption in target: Stringent software acceptance:
Aperture counter vs stringent acceptance: Hodoscope and trigger counter absorption: Bad hodoscope codes (software only):

Total normalization error:
RANDOM ERRORS:

## Source

SEQ time dependence:
Target density:
Target contamination ( $\mathrm{D}_{2}$ only):
Tolerance in magnet settings:
Shower counter attenuator setting:
Hardware dead-time:
Software rate dependence:
Muon accidentals (hardware yields only):
Short-term reproducibility:
Computer sampling efficiency:
Total random errors

$$
k^{ \pm}, p, \text { and } \frac{\pi^{ \pm}}{\mathrm{p}}:
$$

Correction Uncertainty

| - | $3 . \%$ |
| :---: | :--- |
| - | $3 . \%$ |
| - | $0.7 \%$ |
| $2 . \%$ | - |
| - | $3 . \%$ |
| - | $1.5 \%$ |
| - | $2 . \%$ |
| $5 .-8 . \%$ | $1 . \%$ |

TABLE III (continued)
SYSTEMATIC ERRORS:

## Source

Correction Uncertainty
SEQ energy dependence:
Bremsstrahlung subtraction:
Hadronic absorption in target:
Stringent and aperture counter acceptances (long targets, $\theta>12^{\circ}$ ):
Relative acceptances:
Cross section variation over $\theta$-acceptance:
Cross section varlation over p-acceptance:
Uncertainty in spectrometer angle:
Uncertainty in spectrometer momentum:
Shower counter losses:
Differential counter absorption:
Hardware-software differences:
Hodoscope and trigger counter absorption:
Decay correction (pions):
Decay corrections (kaons):
Muon identification (pions, $<5 \mathrm{GeV} / \mathrm{c}$ ):
1.-3. $\%$
0.2-2.7\%
$0 .-25 . \% \quad 1 .-10 . \%$
$1 .-5 . \% \quad 0.5-2.5 \%$
$0 .-2.5 \% \quad 0 .-2.5 \%$
0. $-20 . \%$ 0.9\%
0. $-3.7 \%$
-
0. $-1.5 \%$
-
-
0. $-2.7 \%$

Kaon and proton detection efflciency:
Proton contamination of pion yields:
Proton contamination of kaon yields:
Pion contamination of $\bar{p}$ yields:
Kaon contamination of $\overline{\bar{p}}$ yields:
$1 .-10 . \% \quad 0.3 \%$
3.-40. \% 0.6-4.0\%
1.\%
7.-22.\% 1.-3. $\%$
6.-30.\% -
50.-890.\% 0.4-1.9\%
$0 .-9 . \% \quad 0 .-0.9 \%$
7. $-25 \% \quad 2 .-10 . \%$
$0 .-3.0 \% \quad 0 .-1.3 \%$
9. $-34 \% \quad 0 .-17 \%$
$0 .-50 . \% \quad 0 .-25 . \%$

Total systematic errors

$$
\begin{array}{r}
\pi^{ \pm}: \\
p: \\
K^{+}, \frac{K^{-}}{\mathrm{p}}:
\end{array}
$$

2. $-7 . \%$
3. $-10 . \%$
3.-16. \%
3.-25. $\%$

TABLE IV. Invariant cross sections for $\pi^{+}$photoproduction from hydrogen and deuterium. See text for the definitions of the kinematic variables. The first uncertainty quoted with each cross section is that due to random errors; the second is that due to systematic errors.

| $\begin{gathered} \theta_{\operatorname{lab}} \\ (\operatorname{deg}) \end{gathered}$ | $\begin{aligned} & \mathrm{p}_{\mathrm{lab}} \\ & (\operatorname{GeV} / \mathrm{c}) \end{aligned}$ | $\left.\mathrm{p}_{(\mathrm{Ge}}^{\mathrm{V}} / \mathrm{C}\right)$ | $x$ | $Y_{p}$ | $\begin{aligned} & k=9 \mathrm{Gev} \\ & \mathrm{hydrogen} \\ & \left(\mu \mathrm{~b} / \mathrm{Gev}^{2}\right) \end{aligned}$ | $\begin{aligned} & \text { deuteriun } \\ & \left(\mu \mathrm{b} / \mathrm{gev}^{2}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.496 | 4.159 | 0.11 | 0.44 | 0.77 | ( $6.57+/-0.10+/-0.17) 10 * * 1$ | ( $1.18+/-0.02+/-0.03) 10 * * 2$ |
| 5.985 | 4.773 | 0.50 | 0.47 | 0.64 | ( $1.79+/-0.02+/-0.05) 10 * * 1$ | ( 3.04+/-0.05+/-0.08) 10** 1 |
| 9.986 | 5.749 | 1.00 | 0.51 | 0.46 | ( $6.52+/-0.10+/-0.18) 10 * *-1$ | ( $1.06+/-0.02+/-0.03) 10 * * 0$ |
| 17.985 | 3.226 | 1.00 | 0.16 | 1.05 | $(7.42+/-0.18+/-0.28) 10 * *=1$ | ( $1.29+/-0.04+/-0.05) 10 * * 0$ |
| $\begin{gathered} \theta_{\mathrm{lab}} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{aligned} & \mathrm{p}_{\mathrm{lab}} \\ & (\mathrm{GeV} / \mathrm{C}) \end{aligned}$ | $\begin{gathered} \mathrm{p}_{\frac{1}{V}}^{(\mathrm{Ge})} \end{gathered}$ | $\mathbf{x}$ | $\boldsymbol{Y}_{\mathrm{p}}$ | $\begin{aligned} & k=13 \text { Gev } \\ & \text { hydrogen } \\ &\left(\mu \mathrm{b} / \mathrm{GeV}^{2}\right) \end{aligned}$ |  |
| 1.486 | 4.159 | 0.11 | 0.30 | 1.14 | ( $6.88+/-0.28+/-0.21) 10 * * 1$ |  |
| 1.486 | 9.415 | 0.24 | 0.69 | 0.32 | ( $3.47+/-0.04+/-0.08) 10 * * 1$ |  |
| 5.984 | 9.557 | 1.00 | 0.65 | 0.31 | $(5.62+/-0.08+/-0.15) 10 * *-1$ |  |
| 17.984 | 5.168 | 1.60 | 0.10 | 0.95 | (9.09*/-1.85+/-0.32) $10 * *-3$ |  |
| $\begin{gathered} \theta_{\mathrm{lab}} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{1 \mathrm{ab}} \\ (\mathrm{GeV} / \mathrm{C}) \end{gathered}$ | $\underset{(\mathrm{GeV} / \mathrm{C})}{\mathrm{p}_{1}}$ | x | ${ }^{\prime} \mathrm{p}$ | $\begin{array}{r} k=18 \mathrm{GeV} \\ \text { hydrogeg } \\ \left(\mu \mathrm{H} / \mathrm{GeV}^{2}\right) \end{array}$ | deuterinn $\left(\mu \mathrm{b} / \mathrm{Ge} \mathrm{v}^{2}\right)$ |
| 1.485 | 4.159 | 0.11 | 0.22 | 1.46 | ( $8.08+/-0.17+/-0.37) 10 * * 1$ | ( $1.46+/-0.07+/-0.06) 10 * * 2$ |
| 1.485 | 6.390 | 0.17 | 0.34 | 1.04 | ( $5.91+/-0.28+/-0.16) 10 * * 1$ | (1.06+/-0.04+/-0.03) 10** 2 |
| 2. 983 | 4. 248 | 0.22 | 0.22 | 1.44 | ( $7.45+/-0.16+/-0.31) 10 * * 1$ | (1.38+/-0.03+/-0.06) 10** 2 |
| 1.485 | 9.415 | 0.24 | 0.51 | 0.65 | ( $4.29+/-0.08+/-0.10) 10 * * 1$ | (8.12+/-0.16+/-0.21) $10 * * 1$ |
| 1.485 | 11.790 | 0.31 | 0.63 | 0.42 | ( $3.08+/-0.04+/-0.08) 10 * * 1$ | $(5.93+/-0.09+/-0.16) 10 * * 1$ |
| 2.985 | 6.390 | 0.33 | 0.33 | 1.04 | ( $4.40+/-0.22+/-0.11) 10 * * 1$ |  |
| 4.485 | 4.405 | 0.34 | 0.22 | 1.41 | ( $4.91+/-0.13+/-0.19) 10 * * 1$ | ( 8.97+/-0.21+/-0.37) 10 ** 1 |
| 1. 485 | 14.309 | 0.37 | 0.77 | 0.23 | ( $1.46+/-0.01+/-0.04) 10 * * 1$ | ( $2.62+/-0.03+/-0.07) 10 * *$ |
| 2.985 | 9.616 | 0.50 | 0.51 | 0.63 | ( $1.47+/-0.04+/-0.04) 10 * * 1$ | ( 2.56+/-0.11+/-0.07) 10** |
| 4.485 | 6.363 | 0.50 | 0.32 | 1.04 | ( $1.83+/-0.06+/-0.05) 10 * * 1$ | ( 3.14+/-0.10+/-0.09) 10** 1 |
| 5.985 | 4.773 | 0.50 | 0.23 | 1.33 | ( $2.11+/-0.04+/-0.07) 10 * * 1$ | ( 3.82+/-0.16+/-0.13) 10** 1 |
| 7.985 | 3.583 | 0.50 | 0.15 | 1.62 | ( $2.49+/-0.09+/-0.12) 10 * * 1$ | ( $4.23+/-0.11+/-0.20) 10 * *$ ? |
| 9.985 | 2.869 | 0.50 | 0.10 | 1.84 | ( $2.28+/-0.11+/-0.15) 10 * * 1$ | ( $4.45+/-0.17+/-0.26) 10 * *$ |
| 2. 985 | 11.990 | 0.62 | 0.63 | 0.41 | ( $5.62+/-0.19+/-0.15) 10 * * 0$ |  |
| 7.985 | 5.142 | 0.71 | 0.22 | 1.26 | ( $5.76+/-0.11+/-0.19) 10 * * 0$ | ( $1.00+/-0.02+1-0.03) 10 * * 1$ |
| 2.985 | 14.615 | 0.76 | 0.77 | 0.21 | (1.57+/-0.04+/-0.05) 10** 0 | ( $2.65+/-0.06+/-0.08) 10 * * 0$ |
| 4. 485 | 9.971 | 0.78 | 0.51 | 0.59 | ( $2.88+/-0.06+/-0.08) 10 * * 0$ | $(4.87+/-0.10+/-0.14) 10 * * 0$ |
| 17.985 | 2.902 | 0.90 | -0.00 | 1.85 | ( $1.33+/-0.08+/-0.09) 10 * * 0$ | ( $2.41+/-0.14+/-0.16) 10 * * 0$ |
| 3.832 | 14.900 | 1.00 | 0.77 | 0.19 | ( $4.22+/-0.07+/-0.14) 10 * *-1$ |  |
| 4. 485 | 12.736 | 1.00 | 0.65 | 0.35 | $(5.78+/-0.23+/-0.17) 10 * *-1$ | ( $1.02+/-0.02+/-0.03) 10 * *$ |
| 4.967 | 11.504 | 1.00 | 0.57 | 0.45 | ( $7.10+/-0.19+/-0.20) 10 * *-1$ |  |
| 5.985 | 9.557 | 1.00 | 0.46 | 0.64 | ( $7.31+/-0.24+/-0.20) 10 * *-1$ | ( $1.40+/-0.03+/-0.04) 10 * *$ |
| 6.802 | 8.414 | 1.00 | 0.39 | 0.76 | ( 8.46+/-0.33+/-0.23) $10 * *-1$ |  |
| 7.985 | 7.175 | 1.00 | 0.31 | 0.92 | ( $8.55+/-0.13+/-0.24) 10 * *-1$ |  |
| 9.985 | 5.749 | 1.00 | 0.21 | 1.15 | ( 8.4 $1+/-0.23+/-0.27) 10 * *-1$ | ( $1.55+/-0.04+/-0.05) 10 * * 0$ |
| 11.985 | 4.800 | 1.00 | 0.14 | 1.33 | ( $7.33+/-0.49+/-0.28) 10 * *-1$ | ( $1.60+/-0.09+/-0.06) 10 * * 0$ |
| 14.984 | 3.854 | 1.00 | 0.06 | 1.56 | ( $8.03+/-0.45+/-0.37) 10 * *-1$ | $(1.43+/-0.06+/-0.07) 10 * * 0$ |
| 17.984 | 3.226 | 1.00 | -0.00 | 1.74 | ( $7.34+/-0.28+/-0.43) 10 * *-1$ | ( $1.30+/-0.05+/-0.08) 10 * * 0$ |
| 20.987 | 2.780 | 1.00 | -0.05 | 1.90 | ( $7.57+/-0.55+/-0.53) 10 * *-1$ | ( $1.23+/-0.07+/-0.09) 10 * * 0$ |
| 4.485 | 15.154 | 1.19 | 0.77 | 0.17 | ( $1.02+/-0.02+/-0.04) 10 * *-1$ | ( $1.69+/-0.03+/-0.06) 10 * *-1$ |
| 10.762 | 6.408 | 1.20 | 0.22 | 1.04 | ( $2.41+/-0.12+/-0.07) 10 * *-1$ |  |
| 17.986 | 3.873 | 1.20 | 0.00 | 1.56 | ( $2.07+/-0.10+/-0.12) 10 * *-1$ |  |
| 5.985 | 13.190 | 1.38 | 0.63 | 0.31 | ( $3.64+/-0.16+/-0.12) 10 * *-2$ | ( $6.14+/-0.18+/-0.20) 10 * *-2$ |
| 11.539 | 6.980 | 1.40 | 0.22 | 0.96 | ( $5.85+/-0.38+/-0.17) 10 * *-2$ | ( $1.06+/-0.06+/-0.03) 10 * *-1$ |
| 17.987 | 4.520 | 1.40 | 0.00 | 1.41 | ( $5.10+/-0.64+/-0.25) 10 * *-2$ |  |
| 7.986 | 11.486 | 1.60 | 0.50 | 0.45 | ( $1.19+/-0.05+/-0.04) 10 * *-2$ | ( 2.13+/-0.07+/-0.08) $10 * *-2$ |
| 9.986 | 9.204 | 1.60 | 0.34 | 0.68 | ( $1.80+/-0.12+/-0.05) 10 * *-2$ | ( $2.97+/-0.24+/-0.09) 10 * *-2$ |
| 11.985 | 7.686 | 1.60 | 0.23 | 0.86 | ( $1.76+/-0.104 /-0.05) 10 * *-2$ | ( 3.32+/-0.14+/-0.10) 10 **-2 |
| 14.984 | 6.172 | 1.60 | 0.10 | 1.09 | ( $1.85+/-0.21+/-0.06) 10 * *-2$ |  |
| 17.987 | 5. 168 | 1.60 | 0.00 | 1.27 | $(1.52+/-0.19+/-0.06) 10 * *-2$ | ( 2.31+/-0.23+/-0.09) 10**-2 |
| 20.985 | 4.455 | 1.60 | -0.08 | 1.43 | ( $1.25+/-0.22+/-0.07) 10 * *-2$ |  |
| 12.702 | 8.166 | 1.80 | 0.22 | 0.80 | ( 4.67+/-0.46+/-0.14) 10**-3 |  |
| 13. 148 | 8.773 | 2.00 | 0.22 | 0.73 | ( $1.38+/-0.18+/-0.05) 10 * *-3$ |  |
| 17.987 | 6.462 | 2.00 | 0.00 | 1.05 | ( $7.824 /-2.89+/-0.29) 10 * *-4$ |  |

TABLE V. Invariant cross sections for $\pi^{-}$photoproduction from hydrogen and deuterium.

| $\begin{array}{r} \theta \text { lab } \\ (\mathrm{deg}) \end{array}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{Ge} \nabla / \mathrm{c}) \end{gathered}$ | $\underset{(\mathrm{GeV} / \mathrm{V})}{\mathrm{p}_{1}}$ | x | $y_{p}$ | $\begin{aligned} & k=9 \text { Gev } \\ & \quad h y d r o g e n \\ & \quad\left(\mu b / \operatorname{cev}^{2}\right) \end{aligned}$ | deuteriy* <br> ( $\mu_{\mathrm{b}} / \mathrm{GeV}^{2}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.486 | 4.159 | 0.11 | 0.44 | 0.77 | ( $6.00+/-0.09+/-0.15) 10 * * 1$ | ( $1.13+/-0.02+/-0.03) 10$ ** 2 |
| 5.985 | 4.773 | 0.50 | 0.47 | 0.64 | $(1.49+/-0.02+/-0.04) 10 * * 1$ | ( $2.78+/-0.04+/-0.08) 10 * * 1$ |
| 9.986 | 5.749 | 1.00 | 0.51 | 0.46 | ( $4.08+/-0.07+/-0.12) 10 * *-1$ | ( $8.29+/-0.21+/-0.24) 10 * *-1$ |
| 17.985 | 3.226 | 1.00 | 0.16 | 1.05 | $(5.84+/-0.17+/-0.21) 10 * *-1$ | ( $1.354 /-0.04+/-0.05) 10 * * 0$ |
| $\begin{gathered} \theta_{1 a b} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{c}) \end{gathered}$ | $\mathrm{pe}_{\left.\frac{1}{v} / c\right)}$ | x | $\mathbf{y}_{\mathrm{p}}$ | $\begin{array}{rl} k=13 & \mathrm{Gev} \\ \mathrm{hydrogen} \\ \left(\mu \mathrm{~b} / \mathrm{Gev}^{2}\right) \end{array}$ |  |
| 1.486 | 4.159 | 0.11 | 0.30 | 1.14 | $6.10+/-0.26+/-0.20110 * *$, |  |
| 1.486 | 9.415 | 0.24 | 0.69 | 0.32 | ( 3.24+/-0.04*/-0.08) 10** 1 |  |
| 5.984 | 9.557 | 1.00 | 0.65 | 0.31 | ( $3.02+/-0.05+/-0.08) 10 * *-1$ |  |
| 9.985 | 5.749 | 1.00 | 0.33 | 0.82 | ( $6.85+/-0.29+/-0.19) 10 * *-1$ |  |
| 17.984 | 3.226 | 1.00 | 0.06 | 1.42 | ( $6.69+/-0.47+/-0.26) 10 * *-1$ |  |
| 17.984 | 5. 168 | 1.60 | 0.10 | 0.95 | $(1.16+/-0.17+/-0.04) 10 * *-2$ |  |
| $\begin{array}{r} \theta \text { lab } \\ (\mathrm{deg}) \end{array}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{C}) \end{gathered}$ | $\underset{\left(G e^{\frac{V}{V}} / C\right)}{p_{1}}$ | x | $Y_{p}$ | $\begin{aligned} & \mathrm{k}=18 \mathrm{GeV} \\ & \mathrm{hydrogen} \\ & \left(\mu \mathrm{G} / \mathrm{Gev}^{2}\right) \end{aligned}$ | deuterium $\left(\mu \mathrm{b} / \mathrm{Ge} \nabla^{2}\right)$ |
| 1.485 | 4.159 | 0.11 | 0.22 | 1.46 | ( $7.32+/-0.16+/-0.31) 10 * * 1$ | (1.34+/-0.08+/-0.061) 10** 2 |
| 1.485 | 6.390 | 0.17 | 0.34 | 1.04 | ( $5.81+/-0.26+/-0.15) 10 * * 1$ | $(1.05+/-0.04+/-0.03) 10 * * 2$ |
| 2.983 | 4.248 | 0.22 | 0.22 | 1.44 | ( $6.87+/-0.13+/-0.26) 10 * * 1$ | (1.32+1-0.02+/-0.05) 10** 2 |
| 1.485 | 9.415 | 0.24 | 0.51 | 0.65 | $(4.23+/-0.10+/-0.10) 10 * * 1$ | (8.02+/-0.17+/-0.20) 10** 1 |
| 1.485 | 11.790 | 0.31 | 0.63 | 0.42 | ( $2.81+/-0.04+/-0.07) 10 * * 9$ | $(5.69+/-0.08+/-0.16) 10 * * 1$ |
| 2.985 | 6.390 | 0.33 | 0.33 | 1.04 | ( 3.88+/-0.22+/-0.10) 10** 1 |  |
| 4.485 | 4.405 | 0.34 | 0.22 | 1.41 | ( $4.45+/-0.13+/-0.16) 10 * * 1$ | ( $8.67+/-0.22+/-0.34) 10 * * 1$ |
| 1.485 | 14.309 | 0.37 | 0.77 | 0.23 | ( $1.26+/-0.01+/-0.04) 10 * * 1$ | ( $2.47+(-0.03+/-0.08) 10 * *$ ? |
| 2. 985 | 9.616 | 0.50 | 0.51 | 0.63 | $(1.28+/-0.03+/-0.03) 10 * * 1$ | ( $2.45+/-0.09+/-0.07) 10 * * 1$ |
| 4.485 | 6.363 | 0.50 | 0.32 | 1.04 | ( $1.51+/-0.07+/-0.04) 10 * * 1$ | ( 3.01+/-0.10+/-0.09) 10.** 1 |
| 5.984 | 4.773 | 0.50 | 0.23 | 1.33 | (1.89+/-0.03+/-0.06) 10** 1 | ( $3.55+/-0.07+/-0.12) 10 * * 1$ |
| 7.985 | 3.583 | 0.50 | 0.15 | 1.62 | ( $2.15+/-0.07+/-0.09) 10 * * 1$ | ( $4.00+/-0.12+/-0.18) 10 * * 9$ |
| 9.985 | 2.869 | 0.50 | 0.10 | 1.84 | (2.29+/-0.09+/-0.12) 10** 1 | (4.27+/-0.13+/-0.23) 10** 1 |
| 2.985 | 11.990 | 0.62 | 0.63 | 0.41 | ( $4.34+/-0.15+/-0.12) 10 * * 0$ |  |
| 7.985 | 5.142 | 0.71 | 0.22 | 1.26 | ( $4.90+/-0.09+/-0.15$ ) 10** 0 | ( $9.27+/-0.21+/-0.30) 10 * * 0$ |
| 2.985 | 14.615 | 0.76 | 0.77 | 0.21 | $(9.75+/-0.24+/-0.31) 10 * *-1$ | ( $1.94+/=0.07+/-0.06) 10 * * 0$ |
| 4.485 | 9.971 | 0.78 | 0.51 | 0.59 | (2.14*/-0.05+/-0.06) 10** 0 | $(4.21+/-0.08+/-0.12) 10 * * 0$ |
| 17.985 | 2.902 | 0.90 | -0.00 | 1.85 | $(1.19+/-0.05+/-0.08) 10 * * 0$ | ( $2.58+/-0.13+/-0.15) 10 * * 0$ |
| 3.832 | 14.900 | 1.00 | 0.77 | 0.19 | (2.17+/-0.05+/-0.07) 10**-1 |  |
| 4.485 | 12.736 | 1.00 | 0.65 | 0.35 | ( 3.69+/-0.09+/-0.11) 10**-1 | ( $7.75+/-0.13+/-0.23) 10 * *-1$ |
| 4.967 | 11.504 | 1.00 | 0.57 | 0.45 | ( $4.97+/-0.13+/-0.14) 10 * *-1$ |  |
| 5.985 | 9.557 | 1.00 | 0.46 | 0.64 | ( $6.22+/-0.19+/-0.17) 10 * *-1$ | ( $1.22+/-0.03+/-0.03) 10 * * 0$ |
| 6.802 | 8.414 | 1.00 | 0.39 | 0.76 | ( $7.25+/-0.27+/-0.19) 10 * *-1$ |  |
| 7.986 | 7.175 | 1.00 | 0.31 | 0.92 | (7.48+/-0.20+/-0.21) 10**-1 |  |
| 9.985 | 5.749 | 1.00 | 0.21 | 1. 15 | $(7.91+/-0.20+/-0.23) 10 * *-1$ | 1.624/-0.04+/-0.05) 10**.0 |
| 11.985 | 4.800 | 1.00 | 0.14 | 1.33 | (7.35+/-0.30*/-0.25) $10 * *-1$ | ( $1.56+/-0.09+/-0.05) 10 * * 0$ |
| 14.984 | 3.854 | 1.00 | 0.06 | 1.56 | ( $7.07+/-0.39+/-0.31) 10 * *-1$ | ( $1.56+/-0.06+/-0.07) 10 * * 0$ |
| 17.984 | 3.226 | 1.00 | -0.00 | 1.74 | $(6.61+/-0.204 /-0.41) 10 * *-1$ | ( $1.43+/-0.05+/-0.08) 10 * * 0$ |
| 20.985 | 2.780 | 1.00 | -0.05 | 1.90 | ( $6.14+/-0.51+/-0.49) 10 * *-1$ | ( $1.21+/-0.06+/-0.09) 10 * * 0$ |
| 4.485 | 15.154 | 1. 19 | 0.77 | 0.17 | ( $5.12+/-0.13+/-0.18) 10 * *-2$ | ( $1.14+/-0.02+/-0.04) 10 * *-1$ |
| 10.762 | 6.408 | 1. 20 | 0.22 | 1.04 | ( $2.16+/-0.09+/-0.06) 10 * *-1$ |  |
| 17.986 | 3.873 | 1.20 | 0.00 | 1.56 | ( $1.79+/-0.10+/-0.10) 10 * *-1$ |  |
| 5.985 | 13.190 | 1.38 | 0.63 | 0.31 | ( $2.76+/-0.14+/-0.09) 10 * *-2$ | ( $6.04+/-0.17+/-0.19) 10 * *-2$ |
| 11.539 | 6.980 | 1.40 | 0.22 | 0.96 | ( $6.21+/-0.37+/-0.18) 10 * *-2$ | (1.29+/-0.05+/-0.04) 10**-1 |
| 17.987 | 4. 520 | 1.40 | 0.00 | 1.41 | ( $4.52+/-0.59+/-0.22) 10 * *-2$ |  |
| 7.986 | 11.486 | 1.60 | 0.50 | 0.45 | $(1.01+/-0.05+/-0.03) 10 * *-2$ | ( $2.28+/-0.08+/-0.08) 10 * *-2$ |
| 9.986 | 9.204 | 1.60 | 0.34 | 0.68 | ( $1.44+/-0.13+/-0.04) 10 * *-2$ | (2.58*/-0.30+/-0.08) $10 * *-2$ |
| 11.985 | 7.686 | 1.60 | 0.23 | 0.86 | (1.54+/-0.09+/-0.05) 10**-2 | (3.50+/-0.15+/-0.10) 10**-2 |
| 14.984 | 6.172 | 1.60 | 0.10 | 1.09 | $(1.37+/-0.21+/-0.04) 10 * *-2$ |  |
| 17.986 | 5. 168 | 1.60 | 0.00 | 1.27 | (1.30 $/$ /-0.14+/-0.05) 10**-2 | $(2.83+/-0.23+/-0.11) 10 * *-2$ |
| 20.985 | 4.455 | 1.60 | -0.08 | 1.43 | $(5.99+/-2.57+/-0.35) 10 * *-3$ | ( $2.84+/-0.51+/-0.16) 10 * *-2$ |
| 12.702 | 8.166 | 1.80 | 0.22 | 0.80 | $(3.80+/-0.55+/-0.11) 10 * *-3$ |  |
| 13.148 | 8.773 | 2.00 | 0.22 | 0.73 | ( $1.33+/-0.16+/-0.04) 10 * *-3$ |  |
| 17.987 | 6.462 | 2.00 | 0.00 | 1.05 | (7.18+/-3.04+/-0.25) 10**-4 |  |

TABLE VI. Invariant cross sections for $\mathrm{K}^{+}$photoproduction from hydrogen and deuterium.

| $\begin{gathered} \theta_{\text {lab }} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{C}) \end{gathered}$ | $\underset{(G \ominus \nabla / C)}{p_{\perp}}$ | x | $y_{p}$ | $\begin{aligned} & k=9 \mathrm{Gey} \\ & \text { hydrogen } \\ & \left(\mu \mathrm{b} / \mathrm{Gev}^{2}\right) \end{aligned}$ | $\begin{aligned} & \text { deuterium } \\ & \left(\mu b / \operatorname{GeV}^{2}\right) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.486 | 4.159 | 0.11 | 0.41 | 0.77 | (8.16+/-0.64+/-0.30) 10** 0 | ( $1.69+/-0.14+/-0.06) 10 * * 1$ |
| 5.985 | 4.773 | 0.50 | 0.45 | 0.63 | (2.34+/-0.15+/-0.08) 10** 0 | $(4.21+/-0.30+/-0.15) 10 * * 0$ |
| 9.986 | 5.749 | 1.00 | 0.49 | 0.45 | ( $1.88+/-0.11+/-0.06) 10 * *-1$ | ( $2.98+/-0.23+\gamma-0.10) 10 * *-1$ |
| 17.985 | 3.226 | 1.00 | 0.13 | 1.04 | ( $1.56+/-0.25+/-0.20) 10 * *-1$ | ( $7.37+/-5.51+/-0.97) 10 * *-2$ |
| $\begin{array}{r} \theta_{\text {lab }} \\ (\mathrm{deg}) \end{array}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{c}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\perp} \\ \left(\mathrm{GeV}^{2} / \mathrm{c}\right) \end{gathered}$ | x | ${ }_{\text {p }}$ | $\begin{aligned} & x=13 \text { Gey } \\ & \text { hydrogen } \\ &\left(\mu \mathrm{b} / \mathrm{Gev}^{2}\right) \end{aligned}$ |  |
| 1.486 | 4.159 | 0.11 | 0.28 | 1.14 | ( $4.81+/-2.43+/-0.19) 10 * *$ |  |
| 1.486 | 9.415 | 0.24 | 0.68 | 0.32 | $(2.03+/-0.13+/-0.06) 10 * * 0$ |  |
| 5.984 | 9.557 | 1.00 | 0.64 | 0.31 | ( $1.91+/-0.08+/-0.06) 10 * *-1$ |  |
| 17.984 | 5. 168 | 1.60 | 0.08 | 0.94 | $(-1.85+/-3.24+/-0.08) 10 * *-3$ |  |
| $\begin{gathered} \theta 1 \mathrm{ab} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{Gev} / \mathrm{c}) \end{gathered}$ | $\frac{\mathrm{p}_{\mathrm{J}}}{(\mathrm{Ge})}$ | X | $Y_{p}$ | $\begin{aligned} k=18 & \text { GeV } \\ & \text { hydrogen } \\ & \left(\mu b / \text { GeV}^{2}\right) \end{aligned}$ | $\begin{aligned} & \text { deuteriua } \\ & \left(\mu \mathrm{b} / \mathrm{Gev}^{2}\right) \end{aligned}$ |
| 1.485 | 4.159 | 0.11 | 0.19 | 1.46 | ( $1.10+/-0.14+/-0.04) 10 * * 1$ | ( $1.91+/-0.53+/-0.08) 10 * * 1$ |
| 1. 485 | 6.390 | 0.17 | 0.32 | 1.03 | ( $8.49+/-1.88+/-0.28) 10 * * 0$ | $(1.02+/-0.22+/-0.04) 10 * * 1$ |
| 2.983 | 4.248 | 0.22 | 0.19 | 1.44 | ( $7.26+/-0.93+/-0.30) 10 * * 0$ | ( $1.29+/-0.12+/-0.06) 10 * * 1$ |
| 1.485 | 9.415 | 0.24 | 0.49 | 0.65 | ( $5.21+/-0.36+/-0.16) 10 * * 0$ | (8.31+/-0.53+/-0.27) 10** 0 |
| 1.485 | 11.790 | 0.31 | 0.62 | 0.42 | ( 2.06+/-0.16*/-0.06) 10** 0 | $(3.54+/-0.23+/-0.11) 10 * * 0$ |
| 2.985 | 6.390 | 0.33 | 0.32 | 1.03 | ( $4.57+/-1.18+/-0.15) 10 * * 0$ |  |
| 4.485 | 4.405 | 0.34 | 0.20 | 1.41 | ( $5.22+/-0.94+/-0.23) 10 * * 0$ | ( 9.12t/-1.15+/-0.43) 10** 0 |
| 1.485 | 14.309 | 0.37 | 0.76 | 0.23 | (1.38+/-0.06+/-0.04) 10** 0 | ( $2.26+/-0.10+/-0.06) 10 * * 0$ |
| 2.985 | 9.616 | 0.50 | 0.49 | 0.63 | ( $2.28+/-0.21+/-0.07) 10 * * 0$ | ( $2.79+/-0.58+/-0.09) 10 * * 0$ |
| 4.485 | 6.363 | 0.50 | 0.30 | 1.04 | ( $2.97+/-0.49+/-0.10) 10 * * 0$ | ( 3.29+/-0.65+/-0. 12) 10** 0 |
| 5.985 | 4.773 | 0.50 | 0.20 | 1.33 | ( $2.45+/-0.27+/-0.11) 10 * * 0$ | ( $2.64+/-1.25+/-0.14) 10 * * 0$ |
| 7.985 | 3.583 | 0.50 | 0.12 | 1.61 | ( 3.37+/-0.68+/-0.20) 10** 0 | ( 3. $16+/-0.72+/-0.24) 10 * * 0$ |
| 9.985 | 2.869 | 0.50 | 0.06 | 1.84 | ( $1.72+/-1.14+/-0.23) 10 * * 0$ | $(3.37+/-1.37+/-0.45) 10 * * 0$ |
| 2.985 | 11.990 | 0.62 | 0.62 | 0.41 | $(1.05+/-0.07+/-0.03)$ 10** 0 |  |
| 7.985 | 5. 142 | 0.71 | 0.20 | 1.26 | ( $7.82 * /-0.98+/-0.40) 10 * *-1$ | ( $1.41+/-0.18+/-0.08) 10 * * 0$ |
| 2.985 | 14.615 | 0.76 | 0.76 | 0.21 | ( $5.30+/-0.16+/-0.17) 10 * *-1$ | ( 8.89+/-0.28+/-0.29) 10**-1 |
| 4.485 | 9.971 | 0.78 | 0.49 | 0.59 | ( $6.47+/-0.52+/-0.22) 10 * *-1$ | $(1.01+/-0.09+/-0.03) 10 * * 0$ |
| 17.985 | 2.902 | 0.90 | -0.04 | 1.84 | ( $1.80+/-0.98+/-0.29) 10 * *-1$ | $(4.08+/-1.75+/-0.62) 10 * *-1$ |
| 3.832 | 14.900 | 1.00 | 0.76 | 0.19 | ( $1.71+/-0.08+/-0.06) 10 * *-1$ |  |
| 4.485 | 12.736 | 1.00 | 0.64 | 0.35 | ( $2.01+/-0.40+/-0.07) 10 * *-1$ | ( 3.134/-0.14+/-0.11) 10 **-1 |
| 4.967 | 11.504 | 1.00 | 0.56 | 0.45 | $(1.62+/-0.19+/-0.06)$ 10**-1 |  |
| 5.985 | 9.557 | 1.00 | 0.45 | 0.64 | ( $2.07+/-0.24+/-0.07) 10 * *-1$ | $(3.70+/-0.32+/-0.13) 10 * *-1$ |
| 6.802 | 8.414 | 1.00 | 0.38 | 0.76 | $(1.43+/-0.33+/-0.05) 10 * *-1$ |  |
| 7.985 | 7.175 | 1.00 | 0.29 | 0.92 | ( 1.90+/-0.11+/-0.07) 10**-1 |  |
| 9.985 | 5.749 | 1.00 | 0.19 | 1.15 | ( $2.13+/-0.24+/-0.08) 10 * *-1$ | $(2.93+/-0.34+/-0.12) 10 * *-1$ |
| 11.985 | 4.800 | 1.00 | 0.12 | 1.33 | ( $1.50+/-0.47+/-0.07) 10 * *-1$ | (2.73+/-0.96+/-0.13) 10**-1 |
| 14.984 | 3.854 | 1.00 | 0.03 | 1.55 | ( $2.84+/-0.62+/-0.16) 10 * *-1$ | ( $4.22+/-0.69+/-0.25$ ) $10 * *-1$ |
| 17.984 | 3.226 | 1.00 | -0.04 | 1.74 | ( $1.06+/-0.40+/-0.15$ ) $10 * *-1$ | ( $1.56+/-0.65+/-0.23) 10 * *-1$ |
| 20.987 | 2.780 | 1.00 | -0.10 | 1.89 | ( $7.85+/-8.33+/-1.83) 10 * *-2$ | ( $2.08+/-1.00+/-0.48) 10 * *-1$ |
| 4.485 | 15.154 | 1.19 | 0.76 | 0.17 | ( $4.82+/-0.22+/-0.18) 10 * *-2$ | ( $6.954 /-0.28+/-0.26) 10 * *-2$ |
| 10.762 | 6.408 | 1. 20 | 0.20 | 1.04 | ( $5.91+/-1.33+/-0.22) 10 * *-2$ |  |
| 17.985 | 3.873 | 1.20 | -0.03 | 1.56 | ( $6.92+/-1.21+/-0.50) 10 * *-2$ |  |
| 5.985 | 13.190 | 1.38 | 0.63 | 0.31 | (1.37+/-0.18*/-0.05) 10**-2 | ( $2.66+/-0.21+/-0.09) 10 * *-2$ |
| 11.539 | 6.980 | 1.40 | 0.21 | 0.96 | ( $2.49+/-0.454 /-0.09) 10 * *-2$ | $(3.35+/-0.69+/-0.12) 10 * *-2$ |
| 17.987 | 4.520 | 1.40 | -0.02 | 1.40 | ( $1.57+/-0.93+/-0.08) 10 * *-2$ |  |
| 7.986 | 11.486 | 1.60 | 0.49 | 0.45 | ( $4.22+/-0.63+/-0.15) 10 * *-3$ | $(8.13+/-0.81+/-0.30) 10 * *-3$ |
| 9.986 | 9.204 | 1.60 | 0.33 | 0.68 | ( 5.96+/-1.38+/-0.21) 10**-3 | ( $9.46+/-2.70+/-0.34) 10 * *-3$ |
| 11.985 | 7.686 | 1.60 | 0.22 | 0.86 | ( $5.42+/-1.13+/-0.19) 10 * *-3$ | ( $1.04+/-0.16+/-0.04) 10 * *-2$ |
| 14.984 | 6.172 | 1.60 | 0.08 | 1.09 | $(8.40+/-3.08+/-0.32) 10 * *-3$ |  |
| 17.987 | 5.168 | 1.60 | -0.02 | 1.27 | ( $5.24+/-2.68+/-0.24) 10 * *-3$ | ( 8.10+/-3.04+/-0.39) $10 * *-3$ |
| 20.985 | 4.455 | 1.60 | -0.11 | 1.43 | ( $4.93+/-2.59+/-0.30) 10 * *-3$ |  |
| 12.702 | 8.166 | 1.80 | 0.21 | 0.80 | ( $7.24+/-6.68+/-0.27) 10 * *-4$ |  |
| 13.148 | 8.773 | 2.00 | 0.21 | 0.73 | ( $4.23+/-2.00+/-0.15) 10 * *-4$ |  |
| 17.987 | 6.462 | 2.00 | -0.01 | 1.05 | $(-0.15+/-4.09+/-0.02) 10 * *-4$ |  |

TABLE VII. Invariant cross sections for $K^{-}$photoproduction from hydrogen and deuterium.

| ${ }^{\theta}$ lab | $\begin{gathered} p_{1 a b} \\ (\mathrm{Ge} \nabla / \mathrm{c}) \end{gathered}$ | $\underset{(\mathrm{GeV} / \mathrm{ci}}{\mathrm{p}_{\perp}}$ | x | $\mathbf{y}_{\mathrm{p}}$ | $\begin{aligned} & k=9 \mathrm{GeV} \\ & \text { hydrogen } \end{aligned}$ $\left(\mu \mathrm{b} / \mathrm{GeV}^{2}\right)$ | deuteriom ( $\mu \mathrm{b} / \mathrm{Ge} \mathrm{V}^{2}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.486 | 4.159 | 0.11 | 0.41 | 0.77 | $(4.69+/-0.42+/-0.17) 10 * * 0$ | ( $1.05+/-0.09+/-0.04) 10 * * 1$ |
| 5.985 | 4.773 | 0.50 | 0.45 | 0.63 | $(1.09+/-0.06+/-0.04) 10 * * 0$ | ( $1.76+/-0.14+/-0.06) 10 * * 0$ |
| 9.986 | 5.749 | 1.00 | 0.49 | 0.45 | ( $4.44+/-0.38+/-0.16) 10 * *-2$ | (8.11+/-0.98+/-0.29) $10 * *-2$ |
| 17.985 | 3.226 | 1.00 | 0.13 | 1.04 | ( $4.63+/-1.51+/-0.52) 10 * *-2$ | $(1.33+/-0.35+/-0.15) 10 * *-1$ |
| $\begin{array}{r} \theta_{l a b} \\ (\mathrm{deg}) \end{array}$ | $\begin{gathered} p_{l a b} \\ (\mathrm{GeV} \mathrm{~V}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{1} \\ (\mathrm{Ge} \nabla / C) \end{gathered}$ | ${ }^{x}$ | $Y_{p}$ | $\begin{array}{rl} k=13 & \mathrm{Gev} \\ & \text { hydrogen } \\ & \left(\mu \mathrm{b} / \mathrm{Gev}^{2}\right) \end{array}$ |  |
| 1.486 | 4.159 | 0.11 | 0.28 | 1. 14 | ( $2.02+/-1.82+/-0.08)$ 10** 0 |  |
| 1.486 | 9.415 | 0.24 | 0.68 | 0.32 | $(8.44+/-0.61+/-0.24) 10 * *-1$ |  |
| 5.984 | 9.557 | 1.00 | 0.64 | 0.31 | ( $3.92+/-0.24+/-0.13) 10 * *-2$ |  |
| 9.985 | 5.749 | 1.00 | 0.31 | 0.82 | $(7.41+/-1.96+/-0.25) 10 * *-2$ |  |
| 17.984 | 3.226 | 1.00 | 0.03 | 1.41 | $(2.81+/-4.95+/-0.32) 10 * *-2$ |  |
| 17.984 | 5.168 | 1.60 | 0.08 | 0.94 | $(-2.52+/-1.35+/-0.10) 10 * *-3$ |  |
|  |  |  |  |  | $k=18 \mathrm{Gey}$ |  |
| $\theta_{\text {lab }}$ | $\mathrm{p}_{\text {Iab }}$ | $\mathrm{p}_{\perp}$ | I | p | drogen | deuteriym |
| (deg) | ( $\mathrm{GeV} / \mathrm{c}$ ) | ( $\mathrm{GeV} / \mathrm{c}$ ) |  | p | ( $\mu \mathrm{b} / \mathrm{Ger}^{2}$ ) | $\left(\mu \mathrm{b} / \mathrm{Ger}^{2}\right)$ |
| 1.485 | 4.159 | 0.11 | 0.19 | 1.46 | ( 5.78+/-1.09*/-0.23) 10** 0 | ( $1.13+/-0.60+/-0.05) 10 * * 1$. |
| 1.485 | 6.390 | 0.17 | 0.32 | 1.03 | (2.26+/-1.35+/-0.08) 10** 0 | ( $5.89+/-1.60+/-0.21) 10 * * 0$ |
| 2.983 | 4. 248 | 0.22 | 0.19 | 1.44 | (5.50+/-0.60+/-0.21) 10** 0 | $(1.03+/-0.09+/-0.04) 10 * * 1$ |
| 1.485 | 9.415 | 0.24 | 0.49 | 0.65 | ( 3.50+/-0.28+/-0.10) 10** 0 | ( $6.36+/-0.40+/-0.19) 10 * * 0$ |
| 1.485 | 11.790 | 0.31 | 0.62 | 0.42 | $(1.12+/-0.10+/-0.03) 10 * * 0$ | ( $1.80+/-0.14+/-0.05) 10 * * 0$ |
| 2.985 | 6.390 | 0.33 | 0.32 | 1.03 | ( $2.49+/-0.94+/-0.08) 10 * * 0$ |  |
| 4. 485 | 4. 405 | 0.34 | 0.20 | 1.41 | ( $2.92+/-0.72+/-0.11$ ) 10** 0 | $(7.30+/-0.93+/-0.28) 10 * * 0$ |
| 1.485 | 14.309 | 0.37 | 0.76 | 0.23 | ( 5.46t/-0.26+/-0.15) $10 * *-1$ | (1.13+/-0.04+/-0.03) 10** 0 |
| 2.985 | 9.516 | 0.50 | 0.49 | 0.63 | ( $1.08+/-0.11+/-0.03) 10 * * 0$ | $(2.21+/-0.26+/-0.07) 10 * * .0$ |
| 4. 485 | 6.363 | 0.50 | 0.30 | 1.04 | ( $1.72+/-0.39+/-0.05) 10 * * 0$ | ( $3.37+/-0.52+/-0.11) .10$ ** 0 |
| 5.984 | 4.773 | 0.50 | 0.20 | 1.33 | ( $1.70+/-0.20+/-0.06) 10 * * 0$ | ( 3.22+/-0.33+/-0.12) 10** 0 |
| 7.985 | 3.583 | 0.50 | 0.12 | 1.61 | ( $1.73+/-0.44+/-0.08) 10 * * 0$ | ( $3.66+/-0.60+1-0.18) 10 * * 0$ |
| 9.985 | 2. 869 | 0.50 | 0.06 | 1.84 | ( $2.13+/-6.94+/-0.35) 10 * *-1$ | ( $2.20+/-0.83+/-0.28) 10 * * 0$ |
| 2.985 | 11.990 | 0.62 | 0.62 | 0.41 | ( $4.26+/-0.34+/-0.13) 10 * *-1$ |  |
| 7.985 | 5.142 | 0.71 | 0.20 | 1.26 | ( $6.69+/-0.62+/-0.24) 10 * *-1$ | ( $1.20+/-0.13+/-0.04) 10 * * 0$ |
| 2.985 | 14.615 | 0.76 | 0.76 | 0.21 | $(1.24+/-0.06+/-0.04) 10 * *-1$ | ( $2.65+/-0.19+/-0.09) 10$ **-1 |
| 4.485 | 9.971 | 0.78 | 0.49 | 0.59 | ( $2.65+/-0.31+/-0.08) 10 * *-1$ | ( $5.94+/-0.35+/-0.19) 10 * *-1$ |
| 17.985 | 2.902 | 0.90 | -0.04 | 1.84 | ( $4.96+/-3.96+/-0.76) 10 * *-2$ | ( $2.03+/-0.92+/-0.31) 10 * *-1$ |
| 3.832 | 14.900 | 1.00 | 0.76 | 0.19 | ( $2.93+/-0.304 /-0.11) 10 * *-2$ |  |
| 4.485 | 12.736 | 1.00 | 0.64 | 0.35 | $(7.17+/-0.51+/-0.24) 10 * *-2$ | $(1.26+/-0.07+/-0.04) 10 * *-1$ |
| 4.967 | 11.504 | 1.00 | 0.56 | 0.45 | ( $6.60+/-0.72+/-0.21) 10 * *-2$ |  |
| 5.985 | 9. 557 | 1.00 | 0.45 | 0.64 | $(9.74+/-1.26+/-0.31) 10 * *-2$ | $(1.87+/-0.17+/-0.06) 10 * *-1$ |
| 6.802 | 8.414 | 1.00 | 0.38 | 0.76 | ( $1.22+/-0.18+/-0.04) 10 * *-1$ |  |
| 7.986 | 7.175 | 1.00 | 0.29 | 0.92 | ( $1.13+/-0.14+/-0.04) 10 * *-1$ |  |
| 9.985 | 5.749 | 1.00 | 0.19 | 1. 15 | (1.35+/-0.15*/-0.05) 10**-1 | ( $2.62+/-0.24+/-0.09) 10 * *-1$ |
| 11.985 | 4.800 | 1.00 | 0.12 | 1.33 | ( $1.54+/-0.24+/-0.06) 10 * *-1$ | ( $4.53+/-6.28+/-0.30) 10 * *-2$ |
| 14.984 | 3.854 | 1.00 | 0.03 | 1.55 | ( $1.36+/-0.36+/-0.08) 10 * *-1$ | $(1.44+/-0.47+/-0.10) 10 * *-1$ |
| 17.984 | 3. 226 | 1.00 | -0.04 | 1.74 | $(6.96+/-2.18+/-0.92) 10 * *-2$ | ( $2.09+/-0.49+/-0.29) 10 * *-1$ |
| 20.985 | 2.780 | 1.00 | -0.10 | 1.89 | ( $7.57+/-5.47+/-1.27) 10 * *-2$ | (1.29+/-0.67+/-0.21) 10**-1 |
| 4.485 | 15.154 | 1.19 | 0.76 | 0.17 | ( $5.50+/-0.59+/-0.21) 10$ **-3 | $(1.25+/-0.08+/-0.05) 10 * *-2$ |
| 10.762 | 6.408 | 1.20 | 0.20 | 1.04 | $(4.27+/-0.66+/-0.14) 10 * *-2$ |  |
| 17.986 | 3.873 | 1.20 | -0.03 | 1.56 | ( $3.34+/-0.90+/-0.24) 10 * *-2$ |  |
| 5.985 | 13.190 | 1.38 | 0.63 | 0.31 | ( $4.94+/-0.84+/-0.17) 10 * *-3$ | $8.82+/-0.93+/-0.33110 * *-3$ |
| 11.539 | 6.980 | 1.40 | 0.21 | 0.96 | $(1.45+/-0.30+/-0.05) 10 * *-2$ | $(1.99+/-0.33+/-0.07) 10 * *-2$ |
| 17.987 | 4.520 | 1.40 | -0.02 | 1.40 | $(9.95+/-6.16+/-0.52) 10 * *-3$ |  |
| 7.986 | 11.486 | 1.60 | 0.49 | 0.45 | $(1.50+/-0.32+/-0.05) 10 * *-3$ | ( $2.50+/-0.44+/-0.10) 10$ ** -3 |
| 9.986 | 9.204 | 1.60 | 0.33 | 0.63 | ( $3.62+/-0.91+/-0.13) 10 * *-3$ | ( $5.03+/-2.10+/-0.18110 * *-3$ |
| 11.985 | 7.686 | 1.60 | 0.22 | 0.86 | ( 3.08+/-0.71+/-0.11) 10**-3 | ( $6.37+/-1.06+/-0.23) 10 * *-3$ |
| 14.984 | 6.172 | 1. 60 | 0.08 | 1.09 | $(4.12+/-1.61+/-0.15) 10 * *-3$ |  |
| 17.986 | 5.168 | 1.60 | -0.02 | 1.27 | $(2.62+/-1.13+/-0.10) 10 * *-3$ | ( $3.04+/-1.72+/-0.13) 10 * *-3$ |
| 20.985 | 4.455 | 1.60 | -0.11 | 1.43 | ( $3.54+/-3.13+/-0.25) 10 * *-3$ | ( $5.34+/-5.16+/-0.28) 10 * *-3$ |
| 12.702 | 8.166 | 1.80 | 0.21 | 0.80 | (1.17+/-0.42+/-0.04) 10**-3 |  |
| 13.148 | 8.773 | 2.00 | 0.21 | 0.73 | ( 3.054/-1.14+/-0.11) 10**-4 |  |
| 17.987 | 6.462 | 2.00 | -0.01 | 1.05 | $(1.38+/-1.54+/-0.06) 10 * *-4$ |  |

TABLE VIII. Invariant cross sections for proton photoproduction from hydrogen and deuterium.


TABLE IX. Invariant cross sections for $\overline{\mathrm{p}}$ photoproduction from hydrogen and deuterium.

| $\begin{array}{r} \theta_{l a b} \\ (\mathrm{deq}) \end{array}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{c}) \end{gathered}$ | $\underset{\left(\mathrm{GeV}_{1} / \mathrm{C}\right)}{ }$ | z | $y_{p}$ | $\begin{aligned} & k=9 \mathrm{Gev} \\ & \quad \begin{array}{l} \text { hydrogen } \\ \left(\mu \mathrm{b} / \mathrm{Gev}^{2}\right) \end{array} \end{aligned}$ | deuterina <br> ( $\mu \mathrm{b} / \mathrm{GeV}^{2}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.486 | 4.159 | 0.11 | 0.33 | 0.76 | ( $6.09+/-0.95+/-1.72) 10 * *-1$ | ( $6.93+/-2.19+/-2.85) 10 * *-1$ |
| 5.985 | 4.773 | 0.50 | 0.38 | 0.63 | ( $1.86+/-0.17+/-0.48) 10 * *-1$ | ( $4.31+/-0.39+/-1.06) 10 * *-1$ |
| 9.986 | 5.749 | 1.00 | 0.43 | 0.45 | ( $3.49+/-0.62+/-0.16) 10 * *-3$ | ( $7.15+/-1.72+/-0.37) 10 * *-3$ |
| 17.985 | 3.226 | 1.00 | 0.03 | 1.03 | ( $9.24+/-2.63+/-2.58) 10 * *-3$ | $(1.93+/-0.64+/-0.57) 10 * *-2$ |
| $\begin{gathered} \theta_{\text {lab }} \\ \text { (deq) } \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{c}) \end{gathered}$ | $\underset{(\mathrm{GeV} / \mathrm{c})}{\mathrm{p}_{\perp}}$ | x | ${ }_{\text {P }}$ | $\begin{array}{rl} \mathbf{k}=13 & \mathrm{Gev} \\ & \text { hydrogen } \\ & \left(\mu \mathrm{b} / \mathrm{GeV}^{2}\right) \end{array}$ |  |
| 1.486 | 4.159 | 0.11 | 0.20 | 1.13 | ( $1.22+/-0.44+/-0.25) 10 * * 0$ |  |
| 1.486 | 9.415 | 0.24 | 0.65 | 0.32 | ( 8.49+/-1.19+/-0.29) $10 * *-2$ |  |
| 5.984 | 9.557 | 1.00 | 0.60 | 0.31 | ( $3.04+/-0.44+/-0.11) 10 * *-3$ |  |
| 9.985 | 5.749 | 1.00 | 0.25 | 0.82 | (2.32+/-0.50+/-0.08) $10 * *-2$ |  |
| 17.984 | 3.226 | 1.00 | -0.07 | 1.40 | ( $1.16+/-0.92+/-0.31) 10 * *-2$ |  |
| 17.984 | 5.168 | 1.60 | 0.02 | 0.94 | $(-1.70+/-3.57+/-0.15) 10 * *-4$ |  |
| $\begin{gathered} \theta_{\mathrm{lab}} \\ (\mathrm{deg}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\mathrm{lab}} \\ (\mathrm{GeV} / \mathrm{c}) \end{gathered}$ | $\begin{gathered} \mathrm{p}_{\perp} \\ \left(\operatorname{GeV}^{\prime} / \mathrm{C}\right) \end{gathered}$ | x | $y_{p}$ | $\begin{aligned} & k=18 \text { GeV } \\ & \text { hydrogen } \\ &\left(\mu \mathrm{b} / \mathrm{Gev}^{2}\right) \end{aligned}$ | $\begin{aligned} & \text { deuteriu } \\ & \left(\mu \mathrm{b} / \mathrm{Ge} V^{2}\right) \end{aligned}$ |
| 1.485 | 4.159 | 0.11 | 0.12 | 1.45 | ( $1.67+/-0.28+/-0.34) 10 * * 0$ | ( 6.73+/-1.654/-1.26) 10** 0 |
| 1.485 | 6.390 | 0.17 | 0.27 | 1.03 | (8.62+/-3.24+/-0.27) 10**-1 | ( $2.49+/-0.41+/-0.10) 10 * * 0$ |
| 2.983 | 4.248 | 0.22 | 0.12 | 1.43 | ( $1.48+/-0.18+/-0.27) 10 * * 0$ | ( $2.73+/-0.27+/-0.52) 10 * * 0$ |
| 1.485 | 9.415 | 0.24 | 0.46 | 0.65 | ( $4.84+/-0.78+/-0.14) 10 * *-1$ | (8.50+/-0.99+/-0.31) 10**-1 |
| 1.485 | 11.790 | 0.31 | 0.60 | 0.42 | ( $1.68+/-0.26+/-0.05) 10 * *-1$ | ( $3.32+/-0.37+/-0.13) 10 * *-1$ |
| 2.985 | 6.390 | 0.33 | 0.27 | 1.03 | ( $6.60+/-2.77+/-0.21) 10 * *-1$ |  |
| 4.485 | 4.405 | 0.34 | 0.12 | 1.40 | ( $1.25+/-0.23+/-0.20) 10 * * 0$ | ( $2.21+/-0.30+/-0.37) 10 * * 0$ |
| 1.485 | 14.309 | 0.37 | 0.74 | 0.23 | ( $2.13+/-0.42+/-0.08) 10 * *-2$ | ( $5.43+/-0.56+/-0.30) 10 * *-2$ |
| 2.985 | 9.616 | 0.50 | 0.46 | 0.63 | ( $2.66+/-0.32+/-0.08) 10 * *-1$ | ( $5.68+/-0.81+/-0.20) 10 * *-1$ |
| 4.485 | 6.363 | 0.50 | 0.25 | 1.04 | ( $6.16+/-1.28+/-0.19) 10 * *-1$ | ( $1.21+/-0.17+/-0.04) 10 * * 0$ |
| 5.984 | 4.773 | 0.50 | 0.14 | 1.32 | ( $7.07+/-0.67+/-1.10) 10 * *-1$ | (1.38+/-0.11+/-0.23) 10** 0 |
| 7.985 | 3.583 | 0.50 | 0.03 | 1.60 | ( $6.23+/-1.20+/-0.95) 10 * *-1$ | ( $8.82+/-1.61+/-1.56) 10 * *-1$ |
| 9.985 | 2.869 | 0.50 | -0.05 | 1.82 | ( $3.24+/-1.55+/-0.61) 10 * *-1$ | ( $6.02+/-1.81+/-1.18) 10 * *-1$ |
| 2.985 | 11.990 | 0.62 | 0.59 | 0.41 | $(7.61+/-0.84+/-0.25) 10 * *-2$ |  |
| 7.985 | 5.142 | 0.71 | 0.14 | 1.25 | ( 2.47+/-0.20+/-0.11) 10**-1 | ( $4.23+/-0.41+/-0.21) 10$ **-1 |
| 2.985 | 14.615 | 0.76 | 0.74 | 0.21 | ( $7.05+/-0.46+/-0.25) 10 * *-3$ | ( $1.41+/-0.14+/-0.06) 10$ **-2 |
| 4.485 | 9.971 | 0.78 | 0.46 | 0.59 | ( $1.05+/-0.11+/-0.03) 10 * *-1$ | $(1.87+/-0.11+/-0.07) 10 * *-1$ |
| 17.985 | 2.902 | 0.90 | -0.15 | 1.82 | ( $3.59+/-0.79+/-0.70) 10 * *-2$ | $(4.68+/-1.92+/-0.99) 10 * *-2$ |
| 3.832 | 14.900 | 1.00 | 0.74 | 0.19 | $(1.39+/-0.37+/-0.06) 10 * *-3$ |  |
| 4.485 | 12.736 | 1.00 | 0.61 | 0.35 | $(1.07+/-0.13+/-0.04) 10 * *-2$ | ( $2.04+/-0.17+/-0.08) 10 * *-2$ |
| 4.967 | 11.504 | 1.00 | 0.54 | 0.45 | $(1.39+/-0.21+/-0.05) 10 * *-2$ |  |
| 5.985 | 9.557 | 1.00 | 0.41 | 0.63 | ( $2.70+/-0.40+/-0.09$ ) $10 * *-2$ | ( $5.29+/-0.52+/-0.20) 10 * *-2$ |
| 6.802 | 8.414 | 1.00 | 0.34 | 0.76 | ( $3.96+/-0.60+/-0.13) 10 * *-2$ |  |
| 7.986 | 7. 175 | 1.00 | 0.25 | 0.92 | ( 3.52+/-0.46*/-0.13) $10 * *-2$ |  |
| 9.985 | 5.749 | 1.00 | 0.14 | 1.14 | ( 3.07+/-0.44*/-0.11) $10 * *-2$ | (7.94+/-0.74*/-0.32) $10 * *-2$ |
| 11.985 | 4.800 | 1.00 | 0.05 | 1.32 | ( $4.09+/-0.72+/-0.71) 10 * *-2$ | $(9.92+/-2.08+/-1.66) 10 * *-2$ |
| 14.984 | 3.854 | 1.00 | -0.05 | 1.54 | ( $2.01+/-0.94+/-0.40) 10 * *-2$ | ( $7.16+/-1.43+/-1.17) 10 * *-2$ |
| 17.984 | 3. 226 | 1.00 | -0.14 | 1.72 | ( $1.57+/-0.44+/-0.37) 10 * *-2$ | ( $3.69+/-1.04+/-0.78) 10 * *-2$ |
| 20.985 | 2.780 | 1.00 | -0.21 | 1.87 | $(-0.23+/-1.16+/-0.15) 10 * *-2$ | (2.30+/-1.47+/-0.46) $10 * *-2$ |
| 4.485 | 15.154 | 1.19 | 0.74 | 0.17 | $(1.54+/-1.06+/-0.09) 10 * *-4$ | (2.12+/-0.58+/-0.17) $10 * *-4$ |
| 10.762 | 6.408 | 1.20 | 0.15 | 1.04 | ( 8.75+/-1.98*/-0.31) $10 * *-3$ |  |
| 17.986 | 3.873 | 1.20 | -0.11 | 1.55 | ( $1.74+/-2.10+/-0.57) 10 * *-3$ |  |
| 5.985 | 13.190 | 1.38 | 0.60 | 0.31 | $(4.87+/-1.47+/-0.20) 10 * *-4$ | ( $8.37+/-1.80+/-0.37) 10 * *-4$ |
| 11.539 | 6.980 | 1.40 | 0.16 | 0.95 | ( $2.22+/-0.73+/-0.08)$ 10**-3 | ( 5.82+/-0.94+/-0.24) 10**-3 |
| 17.987 | 4.520 | 1.40 | -0.10 | 1.40 | ( $2.19+/-1.31+/-0.52) 10 * *-3$ |  |
| 7.986 | 11.486 | 1.60 | 0.46 | 0.45 | ( $2.01+/-0.76+/-0.08) 10 * *-4$ | ( $6.08+/-1.29+/-0.33) 10 * *-4$ |
| 9.986 | 9.204 | 1.60 | 0.30 | 0.68 | $(8.78+/-2.83+/-0.34) 10 * *-4$ | ( $2.01+/-0.66+/-0.08) 10 * *-3$ |
| 11.985 | 7.686 | 1.60 | 0.17 | 0.86 | ( $4.34+/-1.99+/-0.17) 10 * *-4$ | 1.19+/-0.30+/-0.05) 10**-3 |
| 14.984 | 6.172 | 1.60 | 0.03 | 1.08 | ( $7.53+/-3.23+/-0.34) 10 * *-4$ |  |
| 17.986 | 5.168 | 1.60 | -0.08 | 1.25 | ( $3.82+/-2.43+/-0.24) 10 \pm *-4$ | ( 8.91+/-4.31+/-0.54) $10 * *-4$ |
| 20.985 | 4.455 | 1.60 | -0.18 | 1.42 | $(-7.19+/-4.09+/-0.36) 10 * *-4$ | (-1.35*/-6.67+/-1.02) 10**-4 |
| 12.702 | 8. 166 | 1.80 | 0.17 | 0.80 | ( $1.38+/-0.93+/-0.05) 10 * *-4$ |  |
| 13.148 | 8.773 | 2.00 | 0.17 | 0.73 | $(-1.29+/-5.19+/-0.05) 10 * *-5$ |  |
| 17.987 | 6.462 | 2.00 | -0.07 | 1.04 | ( $7.04+/-4.41+/-0.29) 10 * *-5$ |  |

TABLE X. Parameters obtained from the empirical fits to the 18 GeV invariant cross sections. The fits were of the form
Parameters indicated with a* were constrained to a common value. The column labelled Reaction specifies hydrogen $(\mathrm{H})$ or deuterium (D) target and the detected particle.


# Table xl. Fitted slope parameters for 18 GeV invariant cross sections for $\gamma p \rightarrow c X$ at $x=0.2, \mu>0.5 \mathrm{GeV} / \mathrm{c}$. Fits were of the form 

$$
E \frac{\mathrm{~d}^{3} \sigma}{\mathrm{dp}}{ }^{3}=\mathrm{A} \mathrm{e}^{\mathrm{b} \mu}
$$

| $c$ | slope b | $\chi^{2} /$ d.f. |
| :---: | :---: | :---: |
|  | $(\mathrm{GeV} / \mathrm{c})^{-1}$ |  |
| $\pi^{+}$ | $-6.570+/-0.033$ | $15 / 6$ |
| $\pi^{-}$ | $-6.518+/-0.034$ | $3 / 6$ |
| $K^{+}$ | $-6.336+/-0.128$ | $9 / 9$ |
| $K^{-}$ | $-6.368+/-0.122$ | $3 / 9$ |
| 0 | $-7.384+/-0.096$ | $4 / 9$ |
| - | $-9.189+/-0.240$ | $7 / 9$ |

Table XII. Relative signs of Regge exchange amplitudes of
 inclusive photoproduction reactions (i,j), where $i=p, n$ designates the target and $j=+,-$ designates the charge of the detected particle.

| Amplitude | $I G(C)$ | $(p,+)$ | $(p,-)$ | $(n,+)$ | $(n,-)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $P, f$ | $0+(+)$ | + | + | + | + |
| $\omega$ | $0-(-)$ | + | - | + | - |
| $\rho$ | $1+(-)$ | + | - | - | + |
| $A_{2}$ | $1-(+)$ | + | + | - | - |

Table Xlll. Fitted parameters for $\gamma p \longrightarrow c \times$ at $x=0.2, p_{\perp} \geqslant 0.5$ Gev/c, from the constituent interchange model. The fit was of the form

$$
E \frac{d^{3} \sigma}{d p^{3}}=\frac{\epsilon_{f}^{P_{f}}}{\left(p_{\perp}^{2}+M^{2}\right)^{N}}
$$

| Reaction | $f$ | $P$ | $N$ | $M$ | $\chi^{2} / d . f$ |
| :--- | ---: | ---: | :---: | :---: | :---: |
| $\pi^{+}$ | 77. | $0.71+/-0.09$ | $6.2+/-0.2$ | 0.97 | $19 / 11$ |
| $\pi^{-}$ | 38. | $1.17+/-0.09$ | $5.5+/-0.2$ | 0.90 | $29 / 13$ |
| $K^{+}$ | 10600. | $0.80+/-0.33$ | $8.7+/-2.1$ | 1.52 | $10 / 8$ |
| $K^{-}$ | 72. | $1.80+/-0.30$ | $5.9+/-1.2$ | 1.19 | $22 / 10$ |
| $\bar{D}$ | 66. | $1.84+/-0.37$ | $7.1+/-2.0$ | 1.18 | $7 / 8$ |

Fig. 1. Schematic of the photon beam 1 ine and experimental layout. The 1.6 and $8 \mathrm{GeV} / \mathrm{c}$ spectrometers were not used in this experiment.

Fig. 2. Effective beam energy spectrum after subtraction. $B\left(E_{0}, k\right)$ is the bremsstrahlung function normalized such that the number of photons per GeV per equivalent quantum at energy $k$ for a bremsstrahlung beam of endpoint energy $E_{0}$ is given by $B\left(E_{0}, k\right) / k$.

Fig. 3. Plan and elevation views of the SLAC $20 \mathrm{GeV} / \mathrm{c}$ spectrometer. The magnet arrangement is shown at the bottom of the figure with the symbols $B, Q$, and $S$ representing dipole, quadrupole, and sextupole magnets respectively.

Fig. 4. Calculated trajectories through the spectrometer for selected initial values of horizontal and vertical angle ( $\theta$ and $\phi$ ), horizontal position ( $x$ ), and momentuin deviation ( $\delta$ ).

Fig. 5. Detector arrangement in spectrometer hut. The missing mass hodoscope (MM) was present but not used in the experiment.

Fig. 6. Peyrou plot showing c.m. kinematics for which the 18 GeV pion data were taken.

Fig. 7. 18 Gev invariant cross section at a fixed value of $x$ vs. transverse momentum $\rho_{\perp}$ for photoproduction of $\pi^{ \pm}$, $K^{ \pm}, \mathrm{p}$, and p from hydrogen.

Fig. 8. 18 GeV invarlant cross section vs longitudinal mass $\mu$ for production of pions and kaons from hydrogen at fixed values of $x$. Squares and circles have been used for alternate values of $x$ for clarity. The solid lines represent an exponential fitted to the $\pi^{+}\left(K^{+}\right)$ data at $x=0.2, \mu \geqslant 0.5 \mathrm{GeV} / \mathrm{C}$. The fitted exponential at $x=0.2$ has been repcated for the other values of $x$ for purposes of comparison. The pion result is also shown as the dashed curve on the kaon figure.

Fig. 9. 18 GeV invariant cross sections vs. longitudinal mass $\mu$ for $p$ and $\bar{p}$ production off hydrogen for fixed values of $x$. The solid lines represent an exponential fitted to the $x=0.15 \mathrm{GeV} / \mathrm{c}$ data. The dashed curves show the comparable result for detected $\pi^{+}$.

> Fig. 10. 18 GeV invariant cross sections $v s x$ for pion and kaon production off hydrogen for fixed values of transverse momentum $p_{\perp}$. The curves represent the empirical fits used in interpolating the data and in obtalning some of the corrections used in the. analysis.

Fig. 11. 18 GeV invarlant cross sections vs $x$ for production of $p$ and $\bar{p}$ from hydrogen for fixed values of transverse momentum $p_{\perp}$. See Fig. 10 for additional comments.

Fig. 12. Deuterium to hydrogen ratios for pion and kaon photoproduction at 18 GeV as a function of $x$ and transverse momentum $D_{\perp}$.

Fig. 13. Deuterlum to hydrogen ratios for $p$ and $\bar{p}$ photoproduction at 18 GeV as a function of $x$ and transverse momentum $\Gamma_{\perp}$.

Fig. 14. Particle to antiparticle ratios for pion and kaon photoproduction at 18 GeV from protons and neutrons as a function of $x$ and transverse momentun $p_{1}$.

Fig. 15. p to $p$ ratio at 18 GeV from protons and neutrons as a function of $x$ and transverse momentum $p_{\perp}$.

Fig. 16. Mueller-Regge exchange diagram for $a+b \longrightarrow c+x$ in the beam fragmentation region.

Fig. 17. Separated exchange amplitudes $A_{i}$ vs. "projectile frame" rapidity $y_{p}$ for pion photoproduction at $p_{-1}=1$. $\mathrm{GeV} / \mathrm{c}$. The amplitudes were formed by straight sums and differences of invariant cross sections as described in the text and Table xll. The sums have not been divided by 4 or otherwise renormalized.

Fig. 18. Separated $\rho$ and $\omega$ exchange amplitudes vs. "projectile frame" rapidity for $\gamma N \longrightarrow \pi X$ and $\gamma N \longrightarrow K X$ at fixed transverse momenta.

Fig. 19. Deuterlum to hydrogen ratios vs. transverse momentum for unsubtracted (see text) $K^{+}, p$, and $\overline{\mathrm{p}}$ yields. The dashed lines show the average values obtained for $\mathrm{K}^{-}$ and $\bar{p}$ production.

Fig. 20. Invariant cross sections vs "projectile frame" rapidity $y_{p}$ for pion photoproduction off hydrogen at fixed values of transverse momentum $p_{\perp}$. The 9,13 , and 18 GeV data are from this experiment. Additional data are from refs $5(9.3 \mathrm{GeV}), 12(6 \mathrm{GeV})$, and 13 (9.85 Gev). The solld (dashed) curves are a calculation of the contribution from the quasi-two-body reaction $\gamma p \longrightarrow \rho p$ at $13(6) \mathrm{GeV}$.

Fig. 21. Invariant cross sections vs "projectile frame" rapidity $y_{p}$ for kaon photoproduction off hydrogen. The 9,13 and 18 GeV data are from this experiment, while the 6 GeV data are from ref. 12. The solid (dashed) curves are a calculation of the contribution from the quasi-two-body reaction $\gamma p \longrightarrow \phi p$ at 18 ( $\quad$ ) GeV.

Flg. 22. Invariant cross sections for $p$ and $\bar{p}$ photoproduction vs laboratory (for $p$ ) or projectile (for $\bar{p}$ ) rapidity at fixed transverse momenta. The 6 GeV data are from ref. 12. The arrows indicate the values $y_{p}=0$. at 6 and 18 GeV .

Fig. $23 . \pi^{+}-\pi^{-}$and $K^{+}-K^{-}$invariant cross section differences, multiplied by $s^{\frac{1}{2}}$ to compensate for the expected energy dependence, plotted against "projectile frame" rapidity $y_{p}$ at fixed transverse momenta. The 6 GeV data are from ref. 12. The curves give the behavior expected from $p p$ data in the central region using the Mueller-Regge model and factorization, neglecting meson-meson exchange (see text).

Fig. 24. Mueller-Regge exchange diagram for $a+b \longrightarrow c+X$ in the central region.

Fig. 25. Quark exchange diagram illustrating the expected suppression of meson-meson terms in the simple Mueller-Regge model for $\gamma p \longrightarrow K^{+} X$. In this figure the photon has been shown as a $\rho$ (or $\omega$ ) meson. To the extent that the photon also acts as a meson ( $\lambda \bar{\lambda}$ pair), the argument fails.

Flg. 25. Summary of fits to the constituent interchange model of ref. 47. The blocked areas show the values of $N$ and $P$, as defined in the text, allowed by the model. The solid squares give the values most preferred by the data, while the hatched areas show the range of values consistent with the data.

Fig. 27. Comparison of the measured invariant cross section vs transverse momentum $p_{\perp}$ for $\gamma p \longrightarrow \pi^{-} x$ at $x \simeq 0.2$ with the best fit values obtained from the constituent interchange model of ref. 46.

Fig. 28. Invariant cross sections for $\pi^{ \pm}, K^{ \pm}$, and $\bar{p}$ photoproduction at $x \simeq 0.2$ and $p_{1}=1.0 \mathrm{GeV} / \mathrm{c}$, plotted against $E^{*} / E_{\max }^{*}$, where $E^{*}$ is the $c . m$. energy of the observed particle and $E_{\max }^{*}$ is its maximum value. The curves show the behavior of $\epsilon^{P}$ for different values of P, where $\epsilon=1 .-E^{*} / E_{\max }^{*}$. The 6 GeV data are from ref. 12.


Fig. 1


Fig. 2


Scole


Fig. 3


Fig. 4


Fig. 5


Fig. 6


Fig. 7


Fig. 8


Fig. 9


Fig. 10


Fig. 11



Fig. 12


Fig. 13



Fig. 14


Fig. 15


Fig. 16


Fig. 17


Fig. 18


Fig. 19


Fig. 20


Fig. 21


Fig. 22


Fig. 23

$$
\left.\sum_{i, j}\right|_{b} ^{b}-\frac{a_{i}(0)}{\bar{c}}-\left.\right|_{\bar{c}} ^{a}-\frac{a_{j}(0)}{a}-1
$$

Fig. 24


Fig. 25


Fig. 26


Fig. 27


Fig. 28

## ADDENDUM

SLAC experlment E-66 was performed to measure inclusive charged particle photoproduction. From a physics viewpoint one is interested in cross sections for mono-energetic photons, whereas experimentally one uses a bremsstrahlung beam with a continuous energy spectrum. To obtain cross sections at the desired energy a subtraction technique was used which utilized bremsstrahlung beams with endpoints above and below the nominal energy. The purpose of this addendum is to present 18 GeV particle yields from the unsubtracted bremsstrahlung beam. These data should be of value to other experimenters doing electroproduction or photoproduction experiments.

To obtain the 18 GeV data, endpoints of either 17 and 19 GeV or 16 and 20 GeV were used. In order to present data for a single endpoint energy over the full kinematic range covered by the experiment, we have averaged the 16 and 20 GeV or 17 and 19 GeV yields and present these as approximating the yields from an 18 GeV bremsstrahlung beam. On the scale of the drawings presented, the error introduced by this simple averaging is negligible.

Figures Al-A5 show the measured laboratory yields per equivalent quantum, $\frac{d \sigma}{d \Omega d p}$, of $\pi^{ \pm}, K^{ \pm}, p$, and $\bar{p}$ using a hydrogen target. The data are plotted vs laboratory momentum, and $l$ ines have been drawn between points at the same laboratory angle to guide the eye. The error bars shown
include both statistical and estimated systematic uncertainties in the data. In addition to these, there is an overall 6\% normalization error uncertainty not shown in the figures.

FIGURE CAPTIONS FOR ADDENDUM
Fig. Al. $\pi^{ \pm}$ylelds from hydrogen for an 18 GeV incident
bremsstrahlung beam.

Fig. A2. $K^{+}$yields from hydrogen for an 18 GeV incident bremsstrahlung beam.

Fig. A3. K yields from hydrogen for an 18 GeV incident bremsstrahlung beam.

Fig. A4. Proton yields from hydrogen for an 18 GeV incident bremsstrahlung beam.

Fig. A5. $\overline{\mathrm{p}}$ yields from hydrogen for an 18 GeV incident bremsstrahlung beam.
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