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ABSTRACT 

The two structure functions Wl and W2 and R = aL/cT are ex- 
tracted from deep inelastic e-p and e-d cross sections measured in 

three experiments at the Stanford Linear Accelerator Center. The 

data for these quantities cover the kinematic range 2M < W < 4.84 GeV, 
2,l<v <13.4Gev, 1.0<Q2<16.0GeV2, and 0.1 <x < 0.8, where - - - - 
x = Q2/2Mv = l/w and M is the proton mass. The quantities Rp and R 

I d 
are found to be equal, within the statistical errors and systematic un- 

certainties of these measurements. The kinematic behavior of R is 
P 

examined in detail. For x > 0.25, the behavior of vRp is consistent 

with scaling, indicative of spin-l/2 constituents, in a parton model of 

the proton. Evidence is found for deviations from scaling in both w and 
w ’ = 1 + W2/Q2 of both proton structure functions 2MWT and v WI0 
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I. INTRODUCTION 

We have measured the differential cross sections for inelastic electron- 

proton (e-p) and electron-deuteron (e-d) scattering using the 8 GeV spectrom- 

eter at the Stanford Linear Accelerator Center (SLAC). The cross sections 

were measured in two separate experiments at laboratory scattering angles of 

15, 18, 19, 26, and 34 degrees. Partial results of these experiments, particu- 

larly the ratio of neutron to proton cross sections, a,/,, have already been re- 

ported. 1,2,3,4 Inelastic e-p and e-d cross sections measured earlier 526 with 

the SLAC 20 GeV spectrometer were included in the.present analysis. The 

cross sections from all three experiments permit an .accurate separation of the 

two structure functions Wl and W2 and the quantity R = uL/a;r over a larger 

kinematic range than was previously accessible. 3,437 

In these experiments, an electron of incident energy E scatters from a nu- 

clear target through a laboratory angle 0 to a final energy E’, and only the 

electron is detected in the final state. In the first Born approximation, the 

scattering occurs through the exchange of a single virtual photon of energy 

v = E - Eg and invariant momentum transfer q2=-4EE’ sin20/2 = -Q2 as in 

Figure 1, The hadronic final state is unknown except for its invariant mass 

W =(M2+2Mv - Q2+, where M is the proton mass. The differential cross sec- 

tion for electron scattering from a nuclear target is related to the two structure 

functions W1 and W2 according to8 

where 

&,(E.E’. 0) = aM /w,(V ,Q2) + 2Wp ,Q2) tan2@/2) 

aM - ~QJ~(E’)~ 
Q4 

cos26/2 is the Mott cross section. 

(1. 1) 
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The structure functions WI and W2 are similarly defined by Eq. (I, 1) for pro- 

ton, deuteron, and neutron targets; they summarize all the information obtain- 

able about the structure of these particles from unpolarized electron scattering. 

Within the single-photon exchange approximation, one may alternatively 

view inelastic electron scattering as virtual photoproduction. Here, as op- 

posed to real photoproduction, the photon mass q2 is variable and the exchanged 

photon may have a longitudinal as well as a transverse polarization. If the final 

state hadrons are not observed, the differential cross section for inelastic elec- 

tron scattering is related to the total cross sections for absorption of transverse 

and longitudinal virtual photons according tog 

~(E,E1,8)=rj~T~~,Q2~+ l L(v,Q2)\ (1.2) 

where 

I 
I -1 E = 1 + 2(l+v2/Q2)tan28/2 1 W2-M2 , and K = 2M . 

The quantity I’ is the flux of transverse virtual photons and E is the polariza- 

tion parameter. The cross sections gT and aL are related to the structure 

functions Wl and W2 by 

wl(” ,Q2) =+ uT(v ,Q2) 
4T CY 

(1.3) 
2 1 UT(V ,Q2) + ~L(v ,Q )j 

In the limit as Q2 - 0 , cL -0: ando T - “r(v ), the real photoproduction cross 

section. The quantity R, defined as the ratio ~,/a,, is related to the structure 

functions by 
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REaL -w2 - -w (l+ v2/Q2) - 1 (I. 4) 
aT 1 

Eqs. (I. I.) through (I. 4) apply equally well for proton, deuteron, or neutron 

targets. Extraction of Wl and W2 at some (v ,Q2), which is equivalent to the 

extraction of W2’ and R = aL/crT, requires differential cross sections for at 

least two values of the scattering angle 8 O 

The emphasis in this paper is placed upon the behavior of R, Wl , and W2 

in the Bjorken limit v - co, Q2 -c CO, with w = l/x = 2Mv/Q2 held fixed, Studies 

of the behavior of these quantities using portions of the present data have al- 

3,4 ready been reported. The results presented here represent a much more 

complete study of these quantities; they are consistent with the earlier results. 
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II. THE EXPERIMENTS 

Cross sections for inelastic e-p and e-d scattering were measured over a 

range of scattering angles in two separate experiments that employed similar 

experimental apparatus and data analysis methods, Electrons of fixed primary 

energy scattered from liquid hydrogen and deuterium targets and were momen- 

tum-analyzed in a focusing spectrometer set at fixed scattering angles. A num- 

ber of spectra, each covering a range of E’ for fixed values of E, were mea- 

sured at each angle to permit model-independent radiative corrections to be 

made, In experiment A 1’3’4 cross sections were measured with the SLAC 

8 GeV spectrometer at scattering angles of 18, 26, and 34 degrees, Incident 

energies ranged from 4.5 GeV to 18.0 GeV and scattered energies ranged from 

1.0 to 8.75 GeV, as shown in Fig. 2. Earlier inelastic e-p cross section mea- 

surements7 were repeated with improved statistical accuracies (frequently *2% 

errors); inelastic e-d cross sections were measured simultaneously at the same 

kinematics 0 The momentum transfer Q2 ranged from 0.5 GeV2 to 20,O GeV2 

and W ranged as high as 5.2 GeV in this experiment, In experiment B, 
2 

in- 

elastic e-p and e-d cross sections were measured with the 8 GeV spectrometer 

at scattering angles of 15, 19, 26, and 34 degrees. Incident energies ranged 

from 8. ‘7 GeV to 20.0 GeV; the ranges of E’ measured at each energy and angle 

are shown in Fig. 3. The momentum transfer Q2 ranged from 4.0 GeV2 to 

21.8 GeV2 while W ranged up to 4.1 GeV. This experiment improved the ac- 

curacy of the e-p and e-d cross section measurements for w $,2 at 26 and 34 de- 

grees and provided completely new data at 15 and 19 degrees. 

The experimental setup used to measure inelastic e-p and e-d scattering is 

shown in Fig, .4. An essentially monochromatic beam of multi-GeV electrons 

from the Stanford Linear Accelerator was momentum-analyzed and collimated 



in the beam switchyard and passed through liquid hydrogen and deuterium target 

cells on the pivot in End. Station A, The SLAC 1.6 GeV spectrometer, set to 

detect elastic and quasi-elastic recoil protons, was used to monitor the target 

densities. Two precision toroidal charge monitors were used to measure the 

flux of incident electrons; they were periodically calibrated against a Faraday 

cup which was normally out of the beam line. Momentum analysis of scattered 

particles was accomplished with the SLAC 8 GeV spectrometer set to the de- 

sired angle 0 The spectrometer focused scattered particles upon hodoscopes and 

trigger counters located in a shielded cave just behind the spectrometer mag- 

nets. Also inside the cave, a threshold gas Cerenkov detector and a r-e dis- 

criminator separated electrons from a background consisting mostly of pions. 

The T-e discriminator consisted of totally absorbing lead-lucite shower counter 

and two counters that sampled the early shower development., Signals from the 

various devices were assembled in the counting house under the control of an 

SDS 9300 computer, which logged events from fast electronic logic onto mag- 

netic tape for later analysis. More detailed information on the SLAC 8 GeV 

spectrometer facility and the beam and charge monitors may be found in the 

7,lO references describing earlier experiments which used this spectrometer, 

11 12 and in the Ph.D. theses of A. Bodek and E. M. Riordan. 

In both experiments, the measured cross sections were derived from the 

number of electrons scattered into the spectrometer acceptance for each set- 

ting of E, Et, and 8. Cell-wall contributions to the cross sections were deter- 

mined using empty replica targets and were subtracted. Measurements with 

hydrogen, deuterium , and replica targets were interleaved to minimize system- 

atic differences. The contributions from background processes such as ro- 

decay and pair-production were determined by reversing the spectrometer 



-7- 

polarity and measuring the yield of positrons. Radiative corrections were then 

applied in two steps to extract the cross sections for inelastic e-p and e-d 

scattering at the selected (E, E’, 13). In the first step, the radiative tails from 

elastic e-p and from elastic and quasi-elastic e-d scattering were subtracted 

from the measured e-p and e-d cross sections. Inelastic radiative tails were 

then calculated using a model-independent method and subtracted. 

In order to extend the separation of R and the structure functions to w > 5, 

. inelastic e-p and e-d cross sections measured in an earlier SLAC experiment 5,6 

(referred to as experiment C) at scattering angles of 6 and 10 degrees were 

used in the present analysis, Separation of the structure functions and 

R = aL/oT was then possible over the kinematic region 0.1 < x < 0,8 with - - 

1<Q2<16CeV2and1,8<W<5GeV. These separations required a careful - - - - 

normalization of these experiments, as all three experiments used different 

target cells, and experiment C used the SLAC 20 C&V spectrometer. Experi- 

ment B was normalized to experiment A by comparing inelastic cross sections 

measured at similar kinematics. Experiment C was normalized to experiment 

A by comparing elastic e-p cross sections measured in the two experiments. 12 

Examples of v W; and VW:, which were calculated from the radiatively cor- 

rected e-p and e-d differential cross sections of experiment B by assuming 397 

Rp = Rd = 0.18, are plotted versus W in Figures 5 and 6. The statistical ac- 

curacy and kinematic range of these most recent measurements are evident in 

these plots. The error bars shown in the figures represent only the random er- 

rors from counting statistics. The solid lines through the data points are uni- 

versa1 fits to the data that will be discussed in a forthcoming publication, 13 

The separation of R and the structure functions in the deep inelastic region did 

not require such a fine resolution as is evident in these figures. Consequently, 
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the cross-section data for W > 1.8 GeV were combined into statistically more - 

accurate cross sections by averaging groups of neighboring cross sections at 

each incident energy at 15’, 19’, and 26’. In experiment A, only a few cross 

sections for 1.8 5 W < 2,O GeV at 18’ were averaged in this manner. 

Besides the random errors from counting statistics, the random fluctua- 

tions in the properties of the beam, the target apparatus, the spectrometer, 

and the various monitors contributed to the random errors in the cross sec- 

tions. These contributions were included in the random error in the averaged 

cross sections, because they contributed to the random error in the separated 

R and the structure functions. They included random fluctuations in target den- 

sity (* 0,30/o), charge monitors (f 0.3%), incident beam energy (* 0.1% to 

f 0.8%) and direction (f 0.1% to f 1.10/c), spectrometer magnet currents (0 to 

f 0.5%), and detector efficiencies (f 0.5% to f LO’%). The random error from 

counting statistics normally dominated the error from such random fluctuations, 

which was typically 1% when all contributions were added in quadrature. 

Systematic uncertainties in the cross sections fell into two categories: 

overall normalization uncertainties and relative uncertainties - those which had 

a possible kinematic variation. The overall normalization uncertainties did not 

affect the kinematic variation of R and the structure functions, except through 

an overall normalization difference between the two experiments. They included 

the uncertainties in the spectrometer acceptance l2 (% 1.5%), in the target den- 

sity normalization (f 0.7% and f 0.9% for hydrogen and deuterium targets in 

experiment A; * 0.4% and & 0.7% in experiment B), in the target length (f 0.6% 

in experiment A and f 0.4% in experiment B), and the overall normalization 

uncertainty (f 3%) in the radiative corrections. 13 Added in quadrature, these 

uncertainties gave an overall normalization uncertainty of 3.4% to 3,6% in the 
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inelastic e-p and e-d cross sections from the two experiments. Relative un- 

certainties in these cross sections included uncertainties in the absolute cali- 

bration of the incident energy (f 0.1% to f 0.8%), in the calibration of E’ versus 

E (* 0.1% to f 1. O%), in the electron detection efficiency (f 0.5% to f LO%), in 

the cross-section averaging procedure (0 to * LO%), in the E’ dependence of 

the spectrometer acceptance (0 to f 1.00/o), and the relative uncertainty (f 1% to 

f 50/c) in the radiative corrections. 13 Added in quadrature, they amounted to a 

relative uncertainty of not more than 5.5% in the inelastic e-p and e-d cross 

set tions D 

Before the cross sections from experiments B and C were used together 

with those from experiment A to extract R and the structure functions, they 

were multiplied by normalization factors to account for overall normalization 

differences among the three experiments. The normalization factors NiB and 

d 
NAB of experiment B to experiment A were estimated by comparing cross sec- 

tions that had been measured at similar E and E’ at scattering angles of 26 and 

34 degrees in both experiments. Ratios of e-p and e-d cross sections at each 

common kinematic point were taken to define the normalization factors; the two 

were always within one standard deviation of their average value at that point. 

Averaged over the entire set of common kinematic points, the normalization 

factors were Np = AB 1.010 f 0.010 and NdAB = 1.010 f 0.00’7, where the quoted 

errors are purely random errors. No clear-cut evidence could be found l3 for 

any kinematic variation of NiB and NiB. The normalization factor Nxc was 

estimated by comparing 12 elastic e-p cross sections that had been measured in 

14 experiments A and C. A fit to the elastic e-p cross sections measured in ex- 

periment A was on the average 1.9% higher than the elastic e-p cross sections 

measured in experiment C. Systematic uncertainties of 1.4% in Nit arose 
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from effects that could alter the elastic and inelastic cross sections differ- 

ently. 12,13 These uncertainties were added in quadrature to the random er- 

p ror, resulting in a value NAc = 1.019 f 0.01’7. A determination of the normal- 

d ization factor NAC from quasi-elastic e-d cross sections was judged infeasible 

due to uncertainties arising both from inelastic background subtractions and 

from corrections for deuteron binding effects. The proton normalization factor 

was consequently applied to the deuteron cross sections of experiment C, 

Nd AC = 1.019 f 0.024, with an additional systematic uncertainty of -+ 0.016 al- 

ready added in quadrature to account for additional uncertainties in the target 

lengths and densities. 
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III. SEPARATION OF R AND THE STRUCTURE FUNCTIONS 

Separation of WI and W2 (or equivalently oL and oT) at fixed (v ,Q2) re- 
2 

quires differential cross sections &(LJ , Q2, 6 ) for at least two values of the 

scattering angle. According to Eq. (I. 2), aL is the slope and cT the E = 0 in- 

tercept of a linear fit to 

W,Q2,e) =f&, = a# ,Q2) + E (u ,Q2, e)u,(u ,Q2)* (III. 1) 

The structure functions and R are readily calculated from t and oT according 

to Eqs. (I 3) and (I. 4), There were, however, only a few kinematic points 

(v ,Q2) at which th e 1 d’ff erential cross sections had been directly measured for 

two or more values of 8. Consequently, values of JZ and its error were obtained 

by interpolation of the cross sections measured at each angle to selected kine- 

matic points (v ,Q2) that fell within the overlaps of two or more of the data tri- 

angles measured in the three experiments. The kinematic region of Q2 - W2 

space spanned by these overlaps of the measured data triangles is shown in 

Fig. 7. An array of 75 kinematic points (v ,Q2), chosen to reflect the distribu- 

tion of measured cross sections, was used in a systematic study of R and the 

structure functions. As shown in Fig. 7, these points lie at the intersections of 

contours of constant - x (0,l (x 2 0.8) and constant - Q2 (1.0 2 Q2 5 16.0 GeV2) 

with W > 2M. A subset of the above x - Q2 array, containing 51 (v ,Q2) points 

with0.2<x<0.8and2,0<Q2~16.0GeV2, was used in a parallel study - - 

wherein only cross sections from experiments A and B were used to extract R 

and the structure functions. Only the results from the full x - Q2 array are re- 

ported in any detail, The results obtained for the restricted x - Q2 array were 

in general consistent with those of the full x - Q2 array reported here. Previ- 

ous separations of R and the structure functions using cross sections from 
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experiments A and C have been reported earlier 3,4,12 and are consistent with 

the present results, which supersede the earlier ones. 

The e-p and e-d cross sections from experiments A and B were used to 

permit interpolations at five different values of the scattering angle. Where 

they existed for w 5 2 at 26’ and 34’, the cross sections from experiment B 

were used in lieu of those from experiment A. Prior to the interpolations, all 

cross sections from experiment B were multiplied by the normalization factor 

NAB = 1.010, In this way, triangles of cross section data were assembled at 

8 =15’, 18’, 19’, 26’, and 34’. In order to extend the accessible kinematic 

region to x < 0,2 and to extend the ranges of Q2 and E available for x > 0.2, - 

cross sections measured at 6’ and 10’ in experiment C 5,6 were also used in 

this analysis 0 These cross sections had been radiatively corrected by the 

same method as had been used for experiments A and B; they were then multi- 

plied by NAC = 1.019 to normalize them to those of experiment A. 

Values of Z(v ,Q2, 6) and its random error were obtained by an interpola- 

tion scheme that made no a priori assumptions about the behavior of R. - Be- 

cause this scheme effectively averages 16 cross section measurements for each 

(v,Q2, r3), the values of Z(u,Q2, 8) and its errors are correlated for neighboring 

kinematic points (v ,Q2). In practice, these correlations are difficult to re- 

move, and the distribution of kinematic points (v ,Q2) was chosen to minimize 

them, As many as five values of Z(v ,Q2, 8 ) for five values of E (v ,Q2, 0) were 

available at a given kinematic point (v ,Q2). In general, the accuracy of the 

separated quantities varied inversely as the range Ae of the variable E spanned 

by the cross sections for fixed (V ,Q2). In these separations, AE ranged from 

0.16 to 0.57, while E itself ranged from 0.24 to 0.98. 
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A. Separation of R and Rd 

The quantities oL and cT were available as the parameters of a linear 

least-squares fit to Z(v ,Q2, 8 ) versus (v,Q2, 0 ) at each kinematic point (u , Q2). 

In general, the confidence level for these fits was quite good; in only a few in- 

stances did x 2 deviate from the number of degrees of freedom n D of the fit by 

more than (2n,)+., The quantity R = aL/aT is presented for the proton in 

Table 1, along with estimates of the systematic uncertainty AR . 
P 

Five sep- 

arate contributions to the systematic uncertainty in Rp are also listed in 

Table 1. The uncertainty AR, arising from the uncertainty of 0.010 in NiB 

was estimated by repeating the extractions using instead a normalization factor 

NiB = 1.020. A similar procedure was used to estimate the uncertainty AR2 
P 

arising from the uncertainty of 0.017 in Nit. The uncertainty AR; arising 

from a possible El dependence of the spectrometer acceptance was estimated12 

using a redefined acceptance that varied by at most 1% from its nominal value. 

The uncertainty AR; due to relative uncertainties in detector efficiencies was 

estimated using redefined efficiencies that varied from their nominal value by 

at most 1%. The radiative correction uncertainty ARE was estimated by ad- 

justing all proton cross sections by an amount Acdetermined for each incident 

energy and angle according to ha/o= 0. 015(ELl(E, 0)/E’), where EL1 is the en- 

ergy of elastically scattered electrons, 13 and repeating the extraction of R . 
P 

These five contributions were added in quadrature to obtain the total uncertainty 

ARp reported in Table 1. The present values of Rp are consistent with those 

reported earlier; 3,12 much more accurate data are presented for w ,L 2 than 

were available before. 

Values of Rd are also listed in Table 1; they were extracted from the inter- 

polated deuteron cross sections using the same procedure as used for the 
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proton. The five contributions to the systematic uncertainty in Rd were calcu- 

lated in the same manner as for R 
P’ 

except that uncertainties of 0.007 and 

0.024 in the deuteron normalization factors Nd AB and NdAC were used. They 

were added in quadrature to obtain the total uncertainty ARd listed. 

The weighted averages of Rp and Rd over the full x - Q2 array provide a 

rough comparison of these quantities. We find Ep = 0.138 f 0.011, with a total 

systematic uncertainty AR = 0.056, and 8, 
P 

= 0.175 f 0.009, with a total sys- 

tematic uncertainty AEd = 0. 060. Within the normalization uncertainty of ex- 

periment C alone, R, is consistent with being equal to fi ., 
P 

When the weighted 

averages are taken only over the restricted x - Q2 array, using only data from 

experiments A and B, we find !? 
P 

= 0.136 f 0.017 and Rd = 0.137 & 0.013. 

A more detailed and accurate comparison of R 
P’ 

Rd, and Rn was achieved 

by extracting the quantity 6 = Rd - Rp from the ratio of differential cross sec- 

tions o /a in a method 12 
d P 

that exploited the small systematic uncertainty in 

this ratio. From Eq. (I0 2) we get 

ud a = T(l + $6) 
P 

(III. 2) 

where T = u Td/oTp and E’ = e/(1 + eRp). The physical meaning of Eq. (III. 2) 

is clear: a difference between Rd and Rp results in a slope in c /o plotted 
d P 

versus E’ (or, essentially, versus E ). The connection between Rn and 6 is 

achieved through an expressionl’ that exploits the observation that the smearing 

correction is empirically the same for Wl and W2 

6 Rn =Rd +z (III. 3) 

where Z = WFs/Wys is the ratio of smeared Wf to smeared WY0 In practice, 

Eq. (III, 3) is not very useful if 6 f 0, for Z is also an unknown. But if 6 = 0, 
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TABLE 1 

Extracted values of Rn, R, , and 6 with random 
errors and estimated%ystZmatic uncertainties. 

x 6’ W Rp ARp AR; ,R2 A.; AR4 AR5 
P P P Rd 'I(d 

lJ.10 1.00 3.14 0.175+0.132 0.081 0.0 U.U3L 0.026 0.023 0.063 J.12OzO.UY3 U.U82 -U.U22+U.171 O.!J32 
0.13 1.25 3.4s u.338+0.155 U.OP2 0.0 U.U3b 0.025 0.022 0.078 3.181+U.118 0.074 -U.135+0.2UO J.03U 
U.lU 1.51) 3.79 3.302+u.127 o.u92 u.0 U.U34 0.025 0.020 0.079 0.289'0.112 0.087 -0.012~0.184 Ll.028 
d.10 2.uu 4.35 0.442$J.197 u.103 U.U U.028 3.OlY 0.01s U.U9G 0.273~O.lX U.UYU -0.123,0.232 0.034 
U.10 2.50 4.84 0.88u+o.844 0.229 0.0 0.115 u.u74 0.070 0.171 3.297+0.44Y 0.182 -0.456,0.881 U.220 

U.lti7 
0.148 
0.115 

u.15 l.UO 2.5b U.408+0.159 J.138 0.0 0.094 0.054 U.055 3.UG4 0.47Y+o.lGl 
U.15 1.25 2.82 0.205+u.108 u.102 U.0 0.063 U.038 0.040 0.051 0.377~0.102 
U.15 1.5U 3.06 O.OYS,O.U8Y o.u77 u.0 0.049 0.027 U.028 2.045 U.35Y+!J.118 
0.15 2.UO 3.49 0.321+U.O!Jb u.099 0.0 1.061 0.032 0.034 O.OG3 U.5la-ru.i:Y 
u.15 2.5U 3.88 0.383+0.175 0.130 il.0 J.U81 u.042 3.049 0.070 0.47l+o.l48 
0.15 3.ou 4.23 0.332~0.217 0.124 0.3 0.082 U.038 lJ.U45 0.071 11.252,U.142 
11.15 3.50 4.55 0.174+u.i!3lJ 0.110 U.0 0.u71 O.fl32 0.u33 0.056 U.317'0.173 

0.131 
O.lG7 
4.137 
0.145 

0.033~0.237 0.090 
u.201+3.179 0.09s 
0.27G+U.203 4.070 
0.123:0.1X5 0.065 
U.078iO.231 0.031 

-U.UbO+0.245 0.075 
0.143+0.3u3 0.083 

0.2u 1.00 2.21 0.14b+0.107 0.128 3.0 
U.20 1.25 2.42 U.246+0.118 0.13G u.0 
5.20 1.50 2.62 0.457+0.140 0.151 J.0 
0.20 2.JU 2.YE3 0.218+o.u75 0.085 u.0 
J.2U 2.50 3.30 U.U71+0.072 0.075 0.0 
0.211 3.Od 3.5Y 0.171+0.111 lJ.OYb 0.0 
J.2U 3.su 3.8ti O.Zb1,0.158 O.lUY 0.0 
0.20 4.03 4.11 0.127+0.122 tl.UY3 0.0 

0.097 
u.104 
u.115 
u.057 
0.054 
0.573 
0.083 
3.071 

U.04D 
0.048 
3.049 
0.031 
0.021 
0.028 
3.027 
o.u22 

0.055 0.033 
0.057 0.045 
O.OG2 U.058 
3.033 0.045 
0.028 0.037 
0.038 0.043 
U.042 0.043 
0.035 0.043 

0.180~0.093 
U.2ti7+U.lU5 
0.483+0.11Y 
3.336ZO.U73 
0.25u,0.090 
0.277+U.UY6 
0.465,0.151 
u.43YtU.129 

O.lijS 
0.171 
O.lYl 
0.136 
O.lU9 
0.134 
0.164 
0.154 

0.028+0.146 0.098 
-0.084+0.147 0.086 

0.009+o.l83 0.109 
u.o74+0.113 0.053 
0.148~0.143 U.Ub2 
0.102+0.158 0.079 
0.20221.244 U.lU3 
0.325+0.209 3.102 

J.25 1.00 1.97 u.43Y+U.186 0.255 U.U 
0.25 1.25 2.15 u.lo6+0.113 11.135 3.0 
u.25 1.5J 2.32 0.307+0.125 3.155 3.0 
0.25 2.00 2.02 U.233+0.083 0.096 U.0 
U.25 2.50 2.8Y O.lYG+U.117 0.103 a.0 
0.25 3.00 3.14 u.17Y+o.oYo U.089 0.0 
lJ.25 4.00 3.58 u.u95+0.113 0.074 0.0 
0.25 5.uu 3.Y8 -u.Uu4+0.085 U.OEG 0.0 

0.206 
O.lOY 
lJ.125 
U.U72 
J.083 
O.Ub7 

0.055 
O.J33 
0.045 
0.03R 
0.337 

0.325 
0.197 
0.219 
0.129 
U.14b 
O.lUb 

U ii55 
J:o43 

U.i)SG U.103 
u.044 0.056 
0.047 O.OG5 
0.033 3.039 
0.025 0.041 
0.030 0.036 
U.U23 9.029 
0.018 0.025 

0.03G 
o.u33 
u.031 

J.42brJ.152 
0.184+O.101 
U.378g.lUY 
0.34b+o.u82 
0.316~0.135 
0.242ZO.U7G 
0.174+0.0Y* 
0.096+U.U71 

U.lU2 
u.093 

-0.001+0.243 3.194 
U.oG3+o.lGo J. 11E 
0.048+0.170 0.129 
0.140+0.134 0.078 

-U.Uul+O.l7G 3.070 
-0.027~0.118 0.055 

o.u97+u.162 O.OE3 
0.130,0.127 0.058 

0.33 1.5U 1.97 0.475+0.21B 0.284 8.U 0.244 0.071 0.117 
u.33 2.00 2.21 0.121+0.073 u.ug5 u.u 0.075 0.034 U.U40 
0.33 2.SU 2.43 U.U79+U.lUL U.lUJ t1 . " u.u95 0.021 O.U43 
0.33 3.U" 2.b2 u.177~0.058 0.071 u.u 0.051 1.U28 11.029 
0.33 4.00 2.98 u.o42+0.059 0.060 u.0 0.044 (1.023 J.025 
u.33 5.UO 3.30 U.U41+0.08b U.UG6 0.0 u.o53 O.Ul8 0.026 
0.33 6.00 3.59 0.687+U.346 0.073 J.U u.0 lJ.05c 0.026 
0.33 7.UU 3.86 0.365+0.33Y J.058 0.0 u.0 0.045 1U.022 

0.048 
0.026 
D.UZG 
0.027 

Lt.394 -o.ooG+o.281 
0.034+o.oY8 

0.122 
0.022 
3.038 
0.031 

11.489+0.170 
U.173+U.U~2 
U.U2J+U.103 
0.242'0.049 
0.217,U.UGZ 
0.307c0.092 
u.Ub9+0.153 
U.U62+U.188 

u.120 
0.128 
o.u9u 
O.U62 
0.112 
0.1145 
~I.046 

-0.14'3:0.136 
0.061:0.079 
0.133+u.o9a 
0.282+0.156 

-0.b00+0.263 
-3.309~0.31G 

U.233 
'5.075 
0.072 
u.343 
0.053 
0.077 
0.134 
3.076 

4.40 2.00 1.97 0.140,0.085 0.109 'J.0 u.uLis J.U38 0.047 3.023 u.236+0.077 0.156 0.093+0.125 0.119B 
U.4U 3.00 2.32 O.U76+0.054 0.064 0.U U.048 0.027 0.028 0.1119 0.137'+0.044 0.U83 U.o55+0.073 3.047 
0.40 4.00 2.62 0.193+0.071 0.071 0.0 o.u53 0.029 0.031 II.021 0.195+o.u54 0.087 -o.uoo+o.o88 O.lI49 
0.40 5.00 2.8d U.lUb~U.064 0.054 U.U"Z cl.037 a.024 0.024 O.OlY u.lG9+0.055 U.UbS 0.060,0.090 0.035 
8.40 G.OU 3.14 O.OllrO.U58 0.047 u.uo5 0.034 LI.018 0.021 0.017 u.143+0.049 0.066 0.140+0.085 0.040 
O.hU 7.uu 3.37 u.04u+0.091 U.U48 9.032 3: 0.024 O.UZU 0.01; 3.lburO.U75 U.047 3.131+0.127 O.U45 
U.40 8.JU 3.59 0.16E~0.104 0 . U52 0.033 0.028 0.022 0.019 o.151,!J.U74 0.046 0.015+0.127 0.041 
0.4u 9.00 3.79 0.178+0.208 U.046 0.0 0.0 0.03b u.020 0.019 O.llU~U.147 0.044 -0.065+0.248 0.011 

0.50 3.00 1.97 o.u74+U.Obo 0.073 d.0 0.057 0.029 0.032 0.014 3.125rO.USU il.094 3.042'0.083 3.057 
u.5u 4.00 2.21 U.lYO,O.O74 U.067 0.0 il.U48 0.332 0.031 0.015 0.18l~U.US6 U.U83 u.uo2+0.096 0.047 
J.SU 5.JU 2.42 10.183+U.O7j J.USG 0.006 3.037 0.027 i).O28 U.015 0.243kU.U64 0.068 O.Odl,O.lOG il.041 
iJ.50 6.00 2.62 U.U85+U.Ub2 0.047 0.001 U.U32 0.022 3.024 0.012 0.209+0.055 U.OtiG u.125+0.091 0.040 
U.5U 7.UU 2.81 U.08br0.067 0.048 3.018 u.031 U.JlLl 0.023 0.013 U.17b~O.055 3.064 U.O94'U.O92 0.039 
0.5u 8.00 2.98 0.040+0.087 0.032 9.007 0.0 0.019 0.1121 0.012 5.243g.u81 0.040 0.201+0.134 0.048 
u.50 lU.UU 3.3U 0.217+U.130 0.052 0.032 11.0 0.032 5.022 ~I.013 U.l38~U.U86 !J.D44 -0.013~0.158 0.023 
0.5u 12.uo 3.5Y 0.184+0.150 0.040 11.0 0.u 0.031 6.023 0.013 U.17U~O.llJ U.J4U u.0u4+0.194 o.033 

U.bU 5.30 2.U5 0.231+O.lUO 0.058 0.026 ",A;; 0.031 0.031 iJ.Oll o.usa~o.ubi u.04G -0.176+0.104 0.042 
3.60 6.UU 2.21 3.240r0.083 U.057 O."U)1 

u:o37 
3.026 3.03d 3.012 0.106~u.u55 0.052 -0.134r0.094 U.036 

O.bU 7.uu 2.3b 0.U9l~U.061 0.0511 u.uus 0.018 o.uzs 0.011) 0.110,0.04~ O.Ubl o.u2o+u.o82 U.03E 
0.60 8.00 2.49 0.149+O.U88 I).~33 U.UUG 0.U 0.020 0.024 U.009 0.163,0.072 U.035 0.032+0.114 0.044 
5.bU lU.iJU 2.75 O.lOY+U.O81 0.028 0.003 U.0 0.01~ 0.025 U.008 u.119+u.u7u u.029 0.017+0.107 Il.046 
U.bU 12.00 2.98 0.001~0.12u 0.030 0.u 0.0 u.022 O.UlQ 0.007 0.120~0.1u9 u.r134 0.127+0.171 0.052 
O.bU 14.00 3.20 u.u34+0.11G a.030 u.0 0.0 u.020 U.UZl 0.007 u.u53+u.uY9 0.u29 0.024+0.155 0.038 

U.b7 6.UO 1.97 U.23S+U.130 0.047 0.001 U.013 O.U23 tJ.U34 O.OflY O.Ub3zU.U82 0.037 -0.14n~u.146 3.054 
U.b7 7.uu 2.UY 0.182~0.081 U.U52 0.001 0.037 0.1120 0.030 0.00s u.U84~0.058 J.047 -0.07G~0.101 0.035 
U.b7 D.UU 2.21 0.244+O.U93 O.U46 u.031 u.u u.020 u.029 0.007 u.U35+0.058 0.032 -U.LO!l+0.097 o.u45 
U.b7 lO.UO 2.42 0.107'0.088 0.0317 0.306 U.U U.Ull 0.026 U.UU8 U.OSZ+U.U71 0.028 -0.030+u.110 3.040 
3.67 lL.UU 2.62 -U.UlbrO.OYl O.U35 J.U23 U.0 O.UiG i1.02U 0.005 U.U73~U.O80 0.035 0.087+0.126 0.014 
J.b7 14.00 2.81 0.058+U.111 0.529 0.U 0.0 0.017 0.022 0.005 ~.17b~U.lfl3 5.032 0.114r0.158 u.051 
0.67 16.00 2.98 U.351dl.284 O.U3b U.0 0.0 0.002 u.036 0.~07 -u.uO5+0.168 3.U2L -0.315~fl.263 U.J85 

0.75 8.uu 1.88 u.2l5:U.l87 u.043 0.002 0.0 0.008 7.042 3.UOG 0.37S~U.lLl8 0.053 0.211+0.338 0.135 
0.75 9.00 1.97 u.165+u.108 u.033 O.UUL 0.0 o.uu3 0.1133 u.305 U.LL+U.OSu 0.031 -0.021+0.147 O.US7 
0.75 lU.OU 2.05 o.189'0.1U8 0.033 U.UO7 0.0 U.Ul5 0.028 0.005 0.071+U.u77 U.1130 -3.112,0.130 U.044 
0.75 12.uo 2.21 0.108+u.103 u.035 lJ.Ol‘J J.U a.015 3.024 u.004 0.098+u.u8u d.U33 0.0117+0.133 O.UlG 
u.75 14.OU 2.3b O.lUU+U.115 U.028 0.U 0.0 u.016 0.023 0.004 0.153~U.lUl u.usu 0.052,0.155 0.054 
0.75 lb.OU 2.49 0.132+0.114 0.028 U.0 0.U u.010 J.UZG 0.004 0.267+U.lU7 U.032 u.i2a+0.icu 3.057 

U.8U 12.OU 1.117 0.022+0.138 0.026 0.008 0.u O.OU9 0.023 0.003 5.152,U.127 0.03U U.140+0.210 0.035 
U.8U 14.00 2.UY 0.077+0.13Y 0.027 U.0 0.0 0.003 0.025 0.0113 0.u30+lJ.109 O.ULS -U.llb4+0.1GG 0.042 
J.80 It.00 2.21 0.142+u.124 0.028 u.u 3.0 J.UUS 0.028 U.:l'J3 0.1G5+0.104 u.oza -U.U14+U.lGO 3.1143 

2722C26 



- 16 - 

which we find to be consistent with our overall results, then Rn = Rd and 

Rn=R 0 R 
P 

In this manner we can compare 
P’ 

Rd> and Rn, independent of the 

assumptions about Rn needed to calculate on from od and op in the impulse ap- 

proximation, 

At each of the 75 kinematic points (v ,Q2), the quantity 6 was extracted as 

one of the two parameters of a least square fit of the form of Eq, (III. 2) to in- 

terpolated values of a /o versus E’. 
d P 

The interpolations program was almost 

identical to the one used to interpolate Z:, At each (v ,Q2) point, the value of 

Rp in E’ = e/(1 + eRp) was taken to be that listed in Table 1. Values of 6 and 

its random error from these fits are reproduced in Table 1 along with esti- 

mates of the total systematic uncertainty A6. One contribution to this uncer- 

tainty arose from the ambiguity in the appropriate choice of Rp used to calcu- 

late E’ and ranged from 0.0 to 0.20 in 6. Another uncertainty arose from the 

uncertainty of 1.3% in the ratio of deuteron to proton normalization factors 

d /p AB NAB and ranged from 0.01 to 0,12 in 6. A third uncertainty in ~5 arose 

from taking the normalization factor NiC to be equal to N!&, which had been 

calculated by a comparison of elastic e-p cross sections; this uncertainty 

ranged from 0,02 to 0.23 in 6. The quadratic sum of these three uncertainties 

is presented as A6 in Table 1. In general, the systematic uncertainty in 6 is 

much smaller than the random error. 

The result 6 = 0 is consistent with all the data listed in Table 1. Values of 

6 are typically less than one standard deviation, and in only two instances more 

than two standard deviations, different from zero. Weighted averages of 6 for 

each of the 11 values of x are presented in Figure 8 along with their statistical 

errors. Systematic uncertainties in these averages range from 0.03 to 0.08 

and are largest in the range 0.15 < x < 0.33. No statistic ally significant - - 
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deviation from zero can be seen anywhere in these data. When the normaliza- 

d tion factor NAC was taken to be unity instead of 1.019, the average values of 6 

in the range 0.10 < x < 0.50 were all within one standard deviation of zero. - - 

The average value of 6 over the full x-Q2 array, 5 = 0.031 rt 0.015, has a total 

systematic uncertainty of AZ = 0.036 and is consistent with zero. If 6 is cal- 

culated using only cross sections from experiments A and B, its average over 

the restricted x-Q2 array is 8 = -0.001 f 0.022. The only hint of some nonzero 

behavior of 6 occurs for W 5 2.5 GeV and x ) 0.60, where Rd is consistently 

smaller than R 
PO 

Although the effect is not statistically significant, on the two 

standard deviation level, this behavior is consistent with a vanishing l5 Rn at 

low W. Present estimates of the off-mass-shell corrections to the deuteron 

smearing ratios 11,13,16 are much smaller than the errors in R d and cannot 

explain this effect. Except for this possible difference at low W, we conclude 

thatRd=R , 
P 

and hence that Rn = Rp, over the full range of the x-Q2 array. 

Kinematic Variation of R 
B* P 

The behavior of Rp in the Bjorken limit is an important test of constituent 

models17’ ‘* of nucleon structure. In conventional field theories with only 

spin-& charged constituents , Rp should vanish as l/Q2 in the Bjorken limit. 18,19 

More recently, field the,ories with asymptotic freedom 20’21 predict that R 
P 

should vanish as l/log Q2. In both cases, the presence of charged spin-0 con- 

stituents would be reflected in a nonvanishing contribution 22 to R 
P’ 

The kine- 

matic variation of Rp was, however, difficult to ascertain because of large sta- 

tistical errors and systematic uncertainties in the present data. Consequently, 

two approaches to the study of the kinematic variation of Rp were used. In the 

first approach, universal fits were made to the entire body of data for Rp listed 
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in Table 1. In the second approach, individual fits to Rp were attempted at 

each of the 11 values of x at which this quantity was available. The interpreta- 

tion of these fits is discussed in this section. 

The results of four least square fits to all the data for Rp are presented in 

Table 2. Systematic uncertainties in the fit parameters arising from the five 

uncertainties in Rp were added in quadrature to produce the numbers listed 

under A in Table 2. When only the Rp data for W > 2.0 GeV were used in these - 

fits, the best fit parameters shifted by less than one standard deviation. 

TABLE 2 
Universal fits to R . The best-fit parameters for each fit 
function are listed%long with the total x 2 of the fit (75 data 
points). The quantity A represents the systematic uncer- 

tainty in each parameter. 

Fit Function Best-fit Parameter 

R =c 
P 

2 
Rp =gtd$ 

V 

g(x) =c +A 
X2 

R = CQ2 
p (Q2td2f 

Rp= ’ 
Q2 l+d In- 
M” 

* in units of GeV2 

c = 0.138 zk 0.011 

c =0.392 f 0.100 0.152 
d = 0.073 f 0.012 0.041 

c = 0.861 f 0.202” 

d2 = 6.988 f 0.388” 

c = 0.294 f 0,063 0.165 
d = 0.808 rt 0.358 0.237 

A 

0.056 

2 
X 

71 

63 

58 

In addition to the fits listed in Table 2, fits of the forms Rp = cQ”, 

Rp = ~Q~(1-x)~) Rp = Q2/v 2, Rp = cQ2/v2 were attempted. These functions 
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provided very poor fits to the data, and are consequently not listed. Except at 

low x 5 0.2, the data for Rp are’inconsistent with a linear rise in Q2, as re- 

quired by simple vector dominance models 23 of inelastic e-N scattering. A 

constant value still fits the Rp data quite well. The best-fit value R = 0.138 is 
P 

consis tent with the values R 

earlier measurements3’ 7 ’ 

= 0.16 f 0,lO and Rp = 0.18 f 0.10 reported in 

of this quantity over different kinematic ranges. The 

strict Callan-Cross relation R p = Q2/v 2 fits the data very poorly, and the form 

Rp =cQ2/v2 is only marginally better. However, a more general spin-i pre- 

diction R p = g(x)Q2/v2 provides an excellent representation of the Rp data. 

Such a deviation from simple Q2/v 2 behavior at large w has been predicted 

from Regge arguments 22 in the framework of light-cone algebras, 19 and de- 

duced24 from p-electroproduction data. 25 The fit function 26 Rp = cQ2/(Q2+d2)2 

insures that R - 0 as Q2 
P 

- 0, as required by gauge invariance, and vanishes 

as l/Q2 in the Bjorken limit. It provides excellent fits to the data. A similar2’ 

Rp = cQ2/(Q2+d2), that vanishes as Q2 -0 and approaches a nonzero constant in 

2 the Bjorken limit, fits the proton data with equally good x . However, the best 

fit value of d2 is negative, producing a singularity in Rp at Q2 = -d2, and the fit 

is not included in the table. The final fit is derived from R cY2 = with 
M2 -1 

( i 

’ ln (Q2/P2 i 
d=lnT and c = 02d, and is necessarily singular at Q2 = p2 = 0.255 GeV2. 

P 
This function fits the data equally as well as R 

P 
= cQ~/(Q~,~~)~, and the present 

data cannot distinguish between a l/Q2 and l/log Q2 behavior of Rp in the 

Bjorken limit. Although these two functional forms fit the data better than the 

constant fit, we cannot rule out a nonvanishing contribution to R 
P’ 

at least not 

on the basis of the universal fits to all the present data, For a sample of data 

restricted to x 2 0.25, the constant, the l/Q2, and the l/log Q2 functions fit Rp 

equally well, 
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The x-Q2 array facilitated a study of the Q2-dependence of Rp for fixed 

values of x in the range 0.1 < x < 0.8. This approach allowed unbiased tests of - - 

functional forms that would have had difficulty modeling any overall x-dependence 

of R 
P0 

It consequently allowed more detailed tests of the behavior of Rp in the 

Bjorken limit. The data for Rp are plotted versus Q2 in Figure 9 for the 11 

fixed values of x available; the corresponding data for Rd are also plotted for a- 
comparison. The three curves plotted at each x in these figures represent the 

best fits of the functional forms R = c(x), R = (r2(x)/log(Q2/P2), and R = 

c (x)Q2/ (Q2+d2 J2, corresponding to three of the universal fits reported in 

Table 2. The two parameters p2 and d2 were set equal to the corresponding 

parameters of the universal fits in Table 2, The total x2 for the 11 fixed-x fits 

to Rp (64 degrees of freedom) was 55 for thefconstant fit, 51 for the modified 

l/Q2 fit, and 4’7 for the l/log Q2 fit. Fixed-x fits of other functional forms not 

shown in these figures were also attempted. In particular, a form R = c (x)/Q2 

fits the Rp data well for x 5 0.25, but has less than 20% confidence for x < 0.2. - 

The form I$= c(x)Q2 is consistent with the data for x < 0.2, but is a very poor 

fit at higher x. Over the full range of x, it is difficult to distinguish, on the 

basis of x2, among the three functional forms plotted. The relatively larger 

values of x2 obtained in the constant universal fit; can be seen as the result of 

a slow variation of Rp with x, which varies from about 0.3 at low values of x to 

about 0.1 at the high values of x reported. On the other hand, the success of 

the universal l/log Q2 fit can be attributed to the fact that it (perhaps fortu:? 

itously) models this x-variation of Rp quite well. The modified l/Q2 universal 

fit also models the low-x, low-Q2 behavior of Rp fairly well and provides al- 

most as good a fit as l/log Q2 to all the data. In summary, the present data 

for Rp are consistent with either a constant, a l/Q2, or a l/log Q2 dependence 
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in the Bjorken limit. The present errors on Rp do not allow us to distinguish 

among these three functional forms ,, 

The x-Q2 array also facilitated a study of the kinematic variation of ZJR 
P 

for fixed values of x. Light-cone algebras with only spin-i charged constituents 

predict 18,19 that v Rp should scale, i.e. , vRp(x,Q2) = a(x). If there are 

charged spin-0 partons in the proton, 22 then vRp(x,Q2) = a(x) + vb(x), where 

b(x) is the ratio of spin-0 to spin-* contributions to v W;, in the limit of,large 

Q2* Other non-spin-i contributions 24 to VW; would result in a nonzero value 

of b(x), which would also be expected in asymptotically free field theories. 21 

In Fig. 10, vR~ is plotted versus Q2 for fixed values of x between 0.1 and 0.8. 

The solid lines represent least-square fits of the form vRp = a + bv 

bQ2. =a+2Mx Best fit values of b(x) and its random errors are presented in 

Table 3 for the eleven values of x studied. The five contributions to the 

TABLE 3 

Best-fit parameters b and their random errors and 
systematic uncertainties from least-square fits of 

the form vRp =a + bv. 

X b Ab 

0.10 0.679 f 0.330 0.130 

0.15 0.278 f 0.166 0.111 

0.20 0.118 f 0.090 0.058 

0.25 0.014 f 0.084 0.033 

0.33 0.003 f 0.098 0.030 
0.40 0.055 f 0.066 0.032 

0,50 0.123 * 0.075 0.034 

0.60 - 0.087 f 0.123 0.036 

0.67 - 0.111 f 0.148 0.049 

0.75 0.009 f 0.221 0.031 

0.80 0.496 * 0.642 0.049 
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systematic uncertainty in R also give uncertainties in the parameter b. The 
P 

quadratic sum of the five such uncertainties is reported in Table 3 as Ab, the 

systematic uncertainty in b. When the above fits were restricted to 

W 2 2.0 GeV, the best-fit parameters shifted by less than one standard devia- 

tion, except at x = 0.5, where b shifted from 0.123 * 0.075 to 0.023 f 0.114. 

When fits were made to the Rp data from the x-Q2 array restricted to experi- 

ments A and B, the results for b agreed with those of Table 3 within their ran- 

dom errors. For 0.25 < x < 0.80, b is small and consistent with zero, within - - 

the random errors quoted. The average value of b over this range of x is 

6 = 0.035 f 0. 036, with an estimated systematic uncertainty of 0.033. The 

present results are consistent with scaling of vRp in this range, indicative of 

purely spin-9 constituents, in a parton model of the proton. However, they are 

also consistent with about a 10% spin-0 contribution to VW!, which would lead 

to a nonvanishing value of Rp in the Bjorken limit. 22 Asymptotically free field 

theories2’ are also consistent with these results, as they predict 21 a small in- 

crement above exact scaling behavior for vR D 
P 

Large values of b are encoun- 

tered for x 5 0.2, but a considerable portion of the data at these values of x is 

for Q2 12.0 GeV2, and the observed slope in vRp may represent only the low- 

Q2 turnon of VW;. In conclusion, the present data for vRp are consistent 

with scaling, but the data are not accurate enough to rule out about a 100/o devia- 

tion from exact scaling. 

C. Separation of the Structure Functions 

At each kinematic point’ of the x-Q2 array, the quantities 2MWl and vW2 

were derived from c L and crT according to Eq. (I. 3). The separated values of 

Fl(x,Q2) =2MWl(x,Q2) and F2(x,Q2) = vW2(x,Q2) are reported in Table 4, 
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along with the random errors and relative systematic uncertainties in these 

quantities o Plots of Fl(x,Q2) and F2(x,Q2) versus Q2 for selected fixed values 

of x are presented in Figs. 11 and 12 for both the proton and deuteron. The 

random-errors in Fl and F2 were computed from the error matrix of the least- 

square fit to .Z, and therefore include a contribution from the random error in 

R at each point. As most of our cross section data were measured at values of 

E between 0.6 and 0,9, this contribution is, in general, much larger for FI 

(corresponding to E = 0) than for F2 (corresponding to E = 1). The relative un- 

certainties, which arise from the uncertainties in the normalization factors and 

from the relative cross section uncertainties mentioned earlier, are those 

which can affect the Q’-dependence of Fl and F2., They were estimated in a 

manner similar to that used to estimate the uncertainties in R, and were added 

in quadrature to produce the numbers listed under A in Table 4. The relative 

uncertainty arising from the uncertainty in the radiative corrections ranged 

from 2% to 10% in Fl and from 1.5% to 2% in F2. Overall normalization un- 

certainties in Fl and F2 are estimated to be 3.4% for the proton structure func- 

tions and 3.6% for the deuteron. 

D. Tests of Structure Function Scaling 

In the ranges of v and Q2 available from the present experiments, tests of 

structure function scaling are dependent upon the choice of scaling variable. 

Bjorken’s original hypothesis 28 was that 2MWl(v ,Q2) and vW2(v ,Q2) would 

scale in the variable w = 2Mv/Q2 (i. e, , become functions only of w) in the limit 

v -w Q2 --L 00, with v/Q2 held fixed. Within the experimental errors, the 

early data’ for VW; were consistent with scaling in w for Q2 > 1 GeV2 and - 

W ~2.6 GeV. Other scaling variables, all of which approach w as Q2 - to, 
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TABLE 4 

Separated values of F, = 2M3V, and F, = VW, for the proton and deuteron, 
with random er’rors ; and’relativ”e sy s te&matic un .certainties A. 

VW; A 

0.31UO+U.OU86 O.OU88 
u.3291~0.0095 u.0092 
0.3381~0.0093 0.0095 
0.3598+J.U172 O.UUJY 
u.42Y5+0.0737 0.0193 

Q2 2Mw; A ZMW’: A VW", A 

2.7320~0.2435 i).ZlG2 
2.5293+0.2333 il.2083 
Z.b57b+U.1363 0.2238 
2.539il~U.2401 U.2242 
2.3170+o.E.479 U.2b83 

l.i898+U.l6El d.15C5 
1.35Ol'O.l3Y5 0.1574 
2.1034+0.13bY u.1514 
1.809O,U.U937 0.1404 
1.7387+U.l54G 0.1513 
1.62Ol+u.l3O3 0.1502 
1.3233+0.2?52 0.1548 

2.9340+0.2830 
3.1496+0.1921 
3.2u92+0.2393 
2.3493+0.2033 
3.uYlZ+O.2153 
3.5OuG+u.2277 
3.4415zu.2787 

1.5845+0.1287 0.1575 
1.4bBL+O.1173 0.1416 
1.2762+U.1070 0.1205 
1.4645~0.37lU U.1929 
1.6122+U.O77b 0.1Ub7 
1.5177~0.0948 O.1086 
1.4257+0.1150 O.lU3b 
1.4912~0.09G7 U.lJ21 

5.3689tO.3524 0.4173 o.5808~U.u126 
5.325X+0.4115 0.4067 U.612U,O.O154 
5.0837LO.3422 0.4125 0.6402,0.0145 
5.148610.3443 0.4315 O.G441+0.0248 
5.200b+u.9577 U.5bGO 0.6649,0.1090 

0.29uo o.G032+u.OoY3 
0.2917 O.bl18~u.0103 
0.2555 0.621b+0.0101 
0.2427 0.6453+0.0132 
0.2792 U.bG13+J.U223 
0.2943 U.64U7CU.U336 
U.2923 U.GG49+0.0357 

U.02Oti 
O.OZU5 
0.0215 
o.0225 
0.0451 

0.0098 
0.0101 
0.303b 
O.UlO2 
0.0143 
O.UllifJ 
u.0147 

11.0217 
0.023u 
0. U21Y 
0.0236 
u.033u 
0.0345 
0.036Y 

O.uU83 2.7658+0.1911 U.3209 U.572U~U.0073 O.UlY7 
0.2822 U.5880~0.0085 o.0213 
J.235G O.GOOU+U.O076 O.U212 
0.1784 U.GO76+0.0077 o.u205 
0.1873 o.5386+U.UlU8 u.o221 
U.1996 u.6113cu.0163 O.0277 
U.19UU U.63b7+O.U23G 0.03113 
U.1844 O.b385+0.0218 0.0312 

0.25 1.00 1.5798+0.1275 U.1642 
0.25 1.25 1.3236+0.12OU 0.1333 
0.25 1.5U l.lla3+U.o962 0.1162 
0.25 2.00 1.1714+U.Utib2 ~I.0858 
U.25 2.50 1.1623+0.0920 0.0872 
0.25 3.uo l.lG88+0.OGl2 3.0787 
0.25 4.uu 1.1873+0.0792 O.U72U 
0.25 5.00 1.24O2+0.0653 U.U71G 

U.UOY7 2.5827fo.1845 
U.uOY8 2.2135+0.1557 
0.0033 2.4341'+0.1128 
O.UUY8 2.5299+U.l4ti6 
u.u124 2.5064+0.1276 
O.Ul32 2.2b03+0.1571 
0.0130 2.236510.1345 

0;OU88 
0.0088 
o.uo37 
o;uoYs 
U.UlOO 

1.1854+u.la32 0.3399 0.0186 
2.1653i0.16b2 

3.55OY+U.U066 
0.2872 0.55OU'u.UUb7 u.0191 

1.85Gl'+U.1320 0.2364 u.5575'0.0058 U.0189 
1.8545+0.0985 0.1508 0.5b23+0.0063 0.0184 
1.8625+0.1642 U.lb33 U.5G34+u.o1uo 0.0206 
1.9217'0.0848 0.1339 u.5559+u.o113 O.O?O'I 
l.Y741'U.l03U 0.1325 J.5493+o.u176 u.0223 
2.0184+0.0838 0.1273 J.5295~0.0142 !I.(1236 

U.748U*O.1035 0.1133 
0.833YrU.0505 O.OG77 
U.8863LU.0734 3 0749 
0.8064~U.0316 d:u467 
0.844J+O.U331 O.U44Y 
U.8084LU.0452 O.U435 
0.5838+U.O705 0.0312 
0.6487+0.0857 0.0323 

U.ZJlG+O.OU38 U.UO7‘J 
0.2794+0.0033 0.0071 
0.2756+u.u043 u.uo7ti 
0.2799+o.ou3Y u.uo7u 
0.2b74+0.0057 0.0072 
U.Z6OO+J.UORu 0.0078 
u.3114+o.u243 0.0069 
0.27J5+cl.O336 0.0063 

U.d327+0.04G4 0.0578 

0.2470 U.4827+U.U053 O.OlG3 
0.1277 O.4b7b+O.O04G J.O14G 
0.1451 U.4553,U.U062 0.0157 
U.0777 U.432~+0.0051 3.0145 
0.0733 0.4534+O.uOaO 0.014C 
0.0750 u.4590+U.ulUb 0.01114 
O.OGU3 u.4201+0.0301 U.OO!lZ 
U.O588 u.4124,O.u401 0 . 0 u 9 4 

0.034220.0L50 0.035ti 
0.5570+0.0252 0.03u9 
U.5683+0.0223 0.!)272 
0.573l~U.0226 0.0259 
U.543U+O.O28U 0.0236 
tl.4382+O.U261 0.0218 
0.4746+0.u401 0.0205 

u.24b4+0.0028 0.0062 
0.23U3,U.J032 o.uo55 
U.2331_tU.OU41 IU.oO57 
U.225Y+O.OU4J o.ou54 
O.211G~U.UU44 0.0052 
S.20~1+0.00?32 0.0056 
0.217fl+fl.OU88 o.0058 
0.2104,O.u202 O.UO48 

1.0314~J.0573 
0.9751'+O.U29Y 
O.B831+U.U302 
0.856~'0.0277 
u;X422~0.5257 
O.8108~0.11314 
0.7907fO.U2YU 

0 3248 
o:olaz 

0.0594 U.3732z0.0042 
o.u510 u.3700'+0.0054 
0.0433 U.JblU+O.OOb2 
0.0421 iJ.3521rO.Oo54 
0.0358 U.35Ol,O.OOY8 
0.0343 0.3399+0.0105 
o.u335 0.328Yr0.0246 

u.0113 
U.0109 
0.0117 
0.0037 
D.llU9Y 
o.oil7LJ 
u.uu73 
0.007L 

0.0153 
Il.0136 
0.0135 
0.0115 
u.0112 
o.ou35 

0.1714+0.0021 0.034U U.616U'O.O228 o.u417 U.2b7Y+u.U028 u.0075 
O.lb77+J.Oo28 u.0337 0.528ti,O.O188 0.0302 0.2558+U.u038 0.0072 
0.1593+u.3329 n.ou33 0.4644cU.Ul83 0.023G 0.2454'+0.0036 U.OOSG 
J.1505+U.O027 u.uu33 0.451G+u.U15G 0.0217 U.236O,O.U034 O.OOGU 
u.1453+o.u029 0.0031 0.4365+0.0150 0.0210 0.227Y+J.U333 u.0055 
o.1392~0.0047 o.Ull2b 0.408J:O.O17b U.Olb3 U.2285+O.UU56 o.uo42 
0.142Y+o.uu~7 U.OO3O 0.4063,U.O174 il.0163 u.2124,U.O075 u.uu45 
0.1379+0.0083 U.UO33 U.3623~O.0205 u.0143 U.2084+U.U104 0.0048 

5.00 0.1736+U.U114 0.0082 U.lU23+0.0018 u.0020 u.ZYOZ~O.Ul30 
6.00 0.1601rO.OO85 0.0072 O.U983+U.U018 0.0020 U.2542,O.OOY4 
7.oo J.l624+0.007U O.JObG 0.u900~0.0015 o.uo20 0.2338+0.007X 
8.00 3.1484+0.0081 u.uu55 u.UBE4+J.U022 0.0017 0.2142+o.u093 

lU.UO 0.137U,U.U068 O.OU47 u.uBuzl~o.uo21 0.0011> 0.1994,O.UU83 
12.00 U.1335+U.O081 U.0045 U.U72b'U.U04b O.OOlti u.1882+o.Ou97 
14.00 0.1252~u.UO72 0.0042 u.U712+O.U041 0.0016 0.1607,U.U088 

0.0028 
0.003u 
u.uo33 
U.3024 
0.0022 
0.0024 
o.uu22 

U.67 6.00 0.09Y7+O.U085 0.0042 
0.67 7.00 0.0Y37+0.0051 0.0039 
0.67 8.UO U.U851'U.O048 o.uu31 
0.67 lO.UO O.U813+O.U044 0.0028 
0.67 12.ou 0.0784'0.0043 u.onzY 
0.67 14.uo O.Ob99+3.0040 0.0022 
0.67 lG.OU u.u573'+0.0074 U.JU18 

O.uG53+U.0014 u.uu12 u.1b51+0.0099 O.OOG5 O.O~ZY+O.O018 u.on17 
u.UbO4+U.U011 o.no12 U.l4bY~~.UO60 0.0054 U.U8b8'u.tiO13 O.OOlii 
0.0537+u.0013 u.0013 U.13Y2+0.0054 0 OlJ4G U.UBU4+O.U015 

J.ll82+O.OU52 0:0039 
U.OO15 

J.u51Y+0.0015 J.0009 u.u737,u.o017 0.0013 
u.0455,0.001Y U.0008 O.lU6Y~O.0050 o.uo37 0.0677+o.O021 u.0012 
0.0444+0.0022 O.UOfl!I U.UY6O+U.O048 u.oo3u U.U677+0.0027 u.uu14 
u.0470,0.0039 O.UUlO iJ.O980+0.009U U.UUZJ J.U592+0.0047 U.UOlL 

U.0016 u.o3uu+u.uu1o O.OOOG 5.0537+0.0064 3.uu22 U.U445rU.0012 U.Cl108 
O.UOIJ o.u27Y,u.uoflG o.ouo5 0.0580+0.0034 O.OOlY U.0400'0.0008 u.ouu7 
5.0012 U.fl267+U.UU08 0.0005 0.0550+u.u02a O.UO18 u.o36Y+u.uou9 0.0006 
u.0012 0.0237+u.u009 3.0004 u.:)48O+U.U023 O.UUlC u.u339+0.uu09 0.0006 
O.OOOY 0.0213+0.U010 0.0004 u.u415+o.O022 0.0012 0.u314+3.0012 o.uOoG 
0.0008 J.ulY9+u.tJuUY u.oou4 U.U3G1+5.001~ 0.0011 0.!J305'0.0011 0.0006 

0.0006 J.0133'0.0u0G o.oflo2 U.U263+u.J020 0. (1006 O.U204+u.O007 d.0003 
u.uuo5 u.u125+J.OOOG 0.0002 J.0252+3.0016 0.0007 U.O179+U.OOOE o.uoo3 

x 

U.lU 
U.lU 
0. IU 
U.lU 
0.10 

d.15 
0.15 

1.011 
1.25 
1.50 
2.00 
2.53 

l.UO 
1.25 
1.50 
2.00 
2.50 
3.uu 
3.50 

0.15 
0.15 
u.15 
5.15 
5.15 

0.2u 
u.2u 
0.20 
3.20 
0.20 
iJ.20 
0.2u 
u.20 

1.00 
1.25 
1.50 
2.00 
2.50 
3.uo 
3.50 
4.uo 

0.33 1.50 
u.33 2.00 
0.33 2.50 
0.33 3.00 
0.33 4.00 
0.33 5.00 
0.33 6.00 
0.33 7.00 

0.40 
0.40 
0.40 
U.4U 
0.4lJ 
0.40 
u.4u 
0.4u 

11.50 
u.5v 
u.5u 
0.50 
0.50 
0.511 
0.5u 
u.50 

2.uo 
3.00 
4.oo 
5.uu 
b.UO 
7.00 
B.llU 
9.00 

3.00 0.4129,O.OlY4 
4.00 0.343Y~O.UlG7 
5.00 u.3106+0.0164 
G.00 0.3181+0.0134 
7.00 0.3014'0.0136 
8.00 5.2974+0.0159 

10.00 J.2555+u.UlGO 
12.00 U.25Ul+U.0173 

8.UU 
9.00 

lU.00 
12.50 
14.00 
lG.00 

O.0411+0.u051 
0.038YrO.UO28 
0 035920 OU24 
U:U332+3:002o 
U.U2Y4'u.rJOl8 
U.OZG4r0.0016 

12.00 
14.uu 

0.60 
0.60 
0.60 
U.GO 
O.bU 
O.bO 
0.60 

0.75 
0.75 
0.75 
0.75 
u.75 
u.75 

0.80 
0.80 
0.80 16.00 U.O145'+u.UUlU o.uoo4 0.0116+0.u005 u.uuo2 u.u212+u.0012 u.uootJ O.ul73+U.UOOG O.UUO3 

2722C25 



-25 - 

have been proposed, and must be considered on an equal footing with w at 

present values of Q2. In the earlier inelastic e-p measurements, 7 use of the 

scaling variable 0’ = w + Mz/Q2 = 1 + W2/Q2 extended the range of W for which 

scaling of YW~ was valid down to W = 1.8 C&V. The variable later gained some 

theoretical justification on the basis of finite energy sum rules 29 and dimen- 

sional considerations o 30 The variable WL = M/((Q2+v 2)3-v ) has been sug- 

ges ted 31 as the scaling variable appropriate to light-cone algebras. Use of a 

phenomenological scaling variable 32 ww = 2Mv + a2 

Q2 + b2 
(where a2 and b2 are fit 

parameters) extends scaling down to the photoproduction limit Q2 = 0. The 

scaling variable w = w + Mf/Q2, 
S 

where Iv$ = 1.42 CeVT has been used 33 to fit 

recent data for 2MWy measured at scattering angles of 50 and 60 degrees with 

the SLAC 1.6 GeV Spectrometer. For the sake of brevity, we confine our- 

selves to tests of scaling in the two scaling variables w and w10 Previous 

scaling tests 4,12 based upon portions of the present experimental data are con- 

sistent with the present results, However, the statistical accuracy is’ much 

improved in the present work, permitting much more definitive tests of s truc- 

ture function scaling. 

The two independent structure functions Fl = 2MWl (x, Q2) and F2 = 

vW2(x,Q2) as given in Table 4 were used in the present scaling tests., Evidence 

of a decrease with Q2 for fixed x = l/w is readily apparent for both Fl and F2, 

at least for x 2 0.3. These separated data allowed tests of scaling of both 

structure functions, independent of any assumptions about the Q2-dependence of 

R. Only the results for the proton structure functions are presented in any de- 

tail, as they do not suffer from any of the uncertainties of deuteron smearing 

corrections , 11 and are fully understood at present. Only data for W > 2.0 GeV 

and Q2 > 2.0 GeV2 were used in these scaling tests. These restrictions insured 
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that our tests were influenced neither by the prominent electroproduction res- 

onances nor by the low-Q2 turnon 27 of VW20 

We tested scaling in the variables 5 = w and 5 =CLI’ by fitting functions of 

the form Fi(x,Q2) =fi(t)hi(Q2) to the data for Fl and F2” Here f,(t) = 

$Xpln(l-l/~)” and f2(t) = .Zp2n(l-l/[)n, where n ranges from 3 to ‘7. Three 

forms for hi(Q2) were tested: a constant hi(Q2) = l-for exact scaling; the 

scale-breaking form hi(Q2) = 1 - 2Q2/AF suggested by constituent models 
34 

wherein l/A2 is the parton “size”; and the propagator form 35’36 hi(Q2) = 

(1+Q2/A;)-2. Best fit values for AH and for the polynomial coefficients pin 

were obtained simultaneously by leas t-square fits. Our studies indicated that 

the results for A; and Ai were independent of the functional forms for f,(t) and 

f,(t). The fits provided a comparison of deviations from scaling of 2MWl and 

v W2; in particular, they permit unbiased tests of models 35 that predict a 

larger scaling violation for 2MWl than for vW2. 

The best-fit parameters l/At and l/A: of fits in the scaling variable 5 = w 

are presented in Table 5. Systematic uncertainties in these quantities arise 

from the same effects that led to the relative uncertainties in Fl and F2 listed 

in Table 4. These systematic uncertainties were added in quadrature and in- 

cluded in the errors quoted. For 5 = w, the two scale-breaking forms listed in 

TABLE 5 

Deviations from scaling in o 
of the form Fi(x,Q2) B 

from least-square fits 
=fi(w)hi(Q ) to the proton data only. 

x range 
hi(Q2) = 1 - 2Q2,‘A; 

1/g 

hi(Q2) = (1 + Q2/A;)-’ 

l/A; l/A; l/A; 

0.1 < x < 0.8 0.0144ztO. 0014 0.0141~000008 0.0225*0.0038 0.0204zIzO. 0017 - - 

0,3 < x < 0.8 0.0147*0.0013 0.0144~0.0008 0.0245*0.0040 0.0213&O. 0019 - - 
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Table 5 provided much better fits than the exact scaling form Fi(x,Q2) = fi(w). 

The x 2 for these scale-breaking fits was typically 1.2 - 1.6 per degree of 

freedom. Over the full range of x, the best-fit values for l/A: and l/A: were 

essentially the same for the proton, but were different by about 2 standard de- 

viations for the case of the deuteron. This difference may well have arisen 

from smearing effects 11,13 or resonance c ontributions l5 at low W, for l/AT 

and l/A: were equal within one standard deviation when the deuteron data were 

restricted to W 2 2.6 GeV. When the fitted data were restricted to x > 0.3, the 

best fit values of l/A: increased by less than one standard deviation. For this 

region of x, the coefficients for the scale-breaking form hi(Q2) = 1 - 2Q2/Af 

are in agreement with the values l/A; = 0.0162&O. 0024 and l/A: = 

0.0134&O, 0013 obtained earlier4 for 0.33 (x 5 0.67 using data from experi- 

ments A and C. The results for l/AT in the propagator scale-breaking form 

are also in agreement with the results of similar fits to recent data 33 for 

2MWy in the range 0.4 (x 5 0.9, where a value of l/At = 0.0233&O. 0008 was 

reported. For x < 0.3, both the separated proton and deuteron structure func- 

tions were all consistent with scaling in w, within two standard deviations. A 

comparison of these fits with the structure function data is presented in Fig. 13 , 

where ratios Fi(x,Q2)/fi(w) have been plotted versus Q2 at fixed x. The poly- 

nomial functions fi correspond to the structure function fits of the form 

Fi(x,Q2) = fi(w)(l-2Q2/Af) to all the data in the kinematic range W > 2 C&V, - 

Q2 > 2 CeV2, 0.1 5 x f 0.8, as listed in Table 5. The solid lines represent the 

best fits to these data of the linear scale breaking form. 

The best-fit parameters l/At and l/A: of fits to Fl and F2 using the 

scaling variable 5 = w’ are presented in Table 6. Systematic uncertainties in 

these quantities were estimated in the same manner as they were for 5 = w, and 
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TABLE 6 

Deviations from scaling in w1 
of the form Fi(x,Q2) = fi(wl)hi(Q 2 

from least-square fits 
) to the proton data only. 

x range 
hi(Q2) = 1 - 2Q2/A; 

l/A; 

hi(Q2) = (1 + Q2/A;)-2 

l/A; l/A; l/A; 

0.1 < x < 0.8 0.0044*0.0024 0.0054rtO. 0012 0.0047~0.0030 0.0059rtO. 0015 - - 

0.3 (x < 0.8 0.0052*0.0025 0.0055-10.0013 0.0059*0.0031 0.0061rtO. 0017 - 

are included in the errors quoted in Table 6. Except at x < 0.3, the two scale- 

breaking functions provided better fits to the data than the exact scaling form 

Fi(x,Q2) = fi(wl)” The x2 for the fits listed in Table 6 ranged from 0.7 to 1.1 

per degree of freedom; the two proton structure functions are consistent with 

scaling in w’ modified by either scale-breaking form, For the full range of x, 

the best-fit parameters l/AT and l/A; are equal for the proton, with errors; 

v WF is inconsistent with scaling in w’, while 2MWy is barely consistent, at the 

two standard deviation level. For this same range of x, VW: is consistent with 

scaling in w’, but 2MWt is not. For the range 0.3 < x ( 0.8, the coefficients 

for the linear scale-breaking form are consistent with the values l/AT = 

0.004SO. 0035 and l/A: = 0.0020~0.0018 reported earlier for 0.33 < x < 0.67 - - 

using data from experiments A and CP The results for l/At in the propagator 

form are also in agreement with the results of similar fits to the recent data for 

2MWT in the range 0.4 5 x 5 0.9, where a value of l/At = O.O0783tO,OOO6 was 

reported, 33 In the range 0.1 (x 2 0.3, no violation of scaling in w’ was ob- 

served. 

For the separated proton structure function data restricted to the kinematic 

region (W > 2. 0, Q2 > 2. 0, x > 0,3), the results of our scaling tests are - 
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unambiguous. Both structure functions are inconsistent with scaling in w, and 

VW; is inconsistent with scaling in WI. The strut ture function 2MWy shows a 

violation of. scaling in w’ that is equal to that exhibited by VW;, but the errors 

are larger and preclude a completely conclusive result. Over the range of Q2 

(2.0 5 Q2 ( 16.0 GeV2) studied in these tests, we see a 40% violation of scaling 

in w and a 15% violation of scaling in w’, for x > 0.3. For either scaling vari- 

able, no evidence is seen for different values of l/A: and l/A:, even when we 

restrict W > 2.6 GeV, and we conclude that they are equal, within the present 

errors. TheoriesS5 in which an anomalous magnetic moment of the nucleon 

constituents is invoked to explain the rise of R = c (e+e- -L hadrons)/a (e+e- - 

p+fl-) in electron-positron interactions 37 require that 2MWl should fall faster 

with Q2 than vW2. Such theories are apparently ruled out by the present pro- 

ton data. One can still obtain scaling of both proton structure functions in 
-2 some phenomenological scaling variable E = w + G2/Q2 with M M 1.5 GeV,2as 

has been done in recent studies 33 of 2MWy. For the range 0.1 < x < 0.3, the - - 

two proton structure functions are consistent with scaling in both w and w’. The 

lack of any significant Q2-dependence in this region, when combined with viola- 

tions of scaling for x 2 0.3, is consistent with field-theoretic models 38 of 

nucleon structure. 
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