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I. INTRODUCTION 

The study of the t dependence of the form factors in the semi-leptonic 

decays of the K meson provides unique information about the symmetry prop 

erties and the dynamics of the strong interactions. Thus, the field of K E3 

decays has become a popular testing ground for ideas such as current algebra, 

PCAC, chiral symmetry, and different analyticity and unitarity assumptions 

about the axial currents. In this paper we shall describe in detail a high sta- 

tistics measurement (1.6 million events) of the Dalitz plot in Kz - 7rn v decay, 

and compare the results with the predictions which follow from several diffe- 

rent theoretical ansxtze, as well as with previous form factor determinations 

based on Ke3 decay rate and Dalitz plot measurements, and K 
c13 

decay rate, 

Dalitz plot and muon polarization measurements, for both Kf and KL decays. 

This experiment was performed concurrently with the measurement of 

the charge asymmetry in KL - n*p’v decay, which has been described in the 

previous paper, hereinafter referred to as Paper I. (1) A brief description of 

this present experiment has also been published previously w. Minor improve - 

ments in the analysis have resulted in small changes in the results as pre- 

sented in this previous communication,, Our conclusions remain unchanged, 

however, and the present results represent the final analysis of this experiment. 

The reader is referred to Paper I, and to a previous report on the data acqui- 

sition system of the Stanford Linear Accelerator Center (SLAC) K” Spectro- 

meter(3) for a complete description of the experimental apparatus. 
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II. EXTRACTION AND PARAMETRIZATION OF THE FORM FACTORS 

We shall assume the validity of the current-current picture of the semi- 

leptonic strangeness changing weak interactions. The most general matrix 

element for Kj3 decay may then be written as : 

AZ = -& sin ec f+(t) @K+- P,) ’ ci -$” + y5) u v 

+ f-(t) @K - p,)’ ‘1 yp t1 + Y5) uv 

f mK f, Gf (1 + Y5> uV 

fT 
@It CT 

h - 
+3iiq - &P,) Uf “h (l+Y5)nv ) 

I 

where ec is the Cabibbo angle, f, and f are the vector form factors, and fS 

and fT are the scalar and tensor form factors respectively. Time rever- 

sal invariance insures that the form factors are relatively real, while local 

creation of the lepton pair requires that they be functions only of the square of 

the four-momentum transfer to the leptons t = (pK - pJ2 = rni + rnt - 2 PK’P, ’ 

The physical decay region is bounded by rnf < t < (mK-m$2. 

The density of events on the Dalitz plot is given by (4). . 
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d2 N( E;,E;) 
= 

G2sin2Sc 

dE: dE; 167t3 
lFA2 E; 

c IF212 mK (2 EQ*E* - mK E;) 
V 

+ 2ReFlFimlE: , 1 
where 

F1 =mf (f - f+) + “Kfs - ( E;-EC) fT’ 

mQ F2 =2f++ ,- “K fT” 

E; and E*, are the pion, lepton and neutrino energies respectively in the 

kaon center of mass, and 

2 2 2 
E;=E*,“‘“-E; zz “K+“YT - mf _ E* 

2mK IT * 

Fig. 1 shows the K 
P3 

Dalitz plot distributions for pure vector, scalar 

and tensor couplings. Similar distributions for Ke3 decay may be found in 

the review article by Chounet, Gaillard and Gaillard (4) , which we shall hence- 

forth refer to as CGG. 

All the information on the strangeness changing weak current obtainable 

from the study of Kf, decays is contained in the t dependence of the form fac- 

tors. According to the assumptions of the Cabbibo theory, only vector coupling 

contributes to the matrix element and the Dalitz plot density reduces to the 
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simpler expression: 

d2N( E;, E;) G2sin2 ec 
= 

dE; dE; 47r3 
A f+(t)2 + B f+(t) f-(t) + C fJt)2 1 , 

where 

A = mK (2EiE: - 2 1 * 
mKE;) +mf (4-E; - Ev) , 

B =mp” (E* v -; E;) , 

1 2 C =4rn9 E; ., 

A least squares fit of the experimentally determined Dalitz plot density to this 

distribution provides a test of the assumption of pure vector coupling and serves 

to determine the t dependence of the form factors. It has been customary 

to analyze Ka3 decay experiments in terms of the form factors f+(t) and 

[(t) z f-(t)/f+(t), We have given primary consideration, however, to a diffe-r- 
t 

ent combination of form factors, namely, f+(t) and fo(t) = f+(t) f 2 2 f-(t) 9 
“K- Iy17T 

which are the amplitudes corresponding to l- (vector) and 0+ (scalar) exchange 

respectively. These form factors are more directly related to theoretical 

predictions, and are less strongly correlated than f, and t. 

Historically, f, and f were assumed to have linear t dependence. We - 

have, however, analyzed the Dalitz plot in terms of f, and fo, the amplitudes 

which have definite spin and parity, and have assumed that it is these ampli- 

tudes wh ich have linear t dependence: 
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f+(t) =f+(O) (1 + h+ - ,“2 ) ’ 
iT 

fo@) = fo(0) ( 1 + A - 
0 J2 )* 

T 

Note that this expansion is inconsistent with a linear expansion of f : 

f-(t) = f-(O) ( 1 + A - - ,: )a 
IT 

That is, from this point of view , we have A = 0, The t dependence of the 4 

form factor is then likely to be slight: 

2 2 

f(t) = ““,z”r 
(IO - A+) 

7r 
(1+X+-- ’ ,“2 ) 

7r 

and the historical parameter e(O) is given by 

2 2 

f (0) = 
mK-m7T 

m2- PO - A+) * 
7r 

Since the form factors are functions only of t = 4 f rnt - 2mKEz, 

and therefore of Ei, it is also possible to determine their t dependence 

without prior parametrization by fitting the vector shape (quadratic in Ei) 

to events in a band of constant Ei on the Dalitz plot. In this way, a plot is 

made of f+ and f. (or 6 ) as a function of t , and the t dependence of these 

form factors is directly ascertained by a least squares fit of an assumed 

functional form: polynomial, dipole, etc. This procedure has the disadvantage 
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that since each form factor is fitted independently to a given functional 

form, the resulting parameters tend to be more poorly determined, and are 

more susceptible to systematic errors than parameters determined by a 

parametrized fit to the entire Dalitz plot. This problem is discussed in more 

detail in Sec. VII. 

III. THEORETICAL PREDICTIONS FOR THE FORM FACTORS 

The great interest in the study of the form factors in K13 decay arises 

because of the possibility of testing a rather straightforward series of predic- 

tions which follow from dispersion relations, the existence of current algebra, 

and the hypothesis of PCAC in its several forms. 

The vector form factor is expected to obey a dispersion relation with 

at most one subtraction, If the f+(t) amplitude is unsubtracted, then approxi- 

mation of the dispersion int 
5 

gral with l- poles leads to what is called K* domi- 

nance, i. e. , f+(t) = f+(O) “K* 

m2*-t 
, since the K* (890) is the only known l- 

strange meson. If one then lf ses a linear parametrization of f+(t) in the physi- 

cal region, an experiment with uniform detection efficiency as a function of t 

would find h+ = 0,029. An experiment whose sensitivity is greatest at low t 

would produce a result closer to the threshold value A+ = -$- = 0.0245, 

“KC 
while an experiment with greatest sensitivity at high t would find h+> 0. 029. 

If, on the other hand, f+(t) is once subtracted, then even if the integral is 

saturated by the K*(R90), there is one additional subtraction constant, and the 

t dependence of f+ is undefined. 
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If the scalar form factor also obeys an unsubtracted dispersion relation, 

then its t dependence will be approximated by Of poles. There is no definite 

candidate for a 0’ pole, although there is some evidence that the Kn S-wave 

phase shift goes through 90’ in the 1200-1400 MeV region w. On this basis, 

one might then expect fo to have a smaller slope than f+, i.e. , ho < h+. 

Information on the t dependence of f. can, however, be obtained using 

current algebra and PCAC. An attractive scheme in which current algebra and 

pion PCAC notions are connected is one in which chiral SU(2) @ SU(2) symme- 

try of the charges associated with the weak hadronic currents is realized 

through a Goldstone boson mechanism. An immediate consequence of this 

symmetry is the Callan-Treiman relation (71, which we quote here in a form 

which is explicitly good to first order in SU(2) @ SU(2) symmetry breaking W(9): 

fo(mk- mt) = f+(mg-rnz) + f-(mk-rnt) = fK/f, = (1. .25*0.03) f+(O) . 

An extension of these chiral symmetry ideas has been made by Dashen 

and Weinstein(8), who assume that SU(3) @ SU(3) is a symmetry of the 

hadrons, and that this symmetry is realized through a mechanism in which 

all the pseudoscalar mesons are Coldstone bosons. A direct prediction of this 

idea, valid to first order in SU(3) @ SU(3) breaking and independent of the 

mechanism of symmetry breaking, is that the slope of the scalar form factor 

at the unphysical point t = rnz + rnt is given by : 

= = 0.020 + 0.003 . 
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Subsequent analysis has indicated that there may be small first order correc- 

tions to this result (10) , but this is unlikely to be of serious concern in the 

analysis of experiments at their current level of precision. Renner and 

Warnbach have recently shown that this prediction for IO should not be 

suppressed by more than 20% at low t if SU(2) @ SU(2) remains a valid sym- 

metry. Note also that a linear extrapolation of f. from t=O to the Callan-Treiman 

point requires h,= 0.021. 

The Callan-Treiman relation gives a value for f. at an unphysical point, 

leading to the equivalent result for the f parameter at t = rnk - rni: 

f @$ - rnt) = fK’f7r 
f.+(m~ - m;, 

-1 . 

If we assume K* dominance of an unsubtracted vector form factor, then 

Et+ - rnz) = -0.09 f 0.03. To make a statement about f(O), we must make 

an assumption about the t dependence of foe Assuming a linear dependence, we 

obtain f(O) = -0.11 f 0.03. Thus the assumption of SU(2) @ SU(2) symmetry 

implies that the f form factor is nearly independent of t. 

Conflicting experimental evidence with regard to these theoretical pre- 

dictions has led to several attempts to find symmetry breaking schemes which 

predict other values of the scalar form factor f. and its slope hoe This requires 

abandonment of either the PCAC hypothesis or current algebra itself, One 

such scheme assumes that when SU(3) @ SU(3) is broken, SU(3) remains as 

an approximate symmetry and that there is only a weak form of PCAC (11) , i.e,, 

that the matrix element of the divergence of the axial current between physical 

states is dominated by the pion pole at t = 0. Brandt and Preparata (11) , using 

these assumptions, together with the technique of light cone expansions to 
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determine extrapolations off the mass shell, predict substantial modifications 

of the Callan-Treiman relation, to wit, 

fK f+(mi) f f-(mk) = 0.7 f , 
7r 

or f(O) N -0.7, assuming K* dominance of f+(t). It appears, however, to be 

difficult to realize these results in a simple model W) . 

Since the current algebra and PCAC predictions refer to unphysical points, 

tern:, the validity of extrapolations of the scalar form factor to t N rni 

depends on its expected behavior in the physical region. A large number of 

papers have been written $n thg subject in an attempt to reconcile the Callan- 

Treiman prediction 
f. (mK-mn ) 

f, (0) 
= 1,25 with evidence indicating that f. decrea- 

sed with increasing t. Many of these approaches are very cogently summarized 

in the review of CCC(*), but none of these attempts appears successful, Briefly, 

CGG concluded that the experimental situation, favoring a negative slope for 

fo(t) in the physical region, is incompatible with the smoothly rising t depen- 

dence predicted by soft pion techniques, and that therefore SU(2) @ XJ(2) may 

not be a good symmetry of the strong interactions. 

Recently a series of “rigorous bounds” on the t dependence of the form 

factors in the physical region have been derived (13) . The approaches are quite 

varied, but each author attempts to make minima1 assumptions regarding the 

breaking of SU(3) @ SU(3) or SU(2) @ SU(2) symmetry, and then imposes 

the consequences of analyticity and various other assumptions on the spectral 

functions. Without exception, the conclusion is drawn that the validity of the 

soft pion theorem requires ho > 0 in the physical region. 

Failure of the scalar form factor f. to extrapolate in value and slope to 
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the Callan-Treiman and Dashen- Weinstein values respectively at t _N rnk 

implies, if current algebra is a valid concept, that SU( 2) @ SU(2) is not 

a good symmetry of the strong interactions, and that strong PCAC is not valid 

for the pseudoscalar mesons. Such a failure may also, of course, imply that 

while the hadronic currents may exhibit SU(3) @ SU(3) and SU(2) (3 SU(2) 

symmetry, it is not these currents which couple to leptons. 

Iv. APPARATUS 

The experiment was performed at SLAC using the K” Spectrometer, as 

shown in Fig. 2. We shall only give a brief description of the apparatus here 

since a full description has been presented in Paper I. 

A KL beam was produced by 19 GeV electrons incident on a 1 rl Be target. 

Under normal running conditions, there were 160 beams pulses per second, 

each 1600 nsec long and subdivided into 128 equally spaced buckets of < 20 psec 

duration. A signal induced in a coaxial cable (the CABLE pulse) placed immed- 

iately downstream of the target provided the K” production time. L 

Two sets of lo-gap wire spark chambers, each containing 4X, 4Y, and 

2 rotated W readout planes, were placed on opposite sides of the spectrometer 

magnet, which had a field integral of 12.6 kG-m. A veto counter V was followed 

by 4 hodoscope banks: T, A, B, and C. Behind the rear chambers was the muon 

filter, consisting of ‘7.7 interaction lengths of lead and 1 interaction length of 

paraffin. The paraffin was used to reduce the counting rates in the A, B, and C 

counters caused by the spray of low energy neutrons from beam interactions in 
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the lead wall. The decay volume, defined to be the space between the V and T 

counter banks, was 69 cm wide by 33 cm high. It was filled with helium, as 

was the space in the spectrometer magnet between the front and rear chambers. 

The incident Ki flux at the center of the spectrometer magnet, 78,6 m from 

the production target, was -lo4 q’ s per second. The trigger V. 2T.A e B. C a 

CABLE required a charged decay product (presumably a muon) to penetrate 

both sections of the lead wall in order to trigger the B and C counters. The A, 

B, and C counters also served as timing counters. Together with the CABLE 

time, they provided us with a measurement of the q time of flight (TOF) to an 

accuracy of + l/3 nsec over a flight path of about 75 m. The error in the deter- 

mination of KL momentum is related to the TOF uncertainty by 

4pK 2 ATOF - = 
pK 

y 
TOF ’ 

where y = EK/mK. This corresponds to a A PK/PK of * 2% at PK = 2 C&V/c, 

and *25% at PK = 7 GeV/c. 

V. MONTE CARLO 

The objective of the Monte Carlo program was to compute the detection 

efficiency of the experimental apparatus as a function of position on the K” 
1-13 

Dalitz plot, as well as to provide a basis for comparison with the data in order 

to locate possible systematic errors. In principle, one could have recorded 

only the relevant details associated with each Monte Carlo event which satisfied 
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the trigger, and started the analysis of Monte Carlo events at the level of 

PASS-3(14). However, such a short-cut method would necessarily involve 

corrections for any biases introduced by using the PASS-l and PASS-2 analysis 

programs on the experimental data. Since it was difficult to account for all of 

these biases, it was decided that the optimum procedure was to use the same 

set of analysis programs on the Monte Carlo data as was used on the experi- 

mental data. Accordingly, the output of the Monte Carlo program was made to 

consist of raw spark, latch, and analog-to-digital converter (ADC) data, written 

on magnetic tapes in the same format as experimental data. The subsequent 

Monte Carlo analysis paralleled the data analysis along each step of the way, 

from the grouping of sparks to form lines in PASS-l to the application of the 

final cuts in PASS-3. 

A. KL Beam 

A major problem encountered in any experiment involving a neutral beam 

is the determination of the beam spectrum. We extracted the Kt decay momentum 

spectrum from the distribution of the sum of the energies of the charged pions 

in K” n3 decays, with the help of the Monte Carlo. 

We have isolated 39K predominantly Ki3 events from a sample of data 

taken with a v. 2T .2A* CABLE trigger by applying the following cuts : 

(a) Pt < -0.004 (Gev/c)2 , 

6)) P1(?rfand x-) < 0.135 CieV/c , 

(c) P1(7r”) < 0.130 c&v/c , 

(d) m+-< 0.365 GeV/c2 , where m - mass of (7r+,n-) system, +- - 

(e) no B or C counters latched. 
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The variable Pi 2 (15) is given by 

i 

(< - m$- -mio)2 -4 (rn:-rn50 +rn;Pf) 1 
pi2 = 

4 (Pf + m2,J 
, 

L -1 

where PI represents the transverse momentum of the (a+, r-) system relative 

to the direction of the G0 The background of KY3 events remaining after the 

above cuts was less than 5%. 

An appropriate mixture of Ko3, K” 
P3’ 

and Ko3 events was generated by the 

Monte Carlo program using the V.2T. 2A trigger, resulting in a sample of 58K 

events after the same set of cuts (a) - (e). From these events, we determined 

WE+- 2 P,), a matrix describing the shape of the E+- spectrum as a function of 

PK, the laboratory momentum of the kaon. The shape of the KL decay momen- 

tum spectrum, F(PK), was then determined from the matrix equation F = N-‘W, 

where W(E+-) is the experimentally observed E+- spectrum. Fig. 3 shows the 

shape of N(E+-, PK) for various bands of PK, and Fig, 4 the comparison between 

the experimental shape W(E+-) and the Monte Carlo prediction., The latter was 

derived using the best-fit decay momentum spectrum as obtained from the 

matrix inversion technique described above. It should be pointed out that this 

method for determining the kaon decay momentum spectrum was independent 

of TOF measurements e 

The statistics of the sample of Ko3 events was such that a 2-3s accuracy 

*was obtained near the peak of the decay momentum spectrum. However, at the 

low end of the spectrum ( < 3 C&V/c) where the spectrometer efficiency was very 

low, and at the high end of the spectrum ( > 12 C&V/c) where the number of eL 

decays was very small, the statistical accuracy was only - 10% Therefore, we 
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added small corrections to the spectrum in older to have good agreement 

between the experimental and Monte Carlo distributions of the reconstructed 

eL momentum for I? events (see Sec. 
P3 

VI. C). The final corrected spectrum 

is shown in Fig. 5. The sensitivity of our final results to the shape of the eL 

decay momentum spectrum used in the Monte Carlo is discussed in Set, VIII. A. 

B. Beam Scattering 

There were approximately 1.5 interaction lengths of lead and 3 interaction 

lengths of polyethylene immediately after the production target to remove photons 

and reduce the neutron to Ki ratio in the beam respectively. An appreciable 

number of kaons were therefore diffractively scattered before reaching the 

decay volume. We have assumed the kaon diffractive cross section to be inde- 

pendent of energy and equal to l/3 of the total cross section, using collision 

lengths of 13.8 cm and 55 cm for lead and polyethylene respectively. The scat- 

tering was assumed to have a t dependence of the form e -at , with a = 10, 50, 
-2 

and 700 (C&V/c) for hydrogen, carbon, and lead respectively. 

The Monte Carlo calculation then indicates that roughly equal numbers of 

scattered and unscattered KL’s reached the decay volume. Although this estimate 

is expected to be accurate only to a factor of 2, it was adequate since the Monte 

Carlo indicated that the observable differences between the diffractively scattered 

and unscattered events were negligible. Half the Monte Carlo events were 

thus generated with the eL1s coming from a point target, while the other half 

had kaons which came from a diffuse source at the position of the beam defining 

collimator, 
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C. Decay Modes Generated 

A total of four decay modes were generated in the Monte Carlo: K” 
P3’ 

K”,,, 

$3, and Ki2, with the branching ratios 0.268, 0.39, 0.126, and 2.07x10 -3 

respec tively(16). The events were generated in the kaon center of mass, with 

the charged decay products subsequently transformed to the laboratory system 

along the direction of the KLO Table I shows the number of generated events 

and the trigger efficiency for each mode. 

The original set of form factor parameters used in generating KY3 Monte 

Carlo events were h+ = 0.04, A = -0.155 and f (0) = -2.0. In the subsequent 

analysis, a Monte Carlo distribution with new form factors was generated by 

reweighting each event by the ratio of 

,K (new form factors) 2 
I /I 

,& (original form factors) 1 2. 

This procedure was much more economical, from the point of view of computer 

time used, then generating a completely new set of Monte Carlo events. 

The Ko3 events were generated according to the matrix element 

I I A/ 2 =l+A(Q/mK)Y+B(Q/mK)2Y2 , 

where Y =3 To/Q-l, using the values A = -5.20, and B -4.64 (17). 

D, Pion Decay and Penetration 

Pion decays, 7r - PV , were included in the K” Monte Carlo events, using 
!J3 

the pion decay length c r = 780.2 cm. The decay muons were generated isotrcp- 

ically in the pion center of mass. Some 4.3?& of all generated K” 
P3 

decays were 

followed by a pion decay before the pion reached the front surface of the lead 

wall. 

KL decays other than K” 
P3 

could satisfy the trigger when followed by a 
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subsequent pion decay which resulted in a muon of sufficient energy to penetrate 

the lead wall, There were pion decays in 4.5% of all generated Kz3 events, and 

in 10.2% of all generated Ki3events. 

The problem of subtracting the background due to pion penetration of the 

muon filter is considerably more difficult. One needs to know not only the 

number of those events but also their relative density on the Dalitz plot when 

interpreted as 
$ 

3 events. It is difficult to answer the first question by Monte 

Carlo techniques, since in addition to pions penetrating without any interactions 

there could also be false muon signatures due to hadronic showers initiated by 

pions from KL decay. Thus the total number of pion penetrations had to be 

determined directly from the data, as discussed in Sec. VI. B. 

To a reasonably good approximation, the question of the Dalitz plot popu- 

lation by these events can be answered by Monte Carlo methods, since the 

reconstructed Tr and Tee parameters are independent of the details of the pene- 

tration mechanism, and are merely a function of geometrical parameters 

measured before the lead wall. Thus in a sample of Monte Carlo Kt decays 

the strong interactions were effectively turned off, and the pions were allowed 

to trigger the appropriate B and C counters if they had enough energy to pene- 

trate the muon filter, The penetrating pions were then treated as muons in the 

subsequent analysis. 

E. Wire Chamber and TOF Data 

Each charged decay product was traced through the magnetic field of the 

analyzing magnet from the decay vertex to the A counter bank. At the position 

of each of the 20 wire planes, the locations of the wires closest to the trajector- 

ies of the particles were recorded. 
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The TOF scheme employed for the Monte Carlo data was made to parallel 

that used in the experiment, where direct, v =c muons from the production 

target were used to provide a reference time for all the timing counters, as 

described in Paper I. For each charged track in the accepted Monte Carlo 

events, the TOF was computed along its path from the decay vertex to the A 

counter bank. The kaon TOF from the production target to the decay vertex 

and the light transit time in the counter were added to this time, while the TOF 

for a direct, v EC muon from the target to the center of the A counter bank was 

subtracted. The TOF reading for each of the two phototubes on the correspond- 

ing A counter was then converted to an ADC reading, using the experimentally 

measured ADC sensitivity of 0.135 nsec/channel. 

F. Muons 

Since the identification of muons was a crucial part of the experiment, it 

was vital that the muon signal be reproduced in the Monte Carlo as realistically 

as possible. The two important features that had to be included in following the 

muon through the 8.7 interaction lengths of lead and paraffin which made up 

the muon filter were multiple scattering and energy loss. Since muons have no 

hadronic interactions, both these processes could be duplicated in the Monte 

Carlo to a high degree of accuracy. 

Only multiple Coulomb scattering was included for the muon, and the 

scattering angle was approximated by a Gaussian distribution of width 

8 = (0. 021/Pclc)JX r ’ 

where PI is the momentum of the muon in CeV/c, and Xr is the number of 
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radiation lengths of material traversed by the muon. In tracing the muon trajec- 

tory through the lead and paraffin wall, the size of each step was adjusted as a 

function of the muon energy in order to keep the multiple scattering angle small, 

typically < 50 mrad. 

The only energy loss mechanism which was considered for the muon as 

it traversed the muon filter was ionization energy loss. This loss was included 

as a function of the muon energy (18) , and the muon was considered to have 

stopped if its kinetic energy dropped below 1 MeV. Since the end-of-range 

effects were difficult to reproduce, they were not included in the Monte Carlo. 

However, such biases were later eliminated in the PASS-2 analysis by requiring 

that the total energy of the muon be > 220 MeV at the position of the C counter. 

The muon TOF was computed along each step in the wall and this was used 

in conjunction with the TOF at the A counter bank to compute TOF readings at 

the B and C counter banks for the muon, which were then converted to ADC 

readings ., 

G. Analysis Programs 

The Monte Carlo versions of the analysis programs PASS-l and PASS-2 

were identical to those used on experimental data except for one change in each 

program in order to introduce spark and TOF jitter respectively. Details of 

these analysis programs have been given in Paper I. 

In PASS-l, each spark that was read off the Monte Carlo data tape was 

jittered about its true position in order to produce a Gaussian distribution with 

a width of 0.35 mm. This distribution reproduced the experimentally observed 

distribution of the distance of a spark along a track from the best-fit line through 

all the sparks making up that track. 
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It was more difficult to reproduce the TOF jitter since there were 

certain elements in the timing system which were not easily reproduced in 

the Monte Carlo. First, there was the problem of fluctuations in the beam 

intensity and the quality of the beam steering, both of which affected the size 

of the CABLE pulse. The subsequent time slewing in the CABLE discriminator 

resulted in a time jitter for the START gate in the TOF system. Second, there 

was the problem of background, much of which was attributed to the neu%on 

splash in the lead wall. Whenever there was a background track in a timing 

counter in addition to the charged track from the kaon decay, with both tracks 

falling within the timing gate, each phototube recorded the time of the first 

light which reached it, and this was not necessaril] due to the decay product. 

This resulted in erroneous TOF measurements for the decay product, and 

sometimes an unphysical TOF measurement,if the reading should fall in the 

range where the event could have been interpreted as being associated with a 

from the previous or following beam buckets. 

A study has shown that to a good approximation these problems were 

random in nature, and therefore could not have caused a systematic bias in 

the data. The measured kaon TOF was used only to decide which of two possible 

solutions for the Kt momentum was the more probable, as discussed in 

Sec. VI. C. For this purpose, it was sufficient to ask only that the Monte Carlo 

and experimental TOF distributions have the same shape, regardless of the 

details of how one arrived at that shape. Similarly, only the overall shapes of the 

TOF distributions in the A, B, and C counter banks were relevant when the 

PASS-2 analysis program searched for muon candidates, as discussed in 

Paper I. 

We were able to obtain a satisfactory agreement between the Monte Carlo 

and the experimental TOF distributions by adding Gaussian errors of width 
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0.3 nsec to the A counters, and of width 0.4 nsec to the B and C counters for 

each event in the Monte Carlo version of PASS-2, and then folding in a common 

Gaussian jitter of width 0.25 nsec to account for the effects of CABLE slewing 

and neutron interactions. 

The PASS-3 analysis program applied the final cuts and displayed numer- 

ous histograms, as well as storing the latter on disk for an overall summary. 

It was identical for both the data and Monte Carlo. 

VI. DETERMINATION OF DALITZ PLOT DENSITY 

A. Event Selection 

The selection criteria used in choosing the events accepted for final a.&- 

ysis were dictated by the desire to obtain a sample of I? 
P3 

decays as pure as 

possible and at the same time one that could be faithfully reproduced by Monte 

Carlo programs. We have used only those events in which both charged particles 

were detected on both sides of the magnet and in which the muon identification 

was unambiguous (category of events called 2 TRACK in Paper I). There was 

one minor exception to the latter criterion. A small fraction of the data could 

be expected to correspond to the physical situation illustrated in Fig. 6, i. e. 

the pion, or one of its secondaries could penetrate up to the B bank and register 

a valid signal in one of the B counters. Because of the presence of this additional 

B counter, some of these events might be classified as AMBIGUOUS events, i. e. 

one where either track could be a muon since the single C counter could be asso- 

ciated with either track. Since it was not feasible to simulate this pion 
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penetration in the Monte Carlo, this category of events would be expected to be 

strongly suppressed in the Monte Carlo events. This indeed was the case, as 

this subsample made up 0.37% of the accepted events in real data, but only 0.09% 

(due to ?r - p v decay) in Monte Carlo. Even though this constitutes a very small 

fraction of the data, the discrepancy is important at the level of our statistical 

precision, since these events are biased in favor of high transverse momenta 

for the two charged tracks, and hence high Tx and TP on the Dalitz plot. Thus 

this subset of the AMBIGUOUS events was also included among the accepted 
2 

events. The track giving the better “muon x It was defined to be the muon. 

The events meeting the criteria described above were then required to 

pass a number of cuts. These cuts and their motivation are described below. 

1) Decay vertex cut. The Z coordinate of the decay vertex was required 

to lie at least 40 cm downstream of the veto counter and 30 cm up- 

stream of the T counter bank to eliminate possible counter inter- 

actions. Furthermore, the X and Y coordinates were required to 

be at least 2 cm inward from the edge of the nominal beam envelope. 

2) The two charged tracks were required to hit 2 distinct T counters 

and 2 distinct A counters 0 The former requirement was imposed to 

be consistent with the trigger, the latter to select events with valid 

TOF information. 

3) 1 X1-X2 15 7 cm if Y1 and Y2 had the same sign, where Xi and Yi 

refer to the X and Y coordinates of the two charged tracks at the T 

bank. This cut was imposed to avoid the possibility of having both 

charged tracks actually hitting the same T counter, with a 6 ray 

from one of the particles triggering a neighboring counter. Because 
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of tolerances allowed in the programs, different T counters could 

sometimes be assigned in this situation to the two charged tracks. 

This cut eliminated that possibility. 

4) Pr 2 1.15 GeV/c. This cut eliminated low energy pions which were 

more susceptible to nuclear absorption and also more likely to give 

very wide angle tracks in the rear chambers, for which PASS-l was 

slightly inefficient. 

5) The residual muon energy at the C bank, as calculated from track 

curvature and the amount of lead along its path, was required to be 

greater than 220 MeV. This eliminated a number of r penetrations 

and p captures and/or decays at the very end of the lead wall. 

6) Events were eliminated if -0.003 5 Pb2 r’ 0.01. This cut substan- 

tially reduced the contribution from K& followed by 7r decay. 

7) I crl-a2~~6mrand~/31-~2~~6mr,whereaandprefertothe 

X and Y direction cosines of the two charged tracks in the front 

chamber. For an angular separation smaller than this, the projec- 

tions of the two tracks could coincide in one view with a resultant 

loss of accuracy difficult to duplicate in the Monte Carlo. 

8) QE p; -p* 1, <15MeV-O.O3p:, where p* is the center of mass 
V 

neutrino momentum as determined from the 7r and p four-vectors, 

1 and P v is the transverse component of the neutrino momentum in 

the laboratory system as obtained from the KL direction and r and 

p momentum vectors. Q must clearly be negative for genuine K” 
P3 

events, in the absence of measurement errors. The cut chosen had 
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9) 

10) 

11) 

12) 

a slight p”, dependence to allow for a small variation of the experi- 

mental resolution as a function of p*, . 

<m mu- K’ where m 
v 

is the invariant mass of the ~JA system. 

PK < 14 CeV/c. The momentum spectrum of the incident kaons 

was determined rather poorly above this value. 

I TOF measured - TOFfit 
I 

5 0.6 nsec. 

Events with more than 1 C counter were rejected. This cut was 

designed to reduce the number of events containing possible r 

penetrations through the lead wall. 

The fraction of events eliminated by each one of these cuts is listed in 

Table II. 34% of all the 2 TRACK events passed all of these cuts and entered 

the subsequent analysis. 

B. Background Corrections 

In this section we consider the procedure used to eliminate or correct 

for any background events remaining in the sample after the cuts. Background 

sources greater than 0.10/c are listed in Table III. These and other smaller 

background contributions are discussed below m 

1) Interactions in Helium. Some of the incident kaons or neutrons 

interacted with the helium nuclei in the decay volume, resulting 

in the production of a certain number of r’s and K’s. If one of the 

secondaries then decayed in flight, the trigger could be satisfied 

and the reconstructed event might satisfy our selection criteria. 
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To investigate this source of background, a series of short runs 

were made with a 1” thick carbon slab, large enough to intercept 

the entire beam envelope, placed at various positions along the beam 

axis in the decay volume. The mass of the carbon block was 29 times 

larger than the total mass of the helium. Allowing for the difference 

in cross section (assuming an A 2/3 dependence), and the different 

KL fluxes corresponding to the carbon and data runs, we estimate 

that the total number of carbon interactions in the carbon run 

amounted to about 67% of the total number of helium interactions in 

the data sample under consideration, 

Fig. 7 displays the vertex position of the events taken during 

the carbon run. The abscissa is chosen in such a way as to compen- 

sate for the decreasing precision in theZ determination of the decay 

vertex as the event occurs further upstream. The graph is compa- 

tible with no interaction contamination, More specifically, we can 

place an upper limit of 10 
4 of the accepted data as being due to 

interactions in helium. No correction was deemed necessary. 

2) ?r Decay Background. A 3 CeV pion resulting from a K” L decay in the 

middle of the decay volume had a 6% probability of decaying before 

it reached the lead wall. Thus the other decay modes of KE which 

contain pions were a potentially serious source of background. The 

subtraction of this background can, however, be performed with 

high precision by a Monte Carlo method. 

We have corrected for the background due to r - 1-1 v decays 

following each of the following four decay modes: 
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a) K; - .rr*prfv , 

b) - a*e’v , 

The appropriate number of K” events followed by 7r -1-1 v 
P3 

decay have been incorporated into the Monte Carlo program (see 

Sec. V. D) which generated a large number of KL - np v events for 

the purpose of calculating the detection efficiency. Thus no addi- 

tional treatment of this contamination was necessary for mode (a), 

The fraction of accepted K” 
P3 

events in which the ~1 trigger was 

generated by the muon from r decay was calculated to be 0.67%. 

Note that the events with 2 muons detected at the C bank, both the 

primary one and the secondary resulting from ?r -1-1 v decay, would 

not be included in the final data sample, as they would be classified 

as 2 MUON events. 

The contamination introduced by ?r - @ v decays following the 

last three decay modes (b) - (d) was studied by Monte Carlo methods. 

Appropriate samples of events representing these decay modes and 

followed by x decay were generated according to the proper kaon 

momentum distribution and appropriate matrix elements 0 These 

events were subsequently processed through all the standard K” 
P3 

analysis programs, and the events remaining after all the cuts have 

been applied were then subtracted from the true data sample. The 

subtraction for the decay modes (b) - (d) amounted to 4,lYc of the 

total data. 
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3) ?r Penetration. Another potential source of contamination was pion 

penetration, i.e. the possibility that a pion either would not interact 

at all in going through the lead wall, or that one of the secondaries 

(or one of the higher generation particles) from the pion interaction 

could penetrate alI the way to the C counter bank, resulting in a 

false muon signature. As the total amount of lead and paraffin 

corresponded to 8.7 interaction lengths, the probability of the 

former is less than 10e3* 9 however, it is more difficult to estimate 

the effect of the much more complicated nuclear shower mechanism. 

Fortunately, there are two independent ways to measure this conta- 

mination experimentally in the actual data. 

First, we can compare the expected and observed number of 

& events. Any pion penetration will appear as an excess of & events 

in the data. The empirical numbers for the ratio of @ events passing 

all cuts (except 1-1 TRACK and 1C requirements) to accepted events 

are 

(2.62 f 0.05) x 1O-2 for Monte Carlo , 

(3.00 f 0.05) x 10e2 for data . 

The difference is (0.38 f 0.07) x 10e2, or (14 f 3%) of the 2,~ events 

resulting from K” 
P3 

decays followed by a x -p v decay. 

An independent test consists of examining the P;” distribution 

for the events passing all the cuts except the P$ cut. Any excess 

in the data near Pf2- o -0, over that expected from K” decays and 
P3 

other KL decays followed by ?r - p v decay, would be an indication 

of pion penetration from the Ki3 decay mode. We find a slight excess 
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(see Fig. 14, Paper I), which corresponds to (15 * 4)% of the events 

due to K& followed by 7r - p v decay. Thus we draw the conclusion 

that 

number of ).L signatures due to x penetration 
number of ,U signatures due to R -p v decay = 0.14& 0.03 0 

The pion penetration background was subtracted by the same 

Monte Carlo technique as used for ?r decays, except that now an 

appropriate fraction of the pions were allowed to have a 1-1 signature. 

The size of this correction is indicated in Table III. Because this 

background was small, and its dependence on pion momentum rela- 

tively weak, the only dependence of the pion penetration probability 

on the pion laboratory energy included in the correction was the 

requirement that the pion range should be sufficient to penetrate 

through the lead wall. 

4) Diffraction Scattering in Air and the Veto Counter. Between the 

-y-ray lead absorber and the decay volume, the KL passed through 

about 65 m of air and a 6.4 mm thick veto counter. There was thus 

the possibility that a KL could diffractively scatter in the air or the 

veto counter and then subsequently decay in the decay volume. For 

a small angle diffraction scattering on a carbon atom, the veto 

counter probably would not have been triggered by the recoiling 

nucleus. The KL direction as determined from the decay vertex 

and the target position would not correspond to the actual KL 

direction for these diffractively scattered events. 
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We have calculated the effect of this background by Monte Carlo, 

allowing the incident c ‘s to scatter diffractively all along its flight 

path, and then processing through our analysis programs those events 

which decayed in the decay volume. For lack of good experimental 

information, we have used for the total cross sections the geometrical 

collision lengths in air and scintillator of 536.1 m and 52 cm 

respectively(l’). We have taken the diffraction scattering cross 

section to be l/3 of the total cross section, and assumed a scattering 

t dependence of the form e -5ot and independent of energy. 

Clearly, the uncertainty in the parameters is such that this 

calculation cannot be taken too literally. It should, however, be 

accurate to better than a factor of two, and since this correction 

turns out to be quite small (see Table III), we feel confident that no 

significant errors were introduced by this potential source of back- 

ground. 

5) Radiative Corrections. As there are two charged particles in the 

final state, radiative corrections for Ki3 decays are substantially 

larger than those for Ki3 decays. The order o radiative corrections 

to Ki3 decay are shown in Fig. 8. Several recent Ki3 experiments 

have had a statistical accuracy which warrants the inclusion of 

radiative corrections, but these have not always been applied. In 

those cases where corrections have been made, the results of 

Ginsberg@ ‘) have been applied to the extracted Dalitz plot distri- 

bution. 

Since the Ginsberg calculation assumes that only the pion and 
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lepton are detected by the apparatus, it integrates over all photon 

four-momenta in calculating the bremsstrahlung contribution 

(Fig. 8 g,h) , and assumes that the reconstructed Tx and TP 

correspond to the actual values. Ginsberg’s radiative corrections 

are, therefore, applicable only to an experiment which meets two 

rather stringent requirements : 

1) The detection apparatus must integrate over all photon 

four-momenta with 100% efficiency. This is not, in general, 

the case. For example, a bremsstrahlung event in which the 

pion and muon center-of-mass energies are within the Dalitz 

plot boundary, but which includes a reasonably high energy 

photon, may fail specific geometrical or kinematic cuts. 

Ginsberg’s calculation assumes that all such bremsstrahlung 

events will be detected. 

2) The experiment must determine the value of Ei and Et 

in the kaon rest frame without kinematical assumptions. If 

this is not the case, then K - a P v y events in which only the 

pion and lepton are detected in the laboratory may be placed on 

the Km3 Dalitz plot, even if the pion and lepton have true center- 

of-mass energies which would place them outside the Kn3 Dalitz 

plot boundary (i.e. events which belong to RN but not RRI, in 

Ginsberg’s parlance). This is so because the event will perforce 

be placed on the Dalitz plot using three-body kinematics. 

Ginsberg explicitly assumes that such bremsstrahlung events 

do not contribute to the Kt3 Dalitz plot. Bremsstrahlung events 

in which the pion and muon center-of-mass energies are 
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actually within the Dalitz plot boundary may also be moved 

substantially from their true position by the assumption of 

three-body kinematics e 

The degree to which a particular experiment will fail to appro- 

ximate these ideal conditions will depend, of course, on specifics 

of the apparatus, the momentum spectrum of incident kaons and the 

method of resolution of the quadratic kinematic ambiguity. We know 

of no Ka3 decay experiments which satisfies both requirements, how- 

ever, and we therefore know of no experiment to which the Ginsberg 

corrections (or any other published radiative corrections) (21) are 

directly applicable. 

We describe below the procedure we have followed in making 

radiative corrections to the present experiment. Xn order to include 

our experimental apparatus when making the bremsstrahlung 

corrections I we have divided the order (Y diagrams into three parts : 

11 Virtual diagrams (Fig. 8a, b , c), which have no external 

photons, 

2) Low-energy bremsstrahlung, in which the external photon 

energy is so small that the resulting change in the center-of- 

mass energy of the charged particle was less than the resolution 

of the apparatus, and 

3) High-energy bremsstrahlung, from the resolution of the 

apparatus to the kinematic limit. 

Structure-dependent order cz radiative corrections (fig. 8d, e, f, i) 

have not been included, as they are model dependent and no calculation 
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of their contribution is known to us. Their contributions, however, 

are expected to be small. 

Processes (1) and (2) were treated as multiplicative corrections 

and folded into the detection efficiency, while the correction for (3) 

was treated as a background subtraction. 

The virtual contribution was calculated using the Ginsberg 

formulae, modified so as to remove the restriction to constant form 

factors. A small photon mass term, In (m,/h), where h denotes the 

photon mass, was included to cut off the logarithmic infrared diver- 

gence O 

The low-energy bremsstrahlung contribution was calculated by 

Monte Carlo, using the G - xp v y matrix element of Fearing, 

Fischbach and Smith(22). The photons were given a mass h , and 

were required to have energy EF < 2 MeV. The photon mass A was 

varied over four orders of magnitude to verify that the logarithmic 

divergences cancelled exeactly in the sum of virtual and low-energy 

bremsstrahlung contributions. 

The high-energy bremsstrahlung contribution was calculated 

using a Monte Carlo technique by generating four-body KL - np v Y 

decays with EC > 2 MeV, also according to the matrix element of 

Fearing, Fischbach and Smith. An ultraviolet cutoff of one proton 

mass was used. These events were than processed through the 

analysis programs, in the same way as all other small contamination 

corrections. 

Fig. 9 represents a comparison of the K” radiative corrections 
P3 

as a function of the Dalitz plot position, with and without the effect 
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of the apparatus. Percentage corrections are shown in 10 x 10 MeV 

bins on the Dalitz plot for clarity, although in the analysis 

5 x 5 MeV binning was used. The upper number in each bin is the 

percentage radiative correction obtained by integrating over the 

photon four-momentum numerically, without taking into account the 

detection apparatus or the effect of subsequent cuts in the analysis. 

The lower number in each bin is the percentage radiative correction 

(1) + (2) + (3) obtained when the integration is performed by Monte 

Carlo, including the effect of apparatus geometry and kinematic cuts. 

The lower numbers differ considerably from the upper, reflecting 

the inefficiency of the apparatus for high-energy bremsstrahlung 

events; this loss is approximately constant across the Dalitz plot. 

Accidentals. The poor duty cycle at SLAC might have caused some 

accidentals to simulate real events. Specifically, we had to consider 

three kinds of accidentals: 

1) accidental B and C counter triggers which might be assoc- 

iated with a track from a genuine Kt decay that was not a Ko 
P3 

decay, resulting in an accidental muon; 

2) two uncorrelated tracks which verticized accidentally in 

the decay volume ; 

3) a whole track which might be accidentally reconstructed 

from two uncorrelated segments, one upstream and one down- 

stream of the magnet. 
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The first category of accidentals would be included in the pion 

penetrations, and thus to a good approximation have been accounted 

for in the correction for penetrations. Since this correction was 

relatively small, no further correction was considered necessary. 

The amount of contamination due to the second mechanism was 

investigated by attempting tc verticize the pion from event N with 

the muon from event N+l , and then subjecting the resulting “K” 
P3 

decay” to standard cuts. The total number of such false events was 

found to be -4 x 10 -4 of the total sample. The actual number of 

accidentals is probably a factor of 10 lower, since only about 10% 

of the events had additional “in time”’ tracks. In view of this very 

low contamination, no correction was applied. 

The third mechanism can be estimated to be even less important 

than the second one, since the matching criteria for the upstream 

and downstream portions of the track, as described in Paper I, 

involved 3 independent constraints, and were much more stringent 

than the requirement for a decay vertex. Again, no correction was 

deemed necessary. 

7) Other Muonic Decays. Of the other possible Ki decays involving 

muons 

only the first one might occur at a level to merit consideration. The 

events from this decay mode could potentially be dangerous, since 
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they tend to populate a limited region of the Dalitz plot because of 

the low .Q value of this decay, This decay has not as yet been 

observed, but one can make a crude estimate based on its charged 

K counterpart. The branching ratio for K+ - n+x-g+ v is reported 

to be (9 *44)x 10 -6 (19) D Multiplying by the ratio of KL/K+ lifetimes, 

we estimate the K” 
P4 

decay to be suppressed by roughly lo4 with 

respect to K” 
P3’ 

Furthermore, the probability that a K” event would 
P4 

be detected by the apparatus and pass all the K” 
P3 

cuts described 

previously is about a factor of 3 lower than for K” 
@’ 

Thus the back- 

ground is estimated to be z 3 x 10 -5 and can be neglected. 

C. Quadratic Ambiguity 

Since we measure the momentum vectors of the two charged decay products 

quite well, the invariant mass of the ‘ITS system is accurately determined: 

mf& =@ +P$ , P 

where p, and pV are the pion and muon four-momenta. Thus the neutrino center- 

of-mass momentum p*, is also accurately determined : 

2 2 

P*, = 
mK-m77 

2m l” 0 
K 

Furthermore, once the decay vertex is reconstructed, the direction of the CL 

is known to a high precision. Thus, by conservation of momentum and Lorentz 

invariance, the component of the neutrino momentum transverse to the Kk 

direction, pi , is given by 
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pL z--(p” 
V 

r+P;) 9 

where pi and pi are the transverse momenta of the pion and muon relative to 

the Ki direction respectively. The longitudinal component of the neutrino 

center-of-mass momentum is thus determined up to a sign: 

PI’ 
J 

“2 12 
V 

=* P, -P, 0 

Alternatively, looking at the problem entirely in the laboratory system, 

we can say that the conservation of energy and momentum in the decay 

K; - rp v provides us with 4 constraints. If the TOF measurement providing 

the < energy information is ignored, then we are missing 4 quantities: the 

total momentum of the <, the total momentum of the neutrino , and the 2 para- 

meters describing the neutrino direction. Thus we can solve for the energy of 

the KL, EK or for y 1 -: 
“K 

where E 
nFL 

and pk are the energy and the longitudinal momentum of the 7rp 

system. The sign ambiguity corresponds to the ambiguity in the direction of 

the neutrino center-of-mass longitudinal momentum, the plus sign correspon- 

ding to forward emission of the neutrino, Since the center-of-mass kinetic 

energies of the pion and muon, Tn and T , 
P 

and thus the position on the Dalitz 

plot depend directly on the Lorentz transformation parameters used, we have 

a twofold ambiguity in the location of each event on the Dalitz plot. 
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We might mention here in passing that due to measurement errors, 

situations arose where no real solutions exist. This occured when m >m 
w K 

or 

P’, >P;’ the latter case causing the radicand in the expression for pi to be 

negative. The small fraction of events with rnv > mK was eliminated from the 

data (Sec. VI. A), but some of the events which barely failed the p’ > p* 
V V 

criterion (cut 8 in Sec. VI. A) were included in the final sample. The radicand 

for such events was set equal to zero. 

To resolve the quadratic ambiguity, we have utilized both the momentum 

spectrum of the I$ beam and the TOF information. Using the Monte Carlo 

generated events, we have first generated a function P(P,, Z) giving the a priori 

probability that a q of momentum PK would give a detected np v decay if it 

decayed at a distance Z from center of the spectrometer magnet. Then for each 

event we calculated the ratio R given by 

R= 
P(P$ Z) e 

-v,-t,?/2,2 

P(Pk, Z) e 
-(t2 -tm)2/2($ ’ 

where PK and Pk are the fitted KL momenta, t m is the measured TOF, and t1 

and t2 are the fitted TOF’s corresponding to solution 1 and solution 2 respecti- 

vely. The quantity (T corresponding to the TOF error was taken to be 0.36 11s. 

Solution 1 was chosen if R > 1. Since the identical procedure was followed for 

both Monte Carlo and data, the choice of the wrong solution only tends to 

dilute the statistical significance of the data, but does not introduce any bias 

provided that the Monte Carlo faithfully reproduces the actual experiment. 

Even though the fraction of events with wrong solutions, defined as those 

events which end up in the wrong 5 x 5 MeV bin due to the choice of the incorrect 
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I 

solution for Y, was relatively high (17.6%), on the whole there was very little 

net movement across the Dalitz plot. Furthermore, the typical displacement 

from the true position was rather small. These points are illustrated in 

Figs. 10-12, which show the movement due to the choice of the wrong solution for 

40 random Monte Carlo events, the net inflow or outflow from each bin due to 

the choice of the wrong solution, and the distribution of the shift in Tr for these 

events. 

D. Calculation of the Population in Each Bin 

The number of’events Ni corrected for background in a given bin i was 

given by 
a 

Ni = Mi - k. m.. , 
J 11 

where Mi = the total number of accepted events in bin i, 

mP - 
- the number of events of background j in bin i, 

k. 
J 

= a factor of the order of unity to obtain proper normalization 

for each background. 

The nine types of background considered and their total magnitude are listed in 

Table III, 

The raw number of events then had to be corrected for the detection effi- 

ciency. The efficiency in any one bin i was given by 

E. 
1 

=di/Gi , 

where di is the number of accepted Monte Carlo events that end up in bin i, and 

Gi is the number of generated Monte Carlo events in bin i. We stress that the 
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contribution to di can also come from events generated into bins other than the 

bin i, which, owing to measurement errors or the choice of the wrong solution, 

.migrated to bin i. The efficiency as a function of position on the Dalitz plot is 

displayed in Fig. 13. 

The final corrected number of events ni is then given by 

ni =Ni/eiri , 

where rG is the enhancement in the bin i due to the virtual radiative corrections 

and low-energy ( < 2 MC ‘) inner bremsstrahlung. The error 6ni is given by ?V 

I 6ni = ni 

Mi + 
1 

N2 i 
+di I 

1/2 . 
Error correlations between various bins due to movement of events from one 

bin to another can be safely ignored. It is this distribution (n. * 6ni) which is 1 

subsequently fitted to a theoretical spectrum. 

E. Data 

The final sample of data consisted of two subsets : 754,000 events 

collected in March and June, 1971 and 836,000 events collected in January, 

1972. These events are shown in their reconstructed position on the Dalitz plot 

in Fig. 14. For clarity 10 x 10 MeV bins are used in the figure. The two subsets 

differed slightly in the incident Kl momentum spectrum, precision of TOF 

information, and beam collimation. ‘Ihe parameters of the Monte Carlo sample, 

which consisted of 800,000 triggers passing the K” 
P3 

cuts, was adjusted 
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accordingly for each subset. 

VII. FITTING PROCEDURE AND RESULTS 

The fitting of the data sample to theoretical expressions was done in 

5 x 5 MeV bins; only those bins lying entirely within the Dalitz plot boundary 

were included in the analysis. Four types of fits were made to the data: 

1) An “unparametrized” fit using f+ and f. form factors, and fitting 

each of the 22 t bins independently. 

2) An “unparametrized” fit using f+ and t form factors, and fitting 

each of the 22 t bins independently. 

3) A “2-parameter” fit in which the entire Dalitz plot was fitted 

simultamcusly using the parametrization 

f+W =f+(O) (1 + h+ --t-) , 
m2 ‘IT 

foW =f,(O) (1 -+ ho+ 
m2 

0 

?T 

4) A “2-parameter” fit in which the entire Dalitz plot was fitted 

simultaneously using the parametrization 

f+(t) = f,(O) (1 + A+ - i2) ’ 
7r 
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2 
m2K- mn 

t (t) = ’ m2 
Gp+) 

77 (1-k h+- ,: ) o 
lr 

In these last two fits, f+(O) z fo(0) E 1. 

The 22 values of the form factors at different t derived from the first two 

procedures were then fit with a polynomial to determine their t dependence. 

Both f, and f. were found to he satisfactorily described by a linear t dependence, 

while [ was found to be consistent with having a constant value over the range 

of t examined in this experiment, The results of the four fits are tabulated in 

Table IV. Values off,, f. and 5 as a function of t as obtained from fits (1) and 

(2) are displayed in Fig. 15. The residuals of the 2-parameter fit to A+ and ho 

are shown in Fig. 16. The errors shown in Table IV and Fig. 15 are statistical 

only, A detailed discussion of our estimation of systematic errors will be 

presented in Sec. VIII. 

The slope of the f, form factor found in this experiment supports the 

hypothesis that f+(t) obeys an unsubtracted dispersion relation, and that the 

dispersion integral is saturated by the K*(890) pole. A 2-parameter fit in which 

the mass of a single l- pole describes the t dependence of f+ yields 

m.&-) = 870 f 17 MeV, in excellent agreement with the K* (890) dominance 

prediction. 

The slope of the f. form factor found in this experiment is in excellent 

agreement with the Dashen-Weinstein relation (if we allow a linear extrapolation 

to t = rnt + rnz ) , supporting the view that the effects of SU(3) @ SU(3) breaking 

in the strong interactions are small enough so that a perturbative treatment is 

valid. The extrapolated value of f. at t = m2 - K rnt is 1.22 f 0.04, in excellent 

agreement with the modified Callan-Treiman relation. Thus ) these experimental 
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results also support the view that SU(2) @ SU(2) is a good symmetry of the 

strong interactions, by bearing out the PCAC prediction. 

In Table V we summarize the results of several other parametrized fits 

to the data,, The K* pole fit has already been discussed. A fit requiring both 

l- and O+ poles gives m,(l-) = 867 f 18 MeV and m,(O+) = 1109 f 42 MeV; 

our data is therefore also in agreement with the requirement that fo(t) obey an 

unsubtracted dispersion relation, and the use of the broad Kr enhancement at 

1200-1400 MeV as the O+ pole. 

Finally, we have performed a fit in which f+ and f. were allowed to have 

linear t dependence and included a constant tensor amplitude fTO This fit provides 

a very stringent limit on any possible tensor contribution to the matrix element: 

1 fT 1 < 0.016 f+(O) at the 95% confidence level. Because of the “induced scalar” 

term resulting from the vector form factors, the KL3 Dalitz plot analysis is 

unable to extract any information on a possible scalar amplitude., 

The results obtained depend slightly on the values of the form factors used 

as input to the Monte Carlo, since the calculated efficiency is weahly dependent 

on these parameters, owing to the possibility of events migrating from one bin 

to another as a result of the fitting procedure, Thus, strictly speaking, when 

evaluating the x 2 at any point characterized by A+ and ho (or 5 ), one should use 

corresponding parameters in the Monte Carlo to evaluate the efficiency, As this 

procedure would consume a prohibitive amount of computer time, we have 

adopted an iterative procedure, reweighting the Monte Carlo events to corres- 

pond to the values of h+ and 5 yielded by the data after each fit. The final para- 

meters used in the Monte Carlo agreed with the eventual values given by the fit. 

The rapid convergence of this procedure is illustrated in Table VI, which 

confirms that the results of the fit do not have a strong dependence on the 
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parameters used in the Monte Carlo. We see that the main effect of using 

incorrect parameters in the Monte Carlo would be to pull the resultant fit 

values slightly towards the parameters used. Since the values of A+ and ho used 

in the final Monte Carlo agreed with the values obtained in the final fit, no sys- 

tematic error was introduced by this procedure. The net result of this procedure, 

however, was to underestimate the statistical error of A+ by about 7%) and A0 

by 17%. 

It is well known that in an unparametrized fit to f+ and 5 , the extracted 

values of the form factors at a given t are strongly correlated, especially at 

low values of t. The extracted values of f, and f, at a given t are also strongly 

correlated. This is illustrated in Fig. 17, where we show error ellipses for 

several different t values. In addition to the correlation of the parameters, the 

associated errors are often non-Gaussian and asymmetric) especially for extreme 

values of t, This presents a problem in ascertaining the t dependence of the form 

factors in the two step process which must be used in the “unparametrized” 

methods of extracting either f, and [ or f+ and f. (fits (1) and (2)), since the 

a posteriori fit to the linear form factors hypothesis assumes that the errors - 

on values at each t are Gaussian, and corr,r -‘ations between the form factors are 

not taken into account. The 2-parameter fit does not suffer from this problem 

since the two parameters are almost completely uncorrelated. This is illustrated 

by the error ellipses for A+ and ho as shown in Fig. 18. 

Several recent experiments have used “unparametrized” fits to extract 

the t dependence of the form factors. We believe that “unparametrized” fits 

should be used to indicate the appropriate functional forms to be applied in a 

parametrized fit. Thus we believe that our fits (1) and (2) should be taken to 

illustrate the validity of the assumption of linear t dependence for f, and fo, and 
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the constancy of 5, but the 2-parameter fit (3) provides the most reliable method 

of extracting the values of h+ and ho from the Dalitz plot data. 

As can be seen from Fig. 15, the data shows a tendency for 5 to take on 

increasingly positive values as t - 0 in the unparametrized fit. This effect is 

correlated with the fact that the extrapolated value of fo(t)/f+(0) at t =0 does not 

equal unity. It is worth pointing out that this behavior occurs in a region of t 

where the determination of 5 is relatively poor and the sensitivity to systematic 

errors quite high. Thus we do not believe that the data warrants a conclusion 

that the behavior of the form factors departs from a linear variation at low 

values of t. The satisfactory x 2 for 2-parameter fit supports the statement 

that the data is adequately described by linearly varying f+ and f. form factors. 

VIII. COMPARISON WITH MONTE CARLO AND STUDY OF SYSTEMATIC ERRORS 

It is clear that the Dalitz plot analysis depends crucially on our being able 

to reproduce faithfully the experimental conditions in the Monte Carlo programs. 

A great deal of effort went into insuring that the Monte Carlo events were as 

realistic as possible. In this section we compare some of the observed “primary” 

distributions for the accepted events with the Monte Carlo predictions. One should 

note that the effect of any discrepancies observed in these distributions on the 

actual Dalitz plot population should be considerably diluted by the Lorentz trans- 

formation from the laboratory to the KL center-of-mass system. 

To test quantitatively the effect of any possible experimental bias on our 

final result, we have introduced various possible biases into the data and then 

refitted the resulting Dalitz plot using the linear parametrization of the form 
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factors. Typically, we have tried to introduce a distortion about 4 times higher 

than warranted by the data. The results of these tests are listed in Table VII 

and are discussed below in connection with specific distributions. We note that 

some of the distortions introduced do not significantly alter the x 2 for the over- 

all fit but do have appreciable effects on the values of the fitted parameters. 

Therefore, it is important to assure ourselves that these systematic effects 

are indeed absent, by a detailed comparison of the many experimental distri- 

butions with the predictions of Monte Carlo. 

One can point to several specific inputs that must be correctly reproduced 

by the Monte Carlo program if one hopes to calculate the correct efficiencies. 

These inputs are: 

1) Momentum spectrum of KL’s, 

2) Precision of time-of-flight information, 

3) Precision of geometrical reconstruction, 

4) Wire chamber efficiency as a function of position and angle, 

5) Counter efficiencies, and 

6) Coulomb scattering of muons in the lead. 

We shall present comparisons between the Monte Carlo and experimental distri- 

butions and discuss the significance of each comparison in relation to these 

points. To provide a quantitative estimate of the quality of agreement between 

the data and the Monte Carlo, we will quote a x 2 and number of degrees of 

freedom for each distribution. A number of the points in some of the distribu- 

tions contain in excess of lo5 events; their statistical error is thus a few parts 

times 10m3 of the number of events in that bin. We do not feel that we are free 

of biases at that level; nor do we need to be, even for an experiment with our 

2 
precision. Thus in computing the errors for the purpose of calculating a x , 
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we have placed a lower limit of 2% of the number of events on the quoted error. 

Therefore, a reasonable x 2 for a given number of degrees of freedom should be 

interpreted as an agreement between the data and the Monte Carlo at the level 

of 2olc or better. 

A. KL Momentum Spectrum 

The plots of the reconstructed XI: 
momentum and the measured momenta 

of the pion and muon are shown in Fig. 19. As discussed in Sec. V. A, the input 

KE momentum to the Monte Carlo was adjusted to obtain agreement with the 

reconstructed momenta in Fig. 19a. The pion and muon momenta were then 

also reproduced quite well by the Monte Carlo. The excess x2 for the pion 

momentum distribution is due partly to a slight deficiency in the experiment of 

events with Plr < 1.5 GeV /c , corresponding to an inefficiency of about 4%, and 

partly to a deficiency of high energy pions. 

We have tested the sensitivity of the results to a small change in the tiL 

momentum spectrum by augmenting in turn three different parts of the spectra 

by 10%. These results are illustrated in Table VII. Similarly, any possible 

inefficiency at low Pn was simulated by introducing a 50% inefficiency for 

Pr< 1.25 GeV/c. 

B, Precision of the Time-of-Flight Measurement 

The comparison of the difference between the measured and fitted KL TOF 

is displayed in Fig. 20. As the Monte Carlo timing error was adjusted to repro- 

duce the experimental distribution, the agreement should not be taken as an 

independent check, but rather as a demonstration of the accuracy with which 

the final Monte Carlo TOF error was chosen. 
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Figs. 21 and 22 illustrate the missing mass squared and the reconstructed 

I$!I! mass. These two distributions are particularly sensitive to the precision of 

the TOF measurement. The sensitivity of A+ and A0 to the TOF precision was 

tested by shifting the measured TOF systematically by 60 psec, and also by 

increasing the TOF uncertainty by 40%. The results are given in Table VII. 

C. Precision of Geometrical Reconstruction 

Fig. 23 shows the plots of pi - p: for several different bands of p*, 0 This 

quantity can take on positive values only because of experimental resolution or 

the presence of background, Thus the shape of the spectrum at low positive 

values of pk - p*, is a good measure of the experimental resolution., We would 

like to emphasize here that the experimental resolution in this context includes 

not only the measurement and Coulomb-scattering errors on the two charged 

tracks, but also the uncertainty in the q direction due to scattering in the Pb 

filter or the collimators. The good agreement in the falloff region illustrates 

our understanding of the experimental resolution, 

The effective mass of the rp spectrum is shown in Fig. 24. The agreement 

near the kinematic limit m 
ni.l 

= mK is an independent verification of the faithful 

reproduction of the experimental errors in the Monte Carlo. We note here that 

no sharp departures from smoothness are seen anywhere in the spectrum; more 

specifically no excess of events is seen around m 
n/J 

M 420 MeV/c2, in contrast 

to some previous observations (23) 0 The experimental resolution in this region 

is about h 3 MeV/c’. 

In order to test the sensitivity of the results to the directional information, 

we have systematically altered the KL direction by 1 mr. In an independent test 

we have increased the error on the upstream X and Y direction cosines of the n 
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andc1 (aa, P,:, Q cl, pP) by folding in a f 2 mr random spread to the measured 

values. The results are given in Table VII. 

D. Efficiency of the Wire Chambers 

A great deal of effort was expended in insuring that the chambers were 

highly efficient over the entire fiducial area, regardless of the number of sparks. 

Rather than discuss some of these tests, we limit ourselves to illustrating the 

agreement of various observed track distributions with the Monte Carlo predic- 

tions. Fig. 25 presents the direction cosines in the horizontal (a) and vertical 

(p) planes of the pion and the muon, both upstream and downstream of the magnet,, 

We specifically call attention to the good agreement of ox in the rear, which has 

the largest dynamic range. Software inefficiency or an imperfect understanding 

of the vertical focussing of the magnet would tend to cause depletion in the data 

at large values of anO 

A comparison was made between the data and Monte Carlo in the two 

dimensional distributions which resulted from projecting each charged track 

onto the plane of each wire chamber. No significant deficiencies were found in 

any region, Fig. 26 presents the X and Y projection distributions of the two 

charged tracks in the center of the upstream and downstream chambers. The 

excess x2 for the front chamber distributions is due entirely to a defficiency 

of about 7% at the outer edges which contain less than 1% of the events. The 

fact that this kind of inefficiency could not cause any significant bias was 

ascertained by refitting the data with greatly reduced acceptance as described 

in subsection GO 
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E. Counter Efficiency 

Because of the poor duty cycle at SLAC, the resolving time of the coinci- 

dence and latch circuits used in the experiment had been set to N f 4 ns. One 

might therefore expect some counter inefficiencies due to timing jitter. Clearly, 

these losses would in no way effect the experiment, provided that they were the 

same for all counters. The timing tests and adjustments were made in such a 

manner as to ensure that all the timing circuits were properly timed to + 1 ns. 

The efficiency of the A counters could be extracted from the 2 TRACK data, 

since only a single A counter was required in the trigger. That efficiency, of the 

order of 97% , was found to be constant to * l/2 o/c over all twelve A counters. 

The ultimate test of the satisfactory performance of all the counters is 

again the agreement of their counting rates with the Monte Carlo prediction. The 

distributions of the T, A, B, and C counters are shown in Fig. 27. The T count- 

er distribution has been folded twice through the horizontal and vertical axes of 

symmetry; the other 3 counter banks have been folded about the vertical axis. 

The major sources of discrepancies are manufacturing tolerances in the scintil- 

lator widths (fO.32 mm in 15 cm), small gaps between the counters in a hodo- 

scope bank, timing jitter in the coincidence and latch timing circuits due to 

electronic effects as well as to differences in flight paths,and deadtime effects 

due to high instantaneous rates, 

To test the sensitivity of our results to counter inefficiency, we have 

successively introduced an inefficiency of 50% in C8, an excess of 50% in C2, 

and an inefficiency of 500/c in T7. The effect of these variations are shown in 

Table VII. 
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F. Coulomb Scattering of Muons in the Lead Filter 

It is important that the Coulomb scattering of the muons be faithfully 

reproduced in the Monte Carlo, since it was possible to lose events through 

leakage of muons through the sides of the lead filter, or through a scattering 

larger than that allowed by the software. The quality of agreement of the 

Coulomb scattering is indicated by the plots in Fig, 28, which show the differ- 

ence in the projected and observed muon X coordinates at the C counter bank 

for muons in three different momentum ranges. The observed muon position 

was taken to be the center of the struck C counter. 

The width as a function of momentum is reproduced quite well, except 

for a relatively constant background, typically of the order of 1% of the number 

of events in the peak. Possible sources of this effect are large single scatters 

which were not included in the Monte Carlo, accidentals, and pion penetration. 

Note that the last two effects have been corrected for in the Dalitz plot analysis, 

but no effort was made to include these corrections in the distributions of Fig. 28, 

As a test of the sensitivity of our results to any anomalous tail, we have elimi- 

nated events with AX > 80 cm/g (GeV/c), and then subjected the remaining 

data to the 2-parameter fit, The results are shown in Table VII. 

Finally, we present in Fig. 29 the Z distribution of the decay vertices of 

the accepted events. This distribution is sensitive to the Ki momentum spectrum, 

as well as to the geometrical acceptance of the apparatus. 

G. Estimate of Systematic Errors 

The data presented in Table VII allows us to estimate the systematic errors 

due to the possible biases and uncertainties, as discussed above. Since the 

biases could have either sign, we can add all the changes in h+ and ho in 
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quadrature. Dividing by the enhancement factor of 4, (due to the fact that the 

systematic distortions introduced in Table VII are about a factor of 4 higher 

than warranted by the data), we obtain as the estimate of our systematic errors 

6 h syst = + 0.0016 , 

6 h vst = 0 0 o 0022 a 

This procedure probably overestimates the errors since it is quite likely that 

some of the effects illustrated by Figs., 19-29 are correlated. 

We also show in Table VII the sensitivity of [ in two different bins of t 

to various systematic changes in the data. The well known fact that the sensi- 

tivity of the data to < is poor at low t is quite apparent, In general, we also find 

that the values of A+ and A0 obtained from the unparametrized fits tend to vary 

considerably more than the values of these parameters obtained from the 2- 

parameter fit, 

To search for other possible systematic effects we have performed 

several further tests., The first of these consisted of performing the 2-para- 

meter fit on several different subsets of data. In particular, the following 

different subsets have been generated: 

1) The data was divided into three subsets, depending on the difference 

between the two kinematic solutions. The first subset consisted of 

events in which both solutions yielded values of T ~ and Tp in the 

same 5 x 5 MeV bin. The second subset included only those events 

in which the a priori probability of one solution, as obtained from -- 

the TOF information and the P(P,, Z) matriX, was at least 20 times 

higher than the other. The remaining events formed the third subset. 
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2) 

3) 

4) 

5) 

6) 

The events were divided according to the fitted KoL momentum, the 

three subsets corresponding to PK < 6.5 GeV/c , 

605 GeV/c < PK < 8.5 GeV/c, and PK > 8.5 GeV/c. 

The inbending (U) and outbending (V) events were treated separately. 

The U events tend to give muons in the central C counters, the V 

events in the outer ones. 

Events with muons striking one side of the C bank (C 5 8) were 

treated separately from events striking the other (C > 8). 

Events with positive and negative muons were fitted separately. 

The March-June 1971 data and the January 1972 data were fitted 

independently. 

In the interest of computer time economy, only the March-June 1971 data was 

used in generating subsets (l)-(3). 

The results of these fits are given in Table VIII. It can be seen that the 

values of ho are quite consistent with what we might expect from statistical 

fluctuations alone: x 2 = 8.1 for 8 degrees of freedom. On the other hand there 

is a larger spread of h+ values (x 2 = 32.0 for 8 degrees of freedom). We should 

stress, however, that no systematic effects have been included in Table VIII; 

any such systematics would tend to affect these individual subsets much more 

strongly than they would the total data. Hence we do not feel that these fluctua- 

tions are evidence of any systematic biases beyond those specifically discussed. 

As an example, we might point to the subset of data that consists of events 

in which both solutions fall in the same 5 x 5 MeV bin. These events have a 

very transverse neutrino and thus a good possibility of failing to satisfy 

P:, ’ P’,. We would expect this subset to be quite sensitive to measurement 

errors. This is indeed the case; the variation of h+ as a function of measurement 
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errors for this subset is almost a factor of 4 larger than for all the data. 

The second set of tests consisted of modifying the selection criteria for 

the accepted events. We have made the following changes : 

1) 

2) 

3) 

4) 

The choice between the two kinematic solutions was made solely on 

the basis of which solution gave a TOF that was closer to the measu- 

red TOF. 

The choice between the two kinematic solutions was made solely on 

the basis of the more likely solution as determined from the 

P(P,, Z). matrix. 

The accepted events were required to pass through the center part 

of the magnet. Approximately 30% of the events near the edges were 

eliminated. 

The fitting procedure was repeated using the data grouped in 

10 x 10 MeV bins. 

The results are displayed in Table IX0 No significant departures from the ori- 

ginal values are seen either in h+ or AoO 

Finally, we have checked the stability of the results to cuts on T 
P’ 

the 

muon kinetic energy in the < center of mass. The results of the 2-parameter 

fits under these conditions are shown in Table X. 

lx. COMPARISON WITH PREVIOUS RESULTS 

The results of the present experiment are in agreement with predictions 

of SU(2) @ SU(2) and SU(3) @ SU(3) symmetry for the scalar form factor fo, 
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and with the hypothesis that the vector form factor f+ satisfies an unsubtracted 

dispersion relation which is saturated by the K*(890) pole. In this section, we 

review previous experimental determinations of these form factors for compar- 

ison with these ideas and other basic assumptions of V-A Cabibbo theory. We 

have not attempted a global fit to all data with bearing on the t dependence of the 

form factors, but rather we have investigated Dalitz plot density, branching 

ratio and 1-1 polarization measurements separately, including the latest results 

known to us. This is, therefore, essentially an updating of the compilation of 

Gaillard and Choune t(24 ) , in that we have found world averages for the linearly 

parametrized fits of the various experiments; we have not attempted to extract 

the form factors in an unparametrized way by combining data of different exper- 

iments as in the later review of CGG we In cases where the x 2 of the fit for 

N results is greater than 1 per degree of freedom, we have multiplied the quoted 

uncertainty by x2/(N-1), in an attempt to include the effects of presumed system- 

atic errors. In cases where an experimental result differs by more than two 

standard deviations from the world average, we also quote results with that 

experiment discarded. 

A. Ke3 Dalitz Plot Measurements 

The Ke3 Dalitz plot distribution provides information on the validity of 

the assumption of a pure vector interaction, and allows extraction of the t 

*dependence of the vector form factor. Under restrictive assumptions (engm 

that the induced scalar term fS and the tensor term fT are independent of t, 

and that they do not interfere) limits of Ifs/f+\ < 0.13 (90% confidence level)(25) 

and 1 fT/f+ I< 0.22 (68% confidence level) (26) have been found. The present 
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experiment places a very stringent limit on fT: 1 fT/f+(0) 1 c 0.0016 at the 95% 

confidence level (see Section VII). We have compiled 11 Kz3 Dalitz plot experi- 

ments and 14 K” e3 Dalitz plot experiments which assume a vector interaction 

and extract A+, either from the two dimensional distribution orfrom the pion 

or electron energy spectrum alone. These results, together with the best least- 

squares fit is shown in Fig, 30 and Table XI. The Kz3 experiments yield a good 

X2andameanvalueh+= 0.029 f 0. 005, while the $3 experiments yield a poor 

x2 and a mean value ?L+ = 0.032 * 0.004. With the Firestone et. al. W) , cud 

Albrow et. al. (48) results discarded, the I$)3 result is A+ = 0.030 f 0.004, with 

a somewhat improved x 2 of 18.1 for 10 degrees of freedom. Results for both 

Ki3 and Kz3 are thus seen to be in excellent agreement with the K* dominance 

prediction. The agreement between the Ki3 and I$3 values for h+ is also exper- 

imental confirmation of the 1 AI 1 =f rule. It should be noted, however, that 

radiative corrections have been applied to very few of these experiments, and 

in those cases where they have, the effect of apparatus efficiency has not been 

correctly incorporated. The limited statistics of even the best of these experi- 

ments , however, makes it unlikely that inclusion of the radiative corrections 

would significantly alter the results. 

B. 3 Dalitz Plot Measurements 

The K 
/J3 

Dalitz plot distribution, as we have seen, provides information 

on the two form factors of the matrix element.Until recently, most experiments 

have been analyzed in terms of f+ and 5 0 In comparing the various experiments, 

we have followed this convention. Many experiments have presented their 

results in several forms, with varying assumptions or constraints. To facili- 

tate the comparison of results, we have, wherever possible, chosen lo compare 
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analyses in terms of h+ and E(O), with A- q 0. To the level of precision of the 

experiments treated here, the results are quite insensitive to the value of A-, 

and further, h =0 corresponds to the assumption of linear t dependence of fo,, 

Jn a few instances, it has been necessary to employ the correlation functions 

presented by the authors in order to calculate a result for A-= 0, Chiang 

et. al, (25) present no such correlation, so their result has been included in the 

form t(O), A+s A-. In Fig. 31 and Table XII we present these results for K+ 
P3 

and I? 
P3’ 

We have plotted only results of true 2-parameter fits. It is clear that 

the results are so inconsistent as to render any world average meaningless. In 

any case, such a world average would be totally dominated by the present 

experiment, which has more than 60 times the statistics of any previous K 
lJ3 

Dalitz plot analysis. Also, to our knowledge, none of the previous analyses has 

included radiative corrections, although again it is unlikely that this has had 

any significant effect on the results. 

C. Branching-Ratio Measurements 

The ratio of the rates F(K - np v )/ l?(K - r e v ) determines a relation 

between the two form factors. Thus, if f+ and f. are assumed to have linear t 

dependent e , I’ l.L3 / Fe3 determines a point in the ( h+lho) plane. For complete- 

ness , we display below this relation for K+ and KI decays : 

+ 
rj.43/ ref3 = 

0.646 + 2.228h+ -t- 4,321kt + 1. 573ho + 3.405h; - 0. 914h+A0 

1 -I- 307001, + 5.478At 
, 

$3 / r13 = 

0.645 + 20081h+ + 3.8851; + 1.465ho + 3.074$, - 1. 027h+A0 

1 + 3,457A+ + 4.779A2+ 
0 
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In finding a world average for I?+ / I‘L3, 
P3 

we have followed the procedure 

of Gaillard and Chounet (GC) in adjusting published values of ri3/ rz3 for the 

effect of cuts necessary to exclude background. We have therefore corrected 

I-+ and r+ e3 rates independently, and then used average values of these separate 
P3 

rates to determine r iufd C3’ GC found the fraction of the K+ Dalitz plot observed 
1.13 

in the experiments using the values A+ = O-03 and t(O) = -1, In the light of 

our experimental findings, we have recalculated this correction factor using 

A+ = 0.03 and t(O) = 0.0. Our correction factors are compared with the GC 

factors for r+ in Table XIII. No significant changes were introduced by this 
P3 

procedure, We find I’+ P3 = (3.08 f 0.08)0/o with a poor x2 of 20.6 for 12 degrees 

of freedom (see Fig. 32). IExclusion of the Cutts et.al. (66) a& x(26) experi- 

ments changes this result to I’+ P3 = (3.18 * 0.07)0/o with a greatly improved x 2 

of 7.9 for 10 degrees of freedom. 

The GC analysis used a value of A+ = 0.03 to extrapolate the measured 

ri3 partial rates to total rates. We concur in this choice, and therefore our 

compilation differs from theirs only in the inclusion of the new result of Chiang 

et, al, (25)0 The summary of I’ef3 measurements is shown in Table XIV and 

Fig. 33. We find ri3 = (4.80 f 0.07)%, with a poor x 2 of 25.9 for 15 degrees 

of freedom. If we exclude the experiment of Callahan, et. al, (51) , which differs 

from the mean by 4 standard deviations, we find ri3 = (4.85 f 0.06)%, with 

a good x2 of 11,2 for 14 degrees of freedom,, 

For all experiments, therefore, we find ri,/ rz3 = 0.642 * 0.015. If we 

fix h+ = 0.03 , as indicated by Ke3 Dalitz plot analyses, this result implies 

ho = 0.000 f 0.011, or t(O) = -0.37 * 0.13. Retaining only those experiments 

within 2a of the world averages, we find I’+ / I?+ = 0,656 * 0.014, which 
CL3 e3 

with A+ E 0, 03 , yields h 0 = 0.011 f 0,010 or 5 (0) = -0.25 f 0.12. 
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For the Kl branching ratios, which do not suffer from the same back- 

ground problems as the K+ decays, we have calculated I” P3/ Io3 directly 

from the published ratios. These results are summarized in Table XV and 

Figure 34. Our result differs from GC only in that it includes the latest results 

of Evans et.al. (83) , and the new measurement of Brandenburg et. al. (50) ., The 

world average is Ii3 / I’z3 = 0.695 k 0,017 with a x 2 of 9.3 for 11 degrees of 

freedom. With h+ 5 0,03 , this gives A0 = 0.035 f 0.010 or t(O) = +O. 09 f 0.13, 

These world averages do not support the AI = k rule prediction 

ri3 / ri3 = $f3/ rz3 , but in view of the poor agreement of several of the expe- 

riments included in the world average, and the agreement of h+ as derived from 

Kef3 and tie3 Dalitz plot analyses, this discrepancy need not be viewed as being 

serious. The K+ results favor A 0 L 0, while the I$ results clearly require 

ho > 0, in accord with the soft pion prediction. 

Do KU3 Polarization Measurements 

The only new muon polarization measurement since the CGG compilation 

is the result of Sandweiss, et. al. (88) , which is t(O) = -0.385 f 0.105 - 6,O h+, 

or t(O) = -0,57 f 0.11 with A+ = 0.03. Figure 35 and Table XVI present K+ 

and < muon polarization measurements, which give [ (0) = -0.94 f 0.21 for 

K+ with a x 2 of 1,15 for 4 degrees of freedom, and t(O) = -0.69 f 0.19 for KL 

with a poor x 2 of lo,6 for 3 degrees of freedom. These values of t(O) do not 

agree with that found by the branching ratio method, with the trend of t(O) as 

found in the K 
1.13 

Dalitz plot analyses (Fig. 3 l), or with the present experiment. 

Further, the polarization results also do not agree very well with the various 

(13) “rigorous” bounds , especially those which include the soft pion result as a 
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cons train& 

It is interesting to note that a possible resolution of the discrepancy 

between the Dalitz plot and branching ratio results for t(O) on the one hand, and 

the muon polarization measurements on the other, may lie in the possibility of 

the existence of small scalar or tensor amplitudes in the matrix element. The 

direction of muon polarization in certain areas of the Dalitz plot is particularly 

sensitive to small admixtures of scalar amplitude (89) , which have not been 

excluded by present Ke3 Dalitz plot analyses below a level of about 15% It 

appears that resolution of the situation will have to await high statistics Ke3 

Dalitz plot analyses ) and future muon polarization experiments. 

X0 C ONC LUSIONS 

We have presented a detailed discussion of a high statistics measurement 

of the Dalitz plot in KL - “1-1 I/ decay, Several parametrizations of the t depen- 

dent? of the vector form factor f.+ and the scalar form factor f. have been studied. 

A through examination of possible systematic biases has been made, allowing an 

estimate of their contribution to the uncertainties in the slopes of the form factors. 

Our analysis shows that both the vector and scalar form factors are well 

described by a linear t dependence in the physical region, with slopes 

A+ = 0.030 $ 0.003 , 

ho = 0.019 A 0.004 , 

where the uncertainties quoted are the sum of statistical and systematic errors, 
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This value of A+ is consistent with K* (890) dominance of the vector form factor, 

and with current world averages for A+ as determined in studies of the Ke3 

Dalitz plot, in accord with p-e universality. An extrapolation of f. using 

hg=0.019yieldsavalueof1.22*0.04att=m~-m~, in excellent agreement 

with the Callan-Treiman-Mathur-Okubo-Bandit current algebra prediction 

(presented in its original derivation at t = mk). The extrapolated slope of f. 

also confirms the prediction of Dashen and Weinstein Our experimental results 

thus support the hypothesis that chiral SU(3) @ SU(3) and SU(2) @ SU(2) are 

good symmetries of the strong interactions, and that symmetry breaking effects 

are small. 
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Table Captions 

Table I. 

Table II. 

Table III. 

Table IV. 

Table V. 

Table VI. 

Table VII. 

Table VIII. 

Table IX. 

Table X. 

Events generated by the Monte Carlo program and trigger 

efficiency for each decay mode. 

Effect of cuts on primary data. Cuts are outlined in Sec. VI. A. 

Sources of background greater than 0.1%. 

Results of the four primary fits to the KS” 
P3 

Dalitz plot. 

Errors shown are statistical only. 

Results of several fits using other parametrizations of the form 

factors. Errors shown are statistical only. 

Dependence of the results of the two-parameter (h+, ho) fit on 

the form factors used in the Monte Carlo. 

Investigation of the effect of possible systematic biases. The 

alterations described were in each case a factor of 4 larger 

than could be reasonably accommodated by the data. 

Results of 2-parameter (h+, ho) fit to different subsets of data. 

Errors shown are statistical only. 

Results of 2-parameter (h+, ho) fit using different selection 

criteria. 

Results of 2-parameter (A+,AO) fit to different areas of the 

Dalitz plot. Errors shown are statistical only. 
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Table XI. Determination of h+ from Ki3 and KE3 Dalitz plot, or from 

pion or lepton energy spectra. 

Table XII. Values of t(O), A+ from K i3 or Ko3 Dalitz plot analyses 

(with A- z 0). Several experiments did not perform two- 

parameter fits , but found t(O) with A+ fixed to a particular 

value (usually 0). t Note that the data of Ref. 46 are a subset 

of those of Ref. 56. 

Table XIII. Determination of Ki3 branching ratio. Corrections to be made 

for cuts necessary to exclude background are compared for 

A+ = 0.03, < = - 1 (CG values) and for A+ = 0.03, { =O. 

Table XIV. Determination of Kz3 branching ratio. 

Table XV. Determination of ratio of I? 
1.13 

to Ko3 branching ratios. 

Table XVI. Determination of t(O) in K+ and K” muon polarization 
!J3 1.13 

analyses. 
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Table I 

Events Generated by Monte Carlo Program 

Decay Mode 

K” 
1.13 

Koe3 

qr3 

G2 

No. Generated No. Triggers 

2.13x107 4.0 x106 

3.11x107 2.1 HO5 

1.00x107 1.5 x105 

1.25~10~ 2.22x103 

Trigger 
Efficiency 

18.8% 

0. 7% 

1.5% 

1.8% 
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Table II 

Fraction of events eliminated by various cuts 

Cut No. Fraction of events eliminated 

1 9.0% 

2 (T counters) 4.0% 

2 (A counters) 7.4% 

3 8.0% 

4 a. a% 

5 10.2% 

6 2.2% 

7 

8 

9 

10 

11 

12 

4.7% 

1.2% 

0.9% 

0.2% 

6.2% 

3.8% 
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Table III 

Size of various background subtractions 

Kind of Background Magnitude (%) 

Diffraction scattering in air 0.70 

Diffraction scattering in veto counter 0.18 

K”L - ?e* v followed by 7r - /A Y 2.62 

K”L- 7r+r-r” followed by r--. pv 1.43 

q- ~+a- followed by x- ALE, 0.05 

K”L’ ‘rr’p*v y (Ey> 2 MeV) 0.94 

K;+ nTe*‘v followed by 7r penetration 0.36 

0 

KL-’ x+r-7r” followed by QT penetration 0.10 

CL- n’p* v followed by T penetration 0.25 

(,u does not have enough energy to reach the 

C counter bank) 
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Table IV 

Overall x 2 
Degrees of 

freedom 

Results of the fits 

h+ - IO - -t- 

Unparametrized fit 329 357 0.033 f. 004 0.013 * * 005 0.00 * .04 

2-parameter fit 396 398 0.030 f. 0015 0.019 f .0014 -O.llk .02 



Table V 

Results of fits using other parametrizations of the form factors 

Type of Fit 

l- pole, ho mJl-) = 870 f 17 MeV 

AO = 0.018 * .0015 

l- pole, 0+ pole m, (l-) =867 f 18 MeV 

m&O+) = 1109 + 42 MeV 

Inclusion of constant 
tensor amplitude 

A+ = 0.030 * 0.0016 

ho = 0.019 * 0.0015 

fT/f+(0) = -0.001 * 0.008 
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Table VI 

Dependence of Fitted Parameters on Matrix Element used in the Monte Carlo 

Change in Monte Carlo Effect on 2-Parameter 
Form Factor Fit Result 

+- MO (A t(O)) Ax2 Ah+ AhO 

0. 02 0. 00 0. 00 16.6 0.0014 0.0016 

0. 00 -0.04 -0.5 3.4 0.0037 -0.0074 
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Table VII 

Investigation of the effect of possible systematic biases 

Alteration of data Ax 
2 

50% loss of events with PT<la 25 GeV/c 

Excess of 10% of events with PK < 6 CeV/c 

Excess of 10% of events with 
6.5<PK<8.5 CeV/c 

Excess of 10% of events with 
PK > 10 Cev/c 

Measured time-of-flight increased 
by 60 psec 

Time-of-flight error increased by 40% 4.9 

Additional 42 mr uncertainly folded into 
directional cosines of charged tracks 

Beam direction altered by 1 mr 

50% loss of events with T7 

50% excess of events with C2 

50% loss of events with C8 

Events with large p Coulomb 
scatter eliminated 

r -+ 1-1 I, decay correction increased by 20% 

Air and veto counter diffraction scattering 
increased by a factor of 2 

Point source of K” beam used in Monte Carlo 

No correction for pion penetration 

1.3 

-4.2 

Ah+ 
-. 0010 

-0026 

AhO 

-.0007 

19.1 

17.9 

. 0001 

-. 0009 

. 0026 

-.0002 

-0 0004 

-4.1 . 0042 

-.OOll 

.0017 .147 -. 289 

-.0005 .046 .151 

99. 0 .0036 -.0057 

49.0 

-3.1 

52.8 

154,7 

7.1 

2.2 

-5.1 

12.5 

1.1 

. 0017 

. 0000 

.0009 

.0012 

. 0001 

-.0003 

-. 0010 

-.0007 

-.0032 

-. 0001 

-D 0014 

-.0007 

-.0021 

-. 0034 

-.0004 

.0004 

-.0002 .0023 

A[ (tS.2) A 5 (t=l. 6) 

-0 041 

-. 010 

. 005 .008 

-. 004 

,057 

e 012 

. 004 

-.023 

-.058 

-. 046 -.055 

-. 010 -.215 

,001 -D 030 

.163 .272 

a 032 .064 

-* 017 

-. 142 

.073 

-.407 

-.144 

.007 

,087 

.234 



Table VIII 

Results of 2-parameter fit to different subsets of data 

Subset 2 
X NDF h+ h 

0 
_-____-__---~-----~~~~~~~~~~~~~~~~~-~~~~~~~~~~-----~~~---------~~~~-~~~~ 

Both solutions in 
the same bin 417 373 . 0177 *.0038 .0175 1.0035 

Ratio of 2 probs > 20 266 274 . 0422 5 00052 .0225 *.0045 

Remaining events 430 398 . 0304 1.0020 .0146 St.0021 
------------------------------------------------------------------------ 

LOWPK 379 379 . 0390 f 00030 .0187 *.0032 

Medium PK 406 398 . 0319 3.0026 .0146 f .0025 

High PK 432 392 . 0233 f .0030 .0178 f .0028 
~--~-~------~_-~---_--~----~--~~~~-~---~----~~~~-~~~~~~~~~~~~~~~~~~~~~~~ 

V events 380 398 o 0271 & .0028 .0182 * .0026 
U events 429 398 . 0315 f .0020 .0180 *.0020 
------------------------------------------------------------------------- 

C<_8 437 398 . 0305 *.0019 o 0170 i .0019 

C>8 458 398 . 0306 h.0020 .0177 k.0020 
--~---_-_~_-----------------~--~-~~~~~~-~-----------~~~~-~--~-~~~~-~~~-- 

i- 
/J 379 398 . 0305 * .0019 .0180 a.0019 

CL- 457 398 00305 G.0019 .0168 %.0019 
~~~--~~_^--~-~_---~-___________I________-~-~---------------------------- 

January data 412 398 o 0302 5.0015 a 0179 -f .0016 

March-June data 459 398 . 0303 h.0015 .0204 5 e 0016 
-_--------------_---____________________-------~~-~~~~~~~~~~~~-~~~---~-~ 
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Table IX 

Results of 2-parameter fits using different selection criteria 

Modification Ahi- Ah 
0 

TOF information used only 

PK, Z information used only 

Central part of the magnet used only 

10 by 10 MeV bins 

-. 0030 -0 0008 

. 0004 . 0002 

-0 0001 . 0000 

. 0005 -.0018 
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Table X 

Subset 2 NDF 

Results of 2-parameter fit to parts of Dalitz plot 

A -I- 
h 

0 

5 <65 Mev 
TP > 65 MeV 

2 edge bins eliminated 

q2 from each bin 

126 153 .0236 f .0030 .0219 -+ .0034 

252 240 .0333 f .0019 .0188 f o 0016 

283 307 . 0340 f .0020 .0141 h 6 0026 
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Table XI 

h+ from Ke3 Dalitz plot 

K+ KOL 

Experiments Ref. 

Brown, et. al. (1962) 27 

Jensen, et. al. (1964) 28 

Borreani, et. al. (1964) 29 

Belloti, et. al. (1967) 30 

Kalmus , et. al. (1967) 31 

Imlay, et. al. (1967) 32 

Botterill, et. al. (1968) 33 

Eisler, et.al. (1968) 34 

Botterill, et. al. (1970) 35 

Steiner, et. al. (1971 j 36 

Chiang, et. al. (1972) 25 

Average 

h + 

0.036 f 0.045 

-0.010 * 0.029 

-0.040 f 0.050 

o 045 + 0.017 
- 0.018 

0.028 * 0.014 

0.016 * 0.016 

0. 080 l 0. 040 

-0.020 + 0.080 
- 0.120 

0.645 f 0.015 

0.027 f 0.010 

0.029 f 0.011 

Number of 
Events 

175 

407 

230 

854 

515 

1393 

17000 

90 

1458 

2707 

4017 

2 
X = 8.2 for 10 degrees of freedom 

0.029 l 0.005 

Experiments 

Luers, et. al. (1964) 

Fisher, et. al. (1965) 

Firestone, et. al. (1967) 

Kadyk, et.al. (1967) 

Lowys, et.al. (1967) 

Kulyukina, et. al. (1967) 

Aronson, et. al. (1968) 

Basile, et.al. (1968) 

Bisi, et.al. (1971) 

Dally, et. al. (1972) 

Neuhofer, et. al. (1972) 

Albrow, et. al. (1972) 

Buchanan, et. al. (1972) 

Brandenburg, et. al. (1973) 

Average 0.032 * 0.004 

Ref. 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

x+ 
0. 07 f 0.06 

0.15 f 0.08 

-0.01 * 0.02 

0.01 + 0.015 

0. 08 
+ 0.10 
- 0.08 

0.03 
+ 0.055 
-0.040 

0.020 f 0.013 

0.023 * 0.012 

0.023 * 0.005 

0.05 f 0.01 

0.022 * 0.014 

0.055 * 0.010 

0.944 l 0.006 

0.019 f 0.013 

Number of 
Events 

153 

577 

764 

531 

249 

394 

824-1020 

4800 

42000 

10000 

1910 

6668 

26000 

1871 

2 
X = 28.1 for 13 degrees of freedom 



Table XII 

t(O), A+from Kp3 Dalitz Plot (h = 0) 

I(+ 0 
KL 

Experjment 

Brown, et. al. (1962) 

Jensen, et. al. (1964) 

A3 Eisler, et. al. (1968) 
cn 
I Callahan, et. al. (1.966) 

Kijewski (1969) 

x2 (1971) 

Ankenbrant, et. al. (1972) 

Chiang, et. al. (1972) 

Ref. - 

27 

28 

34 

51 

52 

26 

53 

25 

Number 
of Events 

76 

=zlZO 

78 

444 

2041 

3240 

4025 

3900 

m 

1.46 * 1.2 

-0.50 f 0.7 

-0.50 27 0.9 

0.72 * 0.50 

-0.5 f 0.8 

-1.1 * 0.5 

-0.62 + 0.28 

0.45 * 0.28 

h + 

eO 

0 

20 

0.00 * 0.035 

0.009 + 0. 026 

0.050 * 0.019 

0.024 * 0.022 

-0.006 f 0.015 

(A- 2 A+) 

Experiment 
Number 

Ref of Events A _ 

Carpenter, et. al. (1966) 54 1,371 

Basile, et. al. (1970) 55 3,140 

Chien, et. al. (1970) 56 26,500 

Dally, et. al. (1972)+ 46 16,000 

Albrow, et.al. (1972) 48 9,066 

Peach, et. al. (1973) 55 1,385 

This Experiment (1973) 1.6~10~ 

1.2 *o-8 

-3.9 *0.1 

-0.68 + 0.12 
- 0.20 

-0.94 * 0.18 

-1.5 * 0.7 

(h- = 
-0.90 * 0.45 

-0.11 * 0.04 

h L 

=o 

=0 

0.090 * 0.02 

0.11 f 0.04 

0. 085 * 0. 015 

0. 030 f 0.060) 

E 0.025 

0.030 * 0.003 



Experiment 

Birge, et. al. (1956) 59 

Alexander, et. al. (1957) 60 

B$ggild, et. al. (1961) 61 

Taylor, et. al. (1959) 62 

Giacomelli, et. al. (1964) 63 

Shaklee, et. al. (1964) 64 

Bisi, et.al. (1965) 65 

Cutts , et. al. (1965) 66 489 

Callahan, et. al. (1966) 51 636 

Auerbach, et. al. (1967) 67 310 

Botterill, et. al. (1968) 68 5600 

Garland, et. al. (1968) 69 350 

Zeller, et. al. (1969) 70 230 

x2 (1971) 26 1505 

Chiang, et. al. (1972) 25 3900 

Ref. 

Table XIII 

K+ 
l.t3 

Branching Ratio ( Ii3) 

Number of 
Events 

7 

12 

6 

37 

87 

2120 

2100+745 

Partial Rate Correction 

CG(t; =-I) [ =o 

0.708 0.711 

0.280 0.287 

0.154 0.159 

Not corrected 

Error increased to 
account for background. 

0.064 0.064 

Not corrected 

0.454 0.448 

Not corrected 

0.757 0.750 

Not corrected 

0.292 0.290 

Not corrected 

Average 
9 

3.7 * 0.9 

2.8 f 0.5 

3.6 f 0.5 

3.0 * 0.5 

3.52 * 0.40 

4.12 * 0.6 

2.83 f 0.19 

3.10 * 0.28 

3.23hO.10 

3. 02 f 0.24 

3.44 f 0.6 

2.78 f. 0.11 

3.33 f 0.16 

3.08 * 0.08 

x L1 = 20.6 for 12 degrees of freefom 



Table XIV 

Kef3 Branching Ratio (I’i3) 

Experiment 

Birge, et. al. (1956) 59 

Alexander, et. al. (1957) 60 

Mggild, et. al. (1961) 61 

Roe, et.al. (1961) 71 

Shaklee, et. al. (1964) 64 

Borreani, et. al. (1964) 29 

Callahan, et. al. (1966) 51 

Young, et. al. (1967) 73 

Belloti, et. al. (1967) 30 

Auerbach, et. al. (1967) 67 

Eschstruth, et. al. (1968) 74 

Garland, et. al. (1968) 69 

Botterill, et. al. (1968) 68 

Zeller, et. al. (1969) 70 

x2 (1971) 26 

Chiang. et. al. (1972) 25 

Ref. 

3.2 f 1.3 

5.1 f 1.3 

3.4 f 1.7 

5.0 9 0.5 

4.7 TfLo.3 

5. 00 f 0.34 

4.02 f 0.21 

5.30 -+ 0.90 

5.24 f 0.50 

4.93 f 0.16 

5.17 f 0.19 

4.35 * 0.40 

4.92 f 0.21 

4.31* 0.40 

4.75 f 0.11 

4.86 xt 0.10 

Average 

2 
x = 25.9 for 15 degrees of freedom. 

4.80 * 0.07 
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Table XV 

Ratio of Ko,/Kz, Branching Ratios (I’;,/ I’:,) 

Experiment 

Adair, et. al. (1964) 75 

Luers, et. al. (1964) 37 

Astbury, et. al. (1965) 76 

de Bouard, et.al. (1967) 77 

Hawkins, et. al. (1967) 78 

Hopkins, et. al. (1967) 79 

Kulyukina, et. al. (1968) 80 

Budagov, et. al. (1968) 81 

Beilliere , et. al. (1969) 82 

Basile, et. al. (1970) 55 

Evans, et.al. (1973) 83 

Brandenburg, et. al. (1973) 50 

Average 

Ref. 

0.81 S= 0.19 

0.73 f 0.15 

0.85 kO.25 

0.82 *Oo,lO 

0.70 -lo.20 

0.81 iO.08 

0.63 f 0.16 

0.71 f 0.05 

0.70 f 0.04 

0.62 f 0.05 

0.662 * 0.030 

0.741 h 0.044 

0.695 i 0.017 

2 
X = 9.3 for 11 degrees of freedom. 
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Table XVI 

t(O) from u polarization 

K+ 0 1; L 

Experiment Ref. 
Number 

of events Experiment 
Number 

Ref. a9 ___ of events 

i al. (1965) 84 1.2 2.4 Borreani, et. 2100 Auerbach, et. al. (1966) 85 -1.2 * 0.5 2600 - 1.8 

Callahan, et. al. (1966) 51 -0.7 i- 0. 9 3347 Abrams, et. al. (1968) 86 -1.6 f 0.5 665 

Cut&, et. al. (1968) 52 -0.95 f 0.30 3133 Longo, et. al. (1969) 87 -1.81 f 0.50 

x2 (1971) 26 -1.00 f 0.30 6000 Sandweiss, et. al. (1973) 88 -0.57 f 0.11 

(h+ = 0.03) 

Average -0.94 f 0.21 Average -0.69 * 0.19 

2. 2X106 

2 2 
X = 1.2 for 3 degrees of freedom. x = 10.6 for 3 degrees of freedom. 



Figure Captions 

Fig. 1 

Fig. 2 

Fig. 3 

Fig. 4 

Fig. 5 

Fig. 6 

Fig. 7 

Fig. 8 

Fig. 9 

Dalitz plot density distributions for K 
P3 

decay for pure vector, 

scalar and tensor couplings. The shaded areas denote the value of 

/&id/’ at the kinematic boundary. 

SLAC I? Spectrometer - plan view of the experimental apparatus. 

The Monte Carlo predicted shape of the E+- spectrum for events 

which satisfy the KG3 criteria as a function of PK 

The experimentally observed E+- spectrum for all events, as com- 

pared with the Monte Carlo prediction obtained with a best-fit 

decay momentum spectrum. 

The KL decay momentum spectrum. 

A schematic diagram of an accepted AMBIGUOUS event. The B 

counter struck by the muon is too far away from the projected 

trajectory of the pion to be associated with it. 

Vertex distribution of the events in the carbon run. 

Order Q! radiative corrections to KY3 decay. 

Comparison of percentage radiative corrections across the Dalitz 

plot in 10 x 10 MeV bins for “ideal” apparatus (upper numbers in 

each box ; average = 2.4%) and for the apparatus and KL spectrum 

of the present experiment (lower numbers ; average = 0.9%). 
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Fig. 10 The displacement due to the choice of a wrong solution for 40 

random Monte Carlo events. The arrows point from the true 

(Tn, TP) point to the reconstructed (Tr, TP) point. 

Fig. 11 The net percentage change in Dalitz plot population due to “wrong 

solutions”. The results are displayed in 10 x 10 MeV bins for 

clarity. 

Fig. 12 The shift in the pion center-of-mass energy for “Wrong solution” 

events as determined from the Monte Carlo. 

Fig. 13 Acceptance efficiency (E) after all cuts in percent as a function of 

Dalitz plot position as calculated by the Monte Carlo program. 

Again 10 x 10 MeV bins are chosen for clarity. 

Fig. 14 Number of events after background subtraction (in thousands) as 

a function of their reconstructed position on the Dalitz plot. 

Fig. 15 Results of the “parameter independent” fits. (a ) f+ as a function of 

t, (b) f. as a function of t, and (c) .$ as a function oft. The straight 

lines in (a) and (b) represent the best linear fit to the data; the 

dashed line in (c) is our best estimate of systematic errors. The 

Callen-Treiman point was not included in the fit. 

Fig. 16 Residuals of the 2-parameter (h+, ho) fit. The results are dis- 

played in 5 x 5 MeV bins. 

Fig. 17 Error ellipses of fovs f, and [ vs f, for three different values of t. 
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Fig. 18 Error ellipses for the two-parameter fit. 

Fig. 19 

Fig. 20 

Laboratory momentum spectra for (a) Ki, (b)p , and (c) a. 

Difference between the measured and fitted K”L time-of-flight 

spectrum. 

Fig. 21 Missing mass squared distribution. 

Fig. 22 

Fig. 23 

Reconstructed KL mass spectrum. 

Distribution of p’; - pz for three different bands of p: . The dashed 

lines indicate the cuts applied to the data. 

Fig. 24 lrp effective mass distribution. 

Fig. 25 Distribution of absolute values of X and Y direction cosines of the 

,u in front chambers (a and b), of the n in front chambers (c and d), 

and absolute values of X direction cosines of the ~1 and r in rear 

chambers (e and f). 

Fig. 26 Distribution of absolute values of X and Y coordinates of the p in 

front chambers (a and b), of the n in front chambers (c and d), of 

the p in rear chambers (e and f) and of the ?r in rear chambers 

(g and h). 

Fig. 27 Distribution of 1-1 and r counts in T counters (a and b) , of p and ?r 

counts in A counters (c and d), and of ~1 counts in B and C counters 

(e and f). 
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Fig. 28 Difference between the projected and observed X distribution of the 

~1 in the C counters for three different bands of p momentum. 

Fig. 29 Z distribution of the decay vertex. 

Fig. 30 Determination of A+ in Kz3 and Kz3 Dalitz plot from pion or electron 

energy spectra analyses. 

Fig. 31 Results of A+, f (0) fits (with A- = 0) to K13 and Ki3 Dalitz plots. 

Error ellipses are shown for three experiments. 

Fig. 32 

Fig. 33 

Determination of the Ki3 branching ratio. 

Determination of the Ki3 branching ratio. 

Fig. 34 

Fig. 35 

Determination of I” 
1.13 

/ Io3. 

Determination of t(O) in K+ and K” 
P3 P3 

muon polarization analyses. 
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