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Linear dynamics in a storage ring can be described by the one-turn map matrix. In the case of
a resonance where two of the eigenvalues of this matrix are degenerate, a coupling perturbation
causes a mixing of the uncoupled eigenvectors. A perturbation formalism is developed to find
eigenvalues and eigenvectors of the one-turn map near such a linear resonance. Damping and
diffusion due to synchrotron radiation can be obtained by integrating their effects over one turn,
and the coupled eigenvectors can be used to find the coupled damping and diffusion coefficients.
Expressions for the coupled equilibrium emittances and beam distribution moments are then derived.
In addition to the conventional instabilities at the sum, integer and half-integer resonances, it is
found that the coupling can cause an instability through anti-damping near a sum resonance even
when the symplectic dynamics are stable. As one application of this formalism, the case of linear
synchrobetatron coupling is analyzed where the coupling is caused by dispersion in the RF cavity, or
by a crab cavity. Explicit closed-form expressions for the sum/difference resonances are given along
with the integer/half-integer resonances. The integer and half-integer resonances caused by coupling
require particular care. We find an example of this with the case of a crab cavity for the integer
resonance of the synchrotron tune. Whether or not there is an instability is determined by the value
of the horizontal betatron tune, a unique feature of these coupling-caused integer or half-integer
resonances. Finally, the coupled damping and diffusion coefficients along with the equilibrium
invariants and projected emittances are plotted as a function of the betatron and synchrotron tunes

for an example storage ring based on PEP-II.
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Introduction

The design of an electron storage ring typically uses a
lattice of bending and focussing magnets to steer and fo-
cus the beam along with RF cavities to replenish energy
to the beam lost to radiation. Two important questions
to ask about a given storage ring are 1) is the motion of
the stored particles stable? and if so 2) what will be the
distribution of particles that are stored? When nonlin-
ear effects can be ignored, the answer to the first question
can be given quite concisely. One constructs the symplec-
tic one-turn map matrix, and if all the eigenvalues have
magnitude 1, the ring is stable, otherwise there is an in-
stability. As for the second question, the stored electron
beam will reach a unique distribution determined by a
balance between the diffusion and the damping effects of
synchrotron radiation [1]. The beam distribution is also
affected by other diffusion processes such as intrabeam
scattering. In this paper, we consider only radiation ef-
fects which are often dominant.

Electron storage rings are often designed so that nom-
inally there is no coupling among the transverse (z and
y) and the longitudinal (z) dimensions. The real stor-
age ring, however, will always have some coupling: ex-
plicitly due to intentional coupling elements, such as a
solenoid in a collider interaction region [2], or a crab cav-
ity for crossing angle compensation [3], and undesirably
because of small errors in the lattice. Because of this
coupling, one must reexamine the answers to the ques-

tions of stability and beam distribution and see whether
the small additional coupling has caused an instability
and to what extent it has altered the beam distribution.
This is of particular concern when the storage ring is op-
erated near resonances where a small added coupling can
cause significant effects. In the case when one is forced
to operate near a resonance, it is important to under-
stand the effect of the resonance on stability and beam
distribution. Such an operation has become routine for
example in the B-factory colliders PEP-II and KEK-B
when their horizontal betatron tunes are chosen to be
close to a half-integer [2, 3]. In the case of KEK-B, a
special concern to be addressed is due to the planned in-
stallation of a crab cavity, which is a natural agent of a
linear synchrobetatron resonance.

Regarding the question of linear stability, a general so-
lution was given in the classic paper by Courant and Sny-
der [4]. They showed that small coupling can cause an
instability near a sum, integer, or half-integer resonance
but not near a difference resonance. Once this question
has been answered, however, one would also like to know
the width of the instability. Courant and Snyder answer
this question for a particular x —y coupling perturbation.
Expressions for the widths of integer and half integer res-
onances have also been found for specific perturbations.
For the case of synchrobetatron coupling, Hoffstaetter
and Chao find expressions for the widths of some of the
synchrobetatron coupling resonances induced by disper-
sion at an RF cavity or by a crab cavity [5]. In the
present paper, we give general expressions for instability
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widths, including many of the results of Hoffstaetter and
Chao for synchrobetatron coupling, but we also address
the question on beam distribution.

A beam of electrons in a storage ring will reach an equi-
librium due to a balance between the effects of radiation
damping and diffusion [1]. In the absence of nonlineari-
ties, this equilibrium will be a Gaussian function of the
phase space coordinates. Subject to further conditions
which we will discuss, the Gaussian distribution in phase
space can be expressed in the form

DO S AN TR R 'Y
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Here, the g;2,3 are quadratic invariants which we will
write as g, = 21 G 7, with a = 1,2,3, Z being the phase
space vector and the 7 indicating a transpose of the vec-
tor. {(gi,2,3) are the average values of the invariants over
the beam distribution. Under this formulation, the prob-
lem reduces to finding the form of the invariants and their
average values.

To find the evolution of the (g,), we consider some
non-symplectic process that causes a local change in the
beam second moments X, = (z;2i). The net change in
the (g,) is then given by integrating the corresponding
change in the invariant around the ring:

Aga) = § ds Tr [G(ﬂ (2)

with Tr representing the trace of a matrix. Thus, in this
formulation, the non-symplectic process acts locally on
the moments, causing changes in the invariants which are
global quantities, determined from the one turn map at
the given position. In this paper, we consider synchrotron
radiation as the non-symplectic process. In general, how-
ever, we could include any non-symplectic process in this
framework. For example, see [6, 7] for more information
on including intrabeam scattering within a fully coupled
formalism.

The (g,) are related to the rms beam emittances by
(ga) = 2€4. In case the problem of interest is 2-D (4-D
phase space), as we will be in the following, the formula-
tion simply changes from a =1,2,3toa =1, 2.

Formulae for the equilibrium emittances due to syn-
chrotron radiation were given for the uncoupled case in
the work by Sands [1] in terms of the so-called syn-
chrotron radiation integrals [8]. In the general case in-
cluding coupling, an algorithm was given in [9] to nu-
merically compute the equilibrium distribution moments
given the linear lattice of the storage ring. This is effi-
cient for precise results, but loses the explicit dependence
on the lattice functions that an analytic expression pro-
vides. A generalization of the synchrotron radiation inte-
grals was given in [10, 11]. [11] extends the synchrotron
radiation integrals to the case of general coupling, but
does not specifically consider the case of a linear reso-
nance. Reference [18] also discusses equilibrium distri-
butions with coupling, including spin polarization, and

develops a perturbation theory, but does not cover the
case of resonances. In the present work, we consider weak
coupling but focus on obtaining analytic expressions near
a resonance.

As noted in [11], to compute the emittances exactly us-
ing radiation integrals, if one adds a perturbation at one
point, one must recalculate all of the lattice functions ev-
erywhere. We will formulate our perturbative approach,
taking advantage of its approximate nature by treating
the coupling as a small perturbation, so that this is not
required. Only the uncoupled lattice functions, along
with quantities derived from the local perturbation will
enter our final expressions.

As also noted in [11], when we are exactly on the res-
onance, the equilibrium beam distribution is not neces-
sarily well described by a function of the invariants g; 23
alone, and the basic assumption of our formalism breaks
down. This break-down occurs when particle motion in
phase space is dominated not by its symplectic dynamics
but by its damping and diffusion effects. In order that
the distribution retain the form (1) near resonance, we
require the condition

Xay,z <[] 3)

where Xz ,.. are the unperturbed damping decrements
(percentage reduction of the z, y, and z amplitudes per
turn) and ¢ is a dimensionless coupling constant to be
defined later.! This condition is satisfied over a wide
range of practical situations, although should be checked
in specific cases. Reference [11] contains numerical ex-
amples relating to this issue. The authors compute the
full set of equilibrium moments for a realistic lattice. Ex-
pressing these moments in the eigen-basis, one can see to
what extent the approximation of Eq. (1) is valid. They
do indeed find an example (near a difference resonance)
where for very weak coupling, this approximation breaks
down. We also note that increased periodicity in a lattice
design may further improve the approximation [13].
Linear resonances have been extensively analyzed in
accelerator physics. The result of Courant and Snyder
previously mentioned can be reframed by saying that in-
stabilities in linear dynamics are possible when two of
the eigenvalues of the one-turn map matrix are close

1 We argue for Eq. (3) as follows. From [11], we see that being a
function of the invariants requires xo < |dp| where dp is the dis-
tance from resonance of the eigen-phase advances. We will find
that [0p| = /Ap? £ £2 where Ay is basically the distance from
resonance for the uncoupled system. Resonance occurs when Ap
and £ are of the same order. Near resonance, therefore, |ou| ~ &.
We will find that the x, only change dramatically very close to
the resonance, so replacing xa by Xz,y,» should be reasonably
good. Thus, if (3) is satisfied, we expect that Eq. (1) is a good
approximation except in the extremely close vicinity of an un-
stable resonance. When the condition (3) fails, one could still
use our expressions for coupled eigenvectors to solve for the full
set of second moments explicitly.



to equal. Let us consider the case of 4-D transverse-
longitudinal phase space. (We refer to this as the case
of synchrobetatron coupling. The same framework will
apply to the purely transverse z-y coupling as well [14].)
The eigenvalues of the uncoupled map are given by et#=
and e¥#+ where Mz, z = 2TV, . With v, . the horizontal
(betatron) and longitudinal (synchrotron) tunes respec-
tively. The condition of degenerate eigenvalues amounts
to either v, + v, = integer, or v, or v, is an integer or
half integer.

Because the eigenvalues are degenerate at a resonance,
we need to consider degenerate perturbation theory. This
method is commonly used in quantum mechanics. In that
context, one examines how perturbations to the Hamilto-
nian operator change the energies (eigenvalues) and wave
functions (eigenvectors). There is an analogous formula-
tion for classical mechanics which we will develop and
apply to our problem. The difference between the two
cases is that in the quantum mechanics context, one per-
turbs a Hermitian matrix. Here we will perturb a sym-
plectic matrix. The framework is quite analogous, but
some unique features will emerge in the symplectic case
such as the issue of instabilities.

We now give a brief overview of the paper. In Sec-
tion I, we summarize and give definitions regarding the
computation of the invariants and their equilibrium val-
ues starting from a general one-turn map and the local
damping and diffusion from synchrotron radiation. From
the one-turn map M, we find eigenvalues and eigenvec-
tors. Given an eigenvector v,, the invariant matrix is
given by

Go = —J(vav} +vivT) . (4)

with * representing complex conjugate, ' representing
conjugate transpose and J the symplectic inner product
matrix given in Eq. (13). We normalize the eigenvectors
so that v/vy, = §; with d;; the Kronecker delta and v7
is a “co-vector” defined by v/ = —z'sgn(j)va-J. From the
normalized eigenvectors, we also construct a symplectic
matrix U using them as columns.

Next we consider a non-symplectic process which gives
rise to constant damping and diffusion matrices. We find
that we can describe such a process in terms of a local
damping matrix B and a local diffusion matrix D. The
evolution equation (2) simplifies to

A{ga) = —2Xa(9a) + da (5)
where the damping decrements x, are given by
Xa = %dS[Aaa + A—a—a] (6)

with A = U~'BU and the global diffusion coefficients d,
are given by

dy = %dsTr[GaD]. (7)

We then give explicit expressions for B and D for syn-
chrotron radiation and show that we reproduce the re-
sults of Sands [1] in the uncoupled case.

In Section II, we formulate our perturbative approach.
We expand the one-turn map and the corresponding
eigenvalue equation, writing:

M = Mo+ M+ Ms+ ... (8)
)\j = )\j0+>\j1 +>\j2+... (9)
v; = ’[Jjo+Uj1+Uj2+... (10)

We consider the case where the one turn map is near a
degeneracy and consider My to be the map exactly on
resonance. Ujo is a linear combination of the vj;g, the
eigenvectors of the uncoupled map which are degenerate
on resonance. The perturbation picks out a specific linear
combination of the degenerate eigenvectors. It will be
one of the main tasks of this paper to compute v;5. We
write My = My, + My¢ where M;,, is the difference from
resonance and Mg is any additional perturbation (e.g.
coupling). For the case of the integer and half integer
resonance, we find that we need a second order M and
need to do second order degenerate perturbation theory.
For each resonance, we express our results for the eigen-
phase advance and perturbed eigenvectors in terms of
a coupling paramater £, a splitting parameter Ay, an
average shift i, and a phase ¢. These are all expressed
in terms of the matrix elements r;, = 070 Puyy where
M; = PMy. We find that there are instabilities for all
but the difference resonance and the width is given by
&> Ap.

In Section III, we apply our formalism to two cases
of synchrobetatron coupling: dispersion at an RF cavity
and the addition of a crab cavity. We give explicit ex-
pressions for £, Au, ¢, and i near each of the resonances,
thereby providing analytic formulae for stop-band widths
and perturbed eigenvectors.

In Section IV, we combine the results of Section IT
and Section I to compute coupled expressions for the in-
variants G, and also b, and d, the local damping and
diffusion coefficients for the eigenmodes. We find that
in addition to the coupling mixing together the uncou-
pled invariants G, and G, there are additional terms
G which oscillate around the ring. These terms could
be expressed as linear combinations of the extra invari-
ants that exist for the one-turn map exactly on resonance,
as discussed further in [10]. By doing our perturbation
theory in terms of the eigenvectors, they naturally come
out of the analysis. We then find the global damping
and diffusion coefficients by integration of these quanti-
ties around the ring. The additional mixing terms are
found to not contribute much to the global damping and
diffusion in typical cases. One notable exception to this
is the case of the integer synchrotron tune resonance. Be-
cause the synchrotron phase advances very little around
the ring, the mixing term does indeed contribute to the
global diffusion and one must be careful to include this
term. A final notable result of this section is that one of



the damping decrements x, can bbecome negative near
a sum resonance. This indicates an instability which we
refer to as an “anti-damping instability”.

Section V connects together the results of Sections IIT
and IV giving plots and discussion. We use the param-
eters for the PEP-II LER as an example storage ring
to plot the coupled damping and diffusion coefficients
and equilibrium emittances as a function of the betatron
and synchrotron tunes near each of the resonances. We
also examine the question of instability, both due to the
Hamiltonian dynamics and due to anti-damping.

Section VI contains the conclusion. Further deriva-
tions are contained in the appendices. Appendix A gives
derivations related to the invariants and second moment
matrix. In Appendix B we formulate our general per-
turbation theory. Appendix C proves a relationship be-
tween the coupling parameters for the sum and differ-
ence resonances. Appendix D gives further derivations
related to the integer and half integer resonances caused
by coupling. Finally, we point out that tables I-IV con-
tain summaries of much of the results contained in this
paper. Once the basic approach is understood, the in-
formation contained in these tables would give the main
results needed to apply the approach to a new type of
perturbation or a new set of parameters.

I. GENERAL COMPUTATION OF
EQUILIBRIUM EMITTANCES

Consider a general electron storage ring with a given
linear lattice. Ignoring the damping and diffusion effects
due to synchrotron radiation, we can describe the dy-
namics at any position s in terms of a one-turn map M:

Zsro = M(s)Zs, (11)

where C is the circumference of the ring and where 7 is
our phase space coordinate vector (column matrix). The
matrix M is symplectic [4] which means

MTJIM = J, (12)

where a superscript 7' means taking the transpose of a
matrix, and J is the symplectic inner product matrix

0 1 0 0 0 0
10 0 0 0
00 0 1 0 0

=10 0 10 0 o0 (13)
00 0 0 0 1
00 0 0 -1 0

The six eigenvectors and eigenvalues of M satisfy
M’Uk = )\k’Uk. (14)

The index k runs over +1,4+2 +3. We normalize the
eigenvectors such that

v;quk =i sgn(j) Ok, (15)
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where sgn(5) is 1 for j > 0 and —1 for j < 0, and T means
taking the complex conjugate and transpose of a matrix
(or vector). This normalization condition suggests the
definition of an upper indexed object

v/ = —i sgn(j) v;J. (16)
The normalization condition (15) then reads
vjvk = (Sjk. (17)

We refer to an eigenvector vy, with k£ > 0 as a positive
mode eigenvector and one with k < 0 as a negative mode
eigenvector. Note that this property of being a positive
or negative mode is intrinsic to a given eigenvector and
is not a property of the normalization: multiplying by
a constant cannot convert a positive mode eigenvector
into a negative mode, and vice versa. The positive and
negative modes are related as follows,

v = vy, vk = ik, (18)

When M describes stable motion in the storage ring,
the eigenvalues Ay can be expressed as

>\k = ei“’“, (19)

with uy a real quantity. We refer to ux as the eigen-phase
advance, with p = 2wy where vy, is the eigen-tune. The
positive and negative phase advances are related to each
other as

P = — [l (20)

From the v’s, we construct a matrix using them as
columns,

U= (’Ul V—_1 V2 V_92 Vg ’l},g). (21)

Given the normalization, one can show that U is sym-

plectic. We can thus consider U as a (complex) canonical
transformation that diagonalizes? M. In particular

U MU = et (22)
ethr 0 0 0 0 0
0 e 0 0 0 0
| o 0 etz 0 0 0
1 o0 0 0 e 2 0
0 0 0 0 et
0 0 0 0 0 e s

2 Another useful canonical transformation involves taking V2
times the real and imaginary parts of the vy ’s for the columns of
U. This is a real canonical transformation and results in a block
diagonal M with blocks given by rotation matrices. Thanks to
Y. Cai of SLAC for pointing this out. It is the same as that
given in [15]. We discuss this transformation in Appendix A,
but otherwise do not make use of it in this work.



Let us now discuss the invariants of M. Let g = 2TGZ
be a quadratic invariant of M, where G is a symmetric
matrix. To be an invariant, g(s) must satisfy the condi-
tion g(s) = g(s + C) for all Z, or

MTGM =G. (23)

Note that linear combinations of invariants are still
invariants. In the non-degenerate case, there are 3 lin-
early independent invariants. Given U, there is a natural
choice for these three invariants. We express them as

Ga = _’TGagv

G, =JUH,UTJ,  a=1,2,3 (24)

with

ic, 0 0 0 0 0

H = (0 0 0), H2=<0 iy 0>7
0 0 0 0 0 0

00 0

(0 0 0), al:((l) é) (25)

0 0 10,

One can verify that these are invariants by using (23),
and more details are given in Appendix A. These invari-
ants can also be written directly in terms of the eigen-
vectors as

o3

Go = —J(vav} +vivT) . (26)
From this expression, we note two properties of the in-
variants. First, they are real quantities, and second, they
are independent of the overall phase of the eigenvector v,,.
Further, there is no need to allow a to run over negative
values. If we do so, Eq. (26) shows that G_, = G,.
That is, the invariants determined by the negative mode
eigenvectors are identical to those from the corresponding
positive mode. This is a manifestation of the relationship
between vy, and v_y.

The invariants g,, expressed in terms of normalized
eigenvectors in (24) and (26), turn out to be the action
variables often used in perturbation theory in classical
systems. To see that, let us express the one-turn map as

M =e’5, (27)
In this form, S has the physical meaning that the effective

Hamiltonian describing the one-turn motion around the
observation point s is given by H = %_’TSZ. Then using

110, 0 0
S=—JUAU', A= 0  dpgo, 0 |,
0 0 ’i/J3JZ

(1 0
and JZ(O _1), (28)

it follows that

S = 1 Gy + p2Ga + usGs. (29)

The one-turn effective Hamiltonian is therefore given by

H = S (mngn + pogo + 113gs). (30)
For the transverse dimension, the g, corresponding to
the betatron oscillations reduces to the Courant-Snyder
invariant in the uncoupled case.?

Now, suppose that the distribution of electrons in the
storage ring is given as a function of the invariants g,. In
particular, let it have a Gaussian distribution given by
Eq.(1). In terms of matrices G, the second moments of
the distribution

(zi25) = 5ij (31)

are given by

1 1 1
Y= —§<91>JG1J - §<92>JG2J - §<Q3>JG3J, (32)

which we derive in Appendix A.

We have now completed the formalism to find the beam
equilibrium distribution from the one-turn map M. The
only missing quantities are (g123). To find them, we
will need to consider the effects of damping and diffusion,
which are so far ignored.

A. Damping Effect

In an electron storage ring, the stored electrons give off
energy in the form of synchrotron radiation in the bend-
ing magnets that is replenished in the RF cavities. This
radiation process gives rise to both a damping and a dif-
fusion effect [1]. As mentioned, we consider the one-turn
dynamics around a point of observation s. We now need
to integrate the actions of damping and diffusion for one
turn around the same observation point. We will assume
that the damping and diffusion effects are very weak, so
that they do not affect the particle motion appreciably
over one turn of the otherwise symplectic particle motion
(see Eq.(3)).

We designate the linear map for 2’ from position s;
to sg, ignoring damping and diffusion, as Ts,_s,. The
one-turn map around the observation position s is M =
Ts—s+c, with C the ring circumference.

Consider the damping effect first. The action of ra-
diation damping occurs in the bending magnets* and
the RF cavities. It is mostly longitudinal synchrotron
damping in the bending magnets and transverse betatron
damping in the RF cavities. In either case, we define the
damping action at position s’ by a matrix B(s’) for each

3 For the sake of this agreement, we have not included a factor of
% in the definition of the gq, Eq.(24).

4 In this context, a quadrupole magnet with an off-centered beam
is considered a bending magnet.



damping element. In this definition, the transport ma-
trix over a damping element Tejey, is modified to become
Teiem X [I — [ ds’B(s")], where the integration of s’ is over
the damping element under consideration.

Assuming B(s’) is small, we keep only to first order
in B when integrating over one turn around position s.
The result is that the one-turn linear map around s is
modified from M to become

M(I - B), (33)
where
B s+C
B = / ds' T, ' ,B(s")Ts_g. (34)

Having obtained the symplectic one-turn map M
around the observation point s and the integrated damp-
ing matrix B, the one-turn evolution of the beam distri-
bution second-moment matrix ¥ is given by

Y(s+C) = [M(I — B)]%(s) [M(I — B)]" (35)
MY (s)MT —MBY(s)MT —M%(s)BT M7T,

Q

where we have again kept only first order in the damping
matrix, as we do throughout this paper.

B. Diffusion Effect

We next consider the integrated action of diffusion for
one turn around position s. Let the diffusion action be
described by

dz -
— = 36

ds & (36)
where the vector é describes the diffusion noise, and has

the property that its average over the noise ensemble van-
ishes, but that

(§i(s1)&;(s2)) = Dij(s1)8(s2 — s1). (37)

The brackets ( ) means averaging over the ensemble of
synchrotron radiation events. Quantities D;;(s1) are the
diffusion coefficients. Equation (37) says that the fluc-
tuations from the synchrotron radiation photons form a
white noise process which is delta-function correlated in
time. Explicit expressions of the matrices B(s) and D(s)
are given later in this section.

In response to the diffusion, a particle motion contains
an extra term, at the observation point,

s+C .
#s) = / Ty oso€(s))ds'. (38)

Using this expression, one computes z;z; at position s.
Averaging z;z; over the beam distribution and over the
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ensemble of possible é ’s, we obtain an extra term con-
tributing to the second-moment matrix X for its one turn
evolution,

s+C
D(s) = / ds' Ty—scD(NTT oo (39)

Physically, [ D(s")ds’ over a storage ring element gives
the contribution of diffusion to the ¥ second moments
due to this element. This contribution is then transferred
to position s by the map Ty sy to give the integrated
D.

C. Evolution of Beam Distribution

Combining the results of (35) and (39) then gives the
net one-turn evolution®

Y(s4+C) = MX(s)MT — MBX(s)M™T
~MX(s)BTMT + D(s). (40)

To find the exact equilibrium distribution, we stipulate
in Eq.(40) that X(s+C) = X(s) = Xeq(s). This equation
can be solved for Yo, directly using eigenanalysis [11,
12]. For our purposes here, however, we assume that
the distribution stays a function of the invariants. The
average value of the invariant is given by

(9a) = Tr(GaX), a=1,2,3. (41)

Using (41), (23), and (40), along with the cyclic prop-
erty of the trace, we obtain the evolution equation for

(9a),
(ga)(s+C) —{ga)(s) = —2Tr(BXG,) + Tr(G,D). (42)

We then use (32), (24), and UTG,U = JH,J (using the
symplectic property of U) to obtain, after some algebra,

(9a)(5 + C) = (9a) (5) = =2Xa(ga) + da  (43)

where the global eigenmode damping decrements per
turn x, are given by

Yo=Awat A aa a=123  (44)
where

A=U"'BU, (45)
and the one-turn eigenmode diffusion coefficients d, are

dy = Tr(G,D), a=1,2,3. (46)

5 Note that we have assumed that both the damping and diffusion
terms are small in comparison to the symplectic evolution, so
that we could compute the damping effect while ignoring the
diffusion and vice versa.



From (43), we see that the equilibrium value of the
invariants are given by

<ga>eq = 2Xa7 a = ]-7 2; 3 (47)

It may be useful to express the global damping decre-
ments Y, and the global diffusion coefficients d, in an
integral form. Writing out (45) explicitly gives

A = U Ys)B(s)U(s)
s+C
:/ U=1(s")B(s')U (s')ds’

% A(s')ds' (48)

where we have used the fact that the U matrix of eigen-

vectors transforms as U(s) = T,—sU(s'), and defined

the local A matrix in terms of the local damping matrix
6

as

A(s") = U1 (s")B(s"\U(s). (49)

The matrix A is independent of the observation position
s, although B in general depends on s. We can thus write
the global damping decrements as

Yo = Pldaa(s) + Acumalds'. (50)

We refer to the integrand as the local damping coefficient
and write

b, = Aaa + Afafa (51)

so that
Xa = }gba(s')ds’. (52)

For the diffusion coefficients, we use (39), (46), and
the transformation property of the invariant G,(s’)
T:CHHCGQ (8)Ts' s+ to derive

S

dy = fTr[Ga(s’)D(s’)]ds' = j{da(s’)ds’, (53)
where we have defined the local diffusion coefficient
dy = Tr[Go D). (54)

The global diffusion coefficients d, are independent of
s. It follows that the equilibrium emittances 3(gq) oq AT€
also global quantities, independent of s.

6 The matrix A depends on the overall phases of the eigenvectors
vg in U. However, the diagonal elements are independent of
these phases, and only the diagonal elements enter the evolution
equations for the invariants.

Thus, to find the equilibrium emittance, we must find
the local invariants G, and the U matrix constructed
from the eigenvectors of M using (21) and (24). Given
these and local damping and diffusion matrices B and
D, we find the local damping and diffusion coefficients b,
and d, from (49), (51), and (54). Finally, we integrate
these around the ring to find the global damping decre-
ments and global diffusion coefficients which give us the
equilibrium emittances.

D. Sum Rules

The sum of the local damping coefficients gives the
trace of A(s). From this we derive

Tr(U~'BU)
Tr(B)
by + by + b2, (55)

by + b2 + b3

where by, by, and b, are the damping coefficients in un-
coupled coordinates. Thus, regardless of the details of
the Hamiltonian dynamics (contained in U(s)), the sum
of the b, is unchanged. This is a local sum rule for the
damping coefficients. Integrating this equation around
the ring, we get a global sum rule,

X1+ X2+ X3 = Xe + Xy + Xz (56)

where X y,. are the global damping decrements for the
uncoupled case. Equation (56) is a manifestation of the
well-known Robinson theorem [16].

Under some specific conditions, one can also obtain a
sum rule for the invariants and diffusion coefficients. In
particular, consider a 2-D coupled storage ring. Eq.(29)
says that

w1G1 + peGy = S. (57)

In later sections, we will formulate a perturbation theory
in which we start with an uncoupled, degenerate map and
consider the effects of small coupling and small deviation
from degeneracy. Let us write p,o and u.o for the phase
advances at degeneracy (e.g. g0 = —pz0 for sum reso-
nances, and p,o0 = i, for difference resonances) and Sy
for the effective Hamiltonian matrix at the degeneracy.
At the degeneracy, then, we have

,uacOG:c + NzOGz = SO- (58)

Breaking the degeneracy and adding a small coupling
amount to adding small perturbations to the one-turn
map. This will add small corrections to Sy, and fiz0, -0
to first order in the perturbations. The invariants Gy 2,
however can have large changes depending on the per-
turbation, as will be clear in later sections. Then, taking
(57) to lowest order and setting it equal to (58), we get

Ma:OGl + NZOG2 = /J':L’OG:I: + /'I’ZOGZ (59)



This is a sum rule for the invariants. For the case of the
sum/difference resonance it says

Gi—Gy = G, -G,
Gi1+G2 = G+ G,

sum res.

dif. res. (60)

For the integer resonance in the longitudinal motion, we
have p,o = 0, in which case this sum rule tells us that
to lowest order, the invariant in the z-dimention is un-
changed 7 ,

G =G, int. z res. (61)

Similarly,

Gy =G, int. x res. (62)

Now, the local diffusion coefficients d, are given by
d, = Tr(G,D), where D is the diffusion matrix. Mul-
tiplying the above sum rules on the right by the matrix
D and then taking a trace gives sum rules for the local
diffusion coefficients. The results for the sum/difference
and integer resonances are

di —dy = dy —d, = invariant sum res.
di +dy = d, +d, = invariant dif. res.
di = dg int z res.
do = d, int. z res. (63)

We can also integrate this equation around the ring to
get sum rules for the global diffusion coefficients,

i —dy =

. —d, = invariant sum res.
di+dy = d, +d, = invariant dif. res.
d = d, int z res.
dy = d. int. z res. (64)

where the d, are the integrated d, as given in (53).
From the sum rule (64) for sum and difference reso-
nances (global version), and using (47), we have

sum res.

dif. res.  (65)

X1<91>eq — X2 <92>eq = invariant
X1<91>eq + x2<gz>eq = invariant

Since x1,2 must be positive for stable motion, it follows
that this sum rule imposes a stability condition for par-
ticle motion. For example, in case of coupling between
the two transverse betatron motions, Eq.(65) implies that
the motion is stable near a difference resonance and pos-
sibly unstable near a sum resonance. This is a familiar
result involving the sum rule of equilibrium beam emit-
tances [4]. The present formalism therefore contains in

7 One might be tempted to write the sum rule for the invariants
as p1G1 + p2G2 = pz G + p2 G, and note that near an integer
(z) resonance p2 =~ p. and G2 =~ G, and hence conclude that
G1 = (pz/p1)Gz. This reasoning is incorrect since the sum rule
is only valid to lowest order, and to lowest order p1 = pzo = 0.
Eq. (257) later shows that this flawed reasoning misses a term.

one framework the Robinson sum rule and the emittance
sum rule near linear resonances.

In the case where the coupling near a sum/difference
resonance occurs in synchrobetatron space, and the op-
eration is above transition, we find that p, = —pus (see
later) where pg is the usual (positive) synchrotron phase
advance per turn. Thus, in terms of g, there is a sign
reversal in the definition of degeneracy so that a sum
resonance has p,o = ps and difference resonance has
tz0 = —ps. In terms of pg, then, stability applies near
a sum resonance and instability occurs near a difference
resonance. This is also a familiar result [17], associated
with the longitudinal negative mass above transition. In
the present paper, however, we make the choice to relate
our definitions of resonance to v, so that as in the case of
x-y coupling, the difference resonance is stable and the
sum resonance is unstable. This has the advantage of
permitting a uniform treatment of synchrobetatron cou-
pling and transverse betatron coupling. To reiterate, by
“sum resonance”, we mean v, + v, is near an integer, and
for a “difference resonance”, v, — v, is near an integer.

E. Expressions for B(s) and D(s)

For completeness, we give explicit expressions of B(s)
and D(s) here for the synchrobetatron coupled case. Our
coordinates are (z,2’,z,0) where z and z are the parti-
cle’s horizontal and longitudinal displacements relative
to the beam center, 2’ = p,/p, is the slope of the parti-
cle’s motion in z, and 6 = (p, — Py)/FPo where Py is the
design reference momentum.

Ignoring the opening angle effect, the diffusion due to
synchrotron radiation only happens in the coordinate ¢,
and

D(s) =

oo oo
oo oo
[ en i en i an]

where [1]

_5 o (kY
CRF ol C R

with aq the fine structure constant, « the relativistic en-
ergy factor, p(s) the bending radius of the bending mag-
nets, h the reduced Planck constant, and m the electron
rest mass. As we see from the p(s) in the denominator,
diffusion only happens in the bending magnets.

Later in our applications, it will be convenient to make
a transformation from z'to the betatron coordinates zZ3 =
BZ by a coordinate transformation

1 0 0 —p
0o 1 0 —o

B=|, S, 1 o | (68)
0 0 0 1



where 1 and 7’ are the dispersion function and its slope
at position s. It follows that we will need to define

KPR O
Dy=BDBET =a| ™M "0 0 T (69)
-n - 0 1

which we write in terms of 2 x 2 submatrices as
D D
Dy = v ). 70
o (Dm Dzz> (70)
Damping occurs in the bending magnets and in the
RF cavity. At an RF cavity, the particle gains back the
average energy by the amount Uy, which it lost due to

radiation one turn around the ring. It follows that the
RF cavity contributes to a damping [1]

U
.T’ — ,1,‘/ <1 — C_Pi) s (71)
which could be described as
0 . 0 0 0
0 =26(s—s.) 0 O
Bcav(s) — 0 cPy (O ) 0 0 ; (72)
0 0 0 0

where s is the location of the cavity. In case of multiple
RF cavities at positions s.;, we define

ba(s) =3 Zg;a(s ), (73)

i

with ), Ug; = Uy, i.e. the net energy loss is Up.
For the damping effect due to the bending magnets,
we have

0O 0 0 O
0 0 0 O

Bbend(s) - 0 0 0 0 (74)
bsz 0 0 b,

The b, term comes from the fact that a higher energy
electron radiates more whereas the bs, term has two
parts. The first comes from the fact that a particle with
a larger value of x takes a longer path through the mag-
net and the second from the fact that the power radiated
depends on the magnetic field, which in turn depends
on z if the vertical magnetic field strength B, contains
a quadrupole component. In separated function dipoles,
this second part vanishes. The first is proportional to %.

P, (1 2 9B,
@*mmﬂ’<m

Specifically, we have

where ¢ is the speed of light, Fy = cPy at high energy,
is the reference energy of the particle, P, is the instan-
taneous radiated power given by

2.3
e‘c’C,

Py = 2w

E;BZ, (76)

e is the electron charge, r. is the electron classical radius,
and the constant
T 1, _5 -3
CV = ?W =8.85 x 10 meter — GeV . (77)
P, is only non-zero in the bending magnets. This is why
we have written Bpeng in Eq.(74).

Altogether, then, we have

B(s) = (78)

0 0 0 0

0 be(s) O 0

0 0 0 0
bsz(s) 0 0 by(s)
For later applications, we will again need to transform
the damping matrix to the betatron coordinates. We

then calculate

Bgs(s) = BBB™! (79)
_nb&c 0 0 _n(bz + 775&)
_ 77]’1)5% bx 0 n,(bz bz - nb&c)
- 0 —b,m 0 —bnn’
bém 0 0 bz + nbéa:

Let us write this in terms of 2 x 2 submatrices as
B B
Bjg = e F ). 80
o <Bm Bzz) (80)
F. TUncoupled Ring

A typical storage ring is designed to be uncoupled. If
we use betatron coordinates, defined by Zz = BZ with B
defined in (68), then the linear one-turn map for the ring
at some position s is of the form

M, 0
Muncouplcd = < 0 M ) . (81)

Because M, and M, are symplectic, following Courant
and Snyder, we can write them in the form

— 1 — ohada — QO 6%
MI—COS,U@I'FSln,U/sz =€ 7JI - <_,-yz _am) )
(82)
and

Yz Oy
(83)

are the usual

M, = cos p, I +sinp,J, = e='= J, = ( %z B >

2
Here, 3., a, = —243,, and 7, = 1;%

Courant-Snyder lattice parameters. They are periodic
with period C; e.g. Bz(s+C) = Bz(s). Note that adding
integer multiples of 27 to u, and p, does not change
the one turn map. We will thus, except where other-
wise noted, assume that an appropriate multiple has been
added (subtracted) so that

fa,z € [—T, 7] (84)



To find the corresponding lattice parameters for z, let
us consider a model storage ring with one RF cavity. The
transfer matrix for the RF cavity can then be written as

ﬂm(lﬁ) (85)

a

where r = 4sin? Bz, with p. the synchrotron phase ad-
8

vance®. The transfer matrix from the RF cavity to an-
other position s is

T,,(s) = (é ‘fé‘) . (86)

The subscript tells us that this is the longitudinal transfer
matrix taking bends into account. Here, a = Ca, with
o, the momentum compaction factor?, and

o = l /S 77(8/) ds/7 (87)

a s, p(s')

with s, the position of the RF cavity, n the dispersion
and p the dipole bending radius. We note that & de-
pends on the two positions s. and s and ranges from 0
(when s = s.) to 1 (when s = s. + C). We call a.c the
partial momentum compaction. The one-turn map at an
arbitrary position s is then

_(1—=ra —a[l+ra(a—1)
= (M RS e
One can verify that the eigenvalues of M, are indeed
etit: Comparing the two different forms for M., we
identify
5. = all + ar(a —1)]
= sin ji., ’
r
Y = — . )
asin
a, = (1—2a)tan % (89)

The synchrotron phase advance per turn p, is typically
small. Taking lowest order in ., we get
a

1% 1%
ﬁz:_* Vz:_ia az:i

o » 5 (1-24). (%)

Note that in order to preserve the symplectic requirement
that 38,7, = 1 + o2, we have to keep higher order in s,
in 8, and 7,.

We require that 8, and v, be positive. This means
that @, must be negative (assuming a > 0, which is true

8 For multiple cavities, we consider them to all be lumped into a
single cavity with the correct strength to give the appropriate
Hz-

9 We have assumed that the beam is well above transition. For
the general case, we replace, a. with the slip factor, . — 1/~2
where ~ is the relativistic factor.
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above transition). Thus, designating the usual (positive)

synchrotron phase as g, we have p, = —ps. In terms of
s then,
a _
fe=om =il a=t1-20) O

Given the general forms (82) and (83) for M, and M.,
we can express the eigenvectors of Myncoupled 88

VB 0

_ [ _ 1o (02)
Vg = \/5 0 9 Uy = \/§ Z\{? 9
0 v

with corresponding eigenvalues e**= and e+, which can
be checked by direct multiplication. The above v, and
v, are positive modes, and the corresponding negative
modes are v_, = ) and v_, = —iw}. Using the
notation in (16), we can express the normalization as
V¥, = v*v, = v *v_, = v *v_, = 1 and all other com-
binations give 0. To be explicit, because v, is a positive
mode (likewise v, ), v* = —iv].J.

G. Transformation of Eigenvectors around Ring

Here, we consider how the eigenvectors transform
around the ring. This is necessary because we will want
to know how the damping and diffusion coefficients trans-
form around the ring, and they depend on the local eigen-
vectors. The eigenvectors transform in the same way as
the phase space coordinate z’ does, i.e. with the trans-
fer matrix from position s; to position s;. We express
the transfer matrix in terms of the Courant-Snyder lat-
tice functions and the phase advance from s to so, Y312,
which is related to 8.(s) by

%2 ds

VY12 = Bl (93)

In betatron coordinates, the transfer matrix is given by
Ry Rz 0 0

Top(s1 — s2) = Tizp = RO21 R022 (1) _2d , (94)
0 0 0 1

where ad is C' times the partial momentum compaction
factor from s; to ss, and

= \/?(cos VYr12 + a1 sinYz12),
1

Ry = @sin V12,
——[(o1 — a2) cosPy12 — (1 + anaz) sin 1],
5152

R22 = \/E(COS d)"c — (9 Sin 1/}I12), (95)

=
|

fa



where 51 = 8,(s1), etc. When so = s1 + C, ¥y12 = iy

We have not written the longitudinal transfer matrix
in terms of 3., a,, and v, for reasons of convenience.
We have assumed that we have not crossed an RF cavity
from s; to so. In the case that we do, we need to also
multiply by (85). To lowest order in us,

Po12 = Qfis, (96)

where ¢ is integrated from s; to sy. This can be derived
by setting Rj5 for the z transformation (—ad) equal to
VB:10228in1,12. In the general case with multiple RF
cavities, we would need to compute the resulting 3., a,
and ., but otherwise the formalism remains the same.
Note, however, that we assume that the dispersion at
each of the RF cavities is 0 in the computation of the «,
0., and y,. These are uncoupled lattice functions. We
treat dispersion at an RF cavity as a perturbation and
later give an example for the case of a single cavity.

The transfer map in betatron coordinates is related to
the transfer map in real coordinates by

Tiop = BoT12B; 7, (97)

where B; and By are the betatron coordinate transfor-
mation matrices given in (68) involving the dispersion at
s1 and sp respectively.

Applying T2 to the eigenvectors, we can show

TlZBU;c(Sl) = ei¢zlzvx(52)7
Tio5v.(51) = €¥=120,(s2), (98)

where vg(s2) and v,(s2) are expressions (92) with the
lattice functions advanced to position ss.

H. Uncoupled Invariants and Diffusion Coefficients

Using the uncoupled eigenvectors v, ., Eq.(92), to-
gether with Eq.(26) we find the uncoupled invariants

Yo az 0 0
fo7% z 0 0
0 0 0 0
00 0 O
00 0 O
=10 0 o a (100)
0 0 a. B

For the x direction, we find the standard Courant-Snyder
invariant,

o = 'yxx% + 20,27 + ﬂxxg, (101)

where we recall that we are using the Zg betatron coor-
dinates defined in Eq.(68).
The uncoupled local diffusion coefficients are given by

d, = Tr(G,Dg) = dH,, (102)
d, = Tr(G,Dg) = dB, ~ dui. (103)
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We use the standard definition of H,

H. = ’W?ﬁ + 2az77m77/x + 5177/2' (104)

The global diffusion coefficients d, and d, are given by
integrating these quantities around the ring.

I. Uncoupled Global Damping Decrements

To find the damping decrements, we use Eqgs. (48) and
(50). Using betatron coordinates, in the uncoupled case,
the U matrix and its inverse are block diagonal,

(U, 0 4 (Ut 0
U(o Uz)7 U ( 0 Uzl>a (105)

where U, . and U, Lare 2 x 2 matrices. All these quan-

tities depend on the position in the ring s. Eq.(50) then
says

Xo = fTr[Ugl(s)B(s)Um(s)}ds = j{Tr[Bm(s)]ds,

(106)
and likewise for z,
Xz = ]{ Tr[B..]ds. (107)
Thus, in the uncoupled case, we find that
= P Dals) —bsa(s)] ds
Uy Uy
= —(1— = - 1
QEO( ) 2F, I (108)
= o)+ ()] ds
Uy Uy
= —(2+D) = — 1
S (@+D) = g (109

where Uy = § dsP, is the total radiated energy per turn
and we have introduced the standard notation of D, 7.,
and J, for the damping partition numbers. This is a
well-known result in [1], and a similar rederivation has
been given in [11] and [10]. Note that one can think of
dispersion as causing coupling, and that the local and
global sum rules of Egs.(55) and (56) are satisfied.

J. Uncoupled Equilibrium Emittances (Sands
Results)

Now that we have the global diffusion coefficients and
damping decrements for the uncoupled case, Eq. (47)
gives the equilibrium values of the invariants, or in terms
of the emittances e, = (g,)/2 we find

55 5 H,
18307 fdslpBI

2U,
2 7,

(110)



55 5a 1
e, = 8B i (111)
2 2Uo 7

Ey z

II. PERTURBATION THEORY NEAR A
RESONANCE

The global damping and diffusion coefficients are con-
structed from the eigenvectors of the one-turn map,
vg(s), along with the damping and diffusion matrices
B(s) and D(s). In this section we use perturbation the-
ory to find approximate expressions for the vg’s. We
will construct invariants and damping and diffusion co-
efficients from these eigenvectors in the following sec-
tion. In this section, we consider the 4-D phase space
of horizontal-longitudinal synchrobetatron dynamics, ig-
noring the vertical dimension.

A. Adding a Perturbation

In Section I, we discussed the uncoupled storage ring.
We now introduce some additional coupling element at
some position in the ring. This changes the one-turn
map, and as discussed in section I, we could eigenan-
alyze the new ring and find the new equilibrium beam
distribution. What we really need are the new eigenvec-
tors. Assuming the coupling is small, we would like to do
perturbation theory to find them. However, doing per-
turbation theory directly on Muyncoupled is problematic
near a resonance. At the degeneracy, the eigenvectors
are also degenerate, meaning that linear combinations
of eigenvectors are still eigenvectors. One must add a
perturbation to break the degeneracy and pick out spe-
cific eigenvectors.'® The degeneracy is broken by two
relevant small quantities. First, there is the distance in
tune space from resonance, and second, there is the cou-
pling. Interesting perturbative effects occur when these
two quantities are of similar size. The correct lowest or-
der eigenvectors are not necessarily those of Myncoupled-
We will thus consider Myncoupled to be My + Mi,, where
My is the map exactly on resonance. Instead of doing
perturbation theory on Muncoupled, We will do it on Mj.
If we turn off the coupling, we will of course expect to get
the correct eigenvalues and eigenvectors for Muncoupled-

There are many ways to define such an on-resonance
My. We choose to do so in such a way that the eigenvec-
tors remain to be given by Eq.(92). This can be accom-
plished by choosing

_( Myo 0
we (M 0).

10 For more on this point, see a discussion of degenerate perturba-
tion theory in quantum mechanics, such as in [19], pp. 227-231,
as well as our derivations in the next section and in Appendix B.
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where

Mo = e,UmOJm7 M,y = euzon7 (113)
where 0 and p.o are their degenerate (exactly on res-
onance) values and J, and J, are defined as before, i.e.
by (82) and (83). In particular, ay ,, 8., and v, . are
the uncoupled lattice functions derived from Myncoupled-
Let us write'! 11, = p1z0 + 0pe/2 and pu, = oo + 6. /2,
then the perturbation to My is given to lowest order as

e SoMy 0
Ml,u = ( 2 6#2 )
0 = ], Mo

e j 0
= (27" Mo.
( 0 ‘”;J) ’

For example, in the case of the sum resonance, i, +p, =
dp where dp is small (recall the redefinition Eq. (84).
We then write g0 = i, tz0 = —, and o, = S, = dpt.
For the difference resonance, i, — i, = o, and we have
tzo = pzo0 = b and dp, = —6p, = du. For the integer
resonance in pi ., we have pz0 = pt—z0 = 0 and du; = 2p,.
In this case .o can be anything; although in practice, the
synchrotron tune will typically be small. Finally, for a
half-integer resonance in ., we have p,0 = 7, and dp, =
2(py — 7). Along with the corresponding g, integer and
half-integer resonances, this covers all the single linear
resonances.

The matrix M, specifies the deviation of the uncou-
pled map from being exactly on resonance. In addition
to the perturbation M,,, we still have to add the per-
turbation coming from the coupling. We designate its
contribution to the one-turn map as Mje. This could
come from an error in the lattice, or from an added cou-
pling element (such as a crab cavity) somewhere in the
ring, or in the case of dispersion at an RF cavity, which
can be considered to be intrinsically coupling (not due to
errors). We show how to find M;¢ for a dispersive RF
cavity and a crab cavity in a later section. We write

(114)

M = My + My, My = My, + M. (115)
As mentioned, My, does not change the eigenvectors of
My; My¢ will, however. To be more explicit about the
perturbation M, suppose that at position s; we insert
a perturbation 1+ P(s;). Let there be n such perturba-
tions, arranged such that 0 < s1 < s9 < ... < s, < C.
We have defined the observation position to be s = 0.
The new one-turn map at the observation position is

M =T, c[1+P(sn)]...Tsy—s, [1+P(s1)] To—s,

(116)

I The factor of 1/2 is for later convenience — it allows for the
interpretation of du.,. as the splitting between the uncoupled
nearly degenerate phase advances.



Keeping lowest order in the perturbations, we find

Ml{ = (Z Ts,,,,—»CP(Sm)T[ism> MuncouplCd(O)'
m=1

(117)

B. Perturbation to Eigenvalues and Eigenvectors

Because M) is degenerate, we use degenerate perturba-
tion theory to find the perturbed eigenvectors and eigen-
values. We here give a brief derivation of the results we
will need for most of what follows. The discussion is
carried out in greater generality and detail in Appendix
B.

Consider specific values of j and k such that a degener-
acy occurs with f1;0 = o = pto. Then vjp and vy form
a degenerate subspace of My; that is, any linear combi-
nations of vjo and vy are still degenerate eigenvectors of
My. The perturbation will pick out a particular linear
combination in addition to perturbing it, thus breaking
the degeneracy. We write this as

v; = Vjot+ U1+ ...,

Vg = Vko+ Vk1+---, (118)

where 09 and Uyo are the Oth order linear combinations:

Bjo = CloUjo + ChoUkos

Upo = C?ovjo + CloVko; (119)
where vj9 and vyo are the eigenvectors of My with eigen-
values \jo and Ao, and are identified with two of the
four candidates v, v_;, v,, and v_, from Eq.(92) as the
case may be.

We then expand the eigenvalues up to 1st order,

A= No+X i+,
AL Ao+ Ak + .-y

(120)

The eigenvalue equations up to 1st order for v; and vy
say

(Mo+M1)(j0 + 951) = (Njo+Aj1)(Tjo+Tj1),
(Mo+My)(9k0+0%1) = (Ako+ A1) (ko +0x1). (121)

We now multiply by v/ and v*° on the left to each of
these equations. We again keep up to first order. After
using the Oth order eigenvalue equation, and using the
expansion in Eq.(119), we find the eigenvalue equation

(3 2) ()~ ()
My M)\ ) =\ g )

where we have defined

(122)

My = 0" Mg, (123)
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Thus, we see that in order to find the coefficients for the
coupled eigenvectors, we need to find the eigenvectors of
this perturbation matrix M, whereas to find the pertur-
bation to the eigenvalues, we find its eigenvalues.

The matrix elements of M are mutually interrelated
because M; is not arbitrary but must be such that M
is symplectic. We write M = My + M; and apply the
symplectic condition (12). Given that Mj is symplectic,
we find, to lowest order,!?

M (JMy) = (JM)T M. (124)
which says that MJ JM; is a symmetric matrix. Taking
a transpose and conjugate of Eq. (123), and using this
equation and the definition (16), we can now prove the
following relationships among the matrix elements M.,
(m,n = +£1,£2):

(125)
(126)

Mpn = —sgn(m)sgn(n) ApmoAnoM:,,,
Mnm, = Mim—n
For later convenience, we would also like to define some

additional related quantities. As we saw in Egs.(114) and
(117), it is often convenient to write M7 in the form

My = PMy. (127)
We then define
Fn = 0" Py, (128)
from which follows that
Prn = €70 Mo, (129)

In terms of the 7.y, the relations (125) and (126) state

Tmn = _Sgn(m)sgn(n)’r:m7 (130)
Tmn = rr (131)

—m—n"

We now solve the eigenvalue equation (122). In terms
of the rp,,, the eigenvalues are

etho AT kT
Aj1= 7 )+ (755 = kR )y [ 14+
1= (rj; )+ (75 ) (rj;—Tk)2
etho AT kT
Ak1= riitree)— (T —rEE)y | 1+ ——2 | .
1 ) ( 7 ) ( 77 ) (Tjj—rkk)z

(132)

12 In the case that M; is proportional to some parameter and that
M is symplectic for some continuous range of that parameter,
then Eq.(124) will be true exactly, not just to lowest order, which
one sees by writing out the symplectic condition as a Taylor series
in this parameter and setting terms of the same order equal to
each other. This situation applies to the cases considered in this
paper. For the RF cavity, this parameter is r, and for the crab
cavity it is &, see Eqgs.(205) and (226).



From the perturbations to the eigenvalues, we can find
the perturbation to the phase advances. To this end, we
write

Aj = Njo+Aj1 = efhottin) et (1 4y ),

Mo = Apo+Ap1 = et Boten) o giro (1 4gp0). (133)

from which we see that the first order perturbation to
the phase advances are given by

pp = —ie Mo\ (134)
per = —ie” MO\
Let us decompose the shift in the phase advances into

an average shift and difference from that average. i.e. we
write

Hj1 = p+ 5%,
p = -, (135)
which implies
_ 1
po= 5+ pe)y
Op1 = i1 — k- (136)
Using (136), (134) and (132), we find
po= —i(rj; + k), (137)
oy = =5 (r; )y [1+ (rjier:;)2. (138)

Now, using Eq.(130), r;; and 7, are purely imaginary.
We can then define the quantity
Ap = —i(rj; = Tkr), (139)
and we know that it will be real. In fact, it is useful
to focus on this term a bit more for the moment. Re-
call that My = My, + Mi¢. We correspondingly write
Tmn = Tmny + Tmne and Ap = Ap, + Ape for the two
corresponding parts of r,, and Au. The form of M,
was given in Eq.(114). Note that M, factored out so
that the perturbation coming from the difference from
resonance, P, is

[ Oppdy 0
b < 0 5usz>'

Now, one can easily show that (ignoring the 0’s in the
z and § components) v, is an eigenvector of J, with
eigenvalue ¢, and v_, with eigenvalue —i. Likewise
for v, and v_,. Using this, we immediately get that
Tiip = —T—1—1u = ©0py and ro9, = r_o_o, = 10u,. We
have given the expressions for oy, . in the paragraph fol-
lowing Eq.(114). The result is that Ap,, is op = py — 2
for the difference resonance, du = p, + p. for the sum

(140)

14

resonance, and 2u, or 2(u, — 7) for an z integer or half
integer resonance, respectively and likewise for z. Then
we can write

A/J, = (5# — Z'(Tjjg — T'kkg). (141)
Ap will be one of the main parameters we need to com-
pute in any given example. We refer to it as the ”splitting
parameter”. The additional term involving the perturba-
tion gives the direct change to the tune split (times 27)
assuming r;re = 0.

Next, using Eq.(130), we find

rixre; = —sgn(j)sgn(k)[rjx|*. (142)
If we then define
Eq.(138) becomes
Ap . 2
dpr = 2\/1 + Sgn(])Sgn(k)m- (144)

In the case where one mode is positive and the other
negative, we see that du; becomes imaginary and hence
we have an instability for

&> Al (145)
whereas if both modes are positive or both negative, there
is no instability. It is here that we see why the difference
resonance is always stable, whereas the sum, integer and
half-integer resonances can have instabilities. In the case
of the difference resonance, the positive x mode is de-
generate with the positive z mode and likewise for the
negative modes. For the sum resonance, the positive x
mode is degenerate with the negative z mode and the
negative x mode degenerate with the positive z mode.
We can also understand the instability of the integer and
half-integer resonances. In the case of the x integer and
half-integer resonances, the positive z mode is degener-
ate with the negative x mode, whereas for the z integer
and half-integer resonances, the positive and negative z
modes are degenerate. So, the difference resonance has
degenerate modes of the same sign and hence stability,
while the sum, integer and half-integer resonances have
degenerate modes of opposite signs and hence the possi-
bility of instability.

Next, consider the eigenvectors of M. These can be
written as

j Tiji=Tkk ArjrTr;
(C;()) = 21 [1 /1t (755 —Tkk)? } ,
Cho 1
<c§0) _ T.f;r—k%kk {1 _
Cko

These eigenvectors have yet to be normalized. All of
the quantities here fit nicely into the definitions we have

4rjkTr;

1” (37— ria)® }) . (146)



already made except for the r; in the denominator. We

know that it has an absolute value of g, but it also has
an additional phase. Let us thus define a phase ¢ by

Tik = gew, (147)
or
¢ = arg(rjx), (148)

where arg() means taking the angle in the complex plane
with ¢ € [—m, 7]. We use (130) to relate 7 to ry;, noting
that we get an additional minus sign when j and k have
the same sign. The eigenvectors look different depending
on whether the modes have the same or different signs.
When both modes have the same sign, after normaliza-
tion, we can express the eigenvectors as

Ujo = coS 3 vjo + ie” " sin 3 Vk0,
o = ie?sin 3 Uio + cos 3 UKo, (149)
where
tan 6 = i. (150)
Ap

When the modes have opposite signs and supposing that
7 is the positive mode, we find the normalized eigenvec-
tors to be

Ujo = cosh 3 Vo — ie " sinh 3 VE0,
i 0 6
Upo = 1€'?sinh 3 vjo + cosh 3 V0, (151)
where
tanh 6 = i (152)
Ap
We have normalized these eigenvectors such that
%%k = 0. (153)

The overall phases are chosen so that for 8 = 0, 00 = vjo
and 7,9 = vro. Note also that for this choice of overall
phase, for the cases when k = —j, i.e. the integer or
half integer resonance, the condition that v, = v}, is
satisfied.

C. Cases of Resonances

We now consider the specific cases for values of j and
k. We will first consider the integer and half integer reso-
nances and then the sum and difference resonances. The
integer and half integer resonances involve a single pair
of degenerate eigenvalues: for the integer resonance, an
eigenvalue pair approaches the positive real axis while
for the half integer resonance, a pair approaches the neg-
ative real axis. In the cases of the sum and difference
resonances, both eigenvalue pairs become degenerate.
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1. Integer/Half Integer Resonance

The integer /half integer resonances are covered by the
cases where (j, k) equals (1,—1) or (2,—2). Let us con-
sider the case (j,k) = (2,—2). This is the case of an
integer or half-integer resonance for u,. For the integer
resonance, we have p,9p = p_,o = 0 and for the half-

integer resonance, we have p.o = —pu—_,9 = 7. Here, the
perturbation matrix is
(= ) (154)
The coupling parameter is given by
& =2|ra_s], (155)
The splitting parameter Ay is given by
Ap=2p, — 2irge (156)
for the integer resonance and
Ap=2(p, — ) — 2ir99¢, (157)

for the half integer resonance. The average shift in the
phase advances of u,, fi, is given by

n= _i(TQQE + 7’,2,25) = QRG(TQQE) =0, (158)

where we have used (130) and (131). This result is ex-
pected due to the fact that pus = —p_5. In terms of
these quantities, then, we can express the perturbed z
eigen-phase advance to first order as

_ A 2

- = 159
2 B) Au? (159)
for the integer resonance and
Ap £2
= —y 1= == 1
125 T+ 9 A,u2 ( 60)

for the half integer resonance. Note that these reduce
to p, when the perturbation is turned off. The coupling
angle is defined by

tanh 6 = Aiﬂ

(161)
so that 6 ranges from —oo to oo with the sign determined
by the sign of Ap.

In terms of this angle, we can express the eigen-phase
advance as

Ho = %sech(@) (162)

for the integer resonance, with Ay given in (156), or

A
fo — T = TMsech(Q) (163)



for the half integer resonance, with Ay given in (157).
Note that as 6 gets large, the eigen-phase advance goes
to 0. At the instability, 6 passes through infinity and pq
becomes complex.

Finally, the relative phase for the eigenvectors is given
by

¢ = arg(ra—2) (164)

for both the integer and half-integer resonance. Eq. (151)
then gives the eigenvectors in terms of these quantities
as

U9 = cosh 5112 — e~ sinh 511_2

, 0 0
7_s = i€'®sinh V= 4+ cosh V-2 (165)

We can write these explicitly as

VB:[cosh(§) — e~ sinh(§)]
vy = 1 é[(z — o) cosh(§) + (i + . )e =" sinh ()]
V2 0
0
(166)

and v_gs = —iv3. Note that only the 2-D z phase space
components of the eigenvectors get mixed together by the
perturbation. Further, only this subspace of the pertur-
bation matrix matrix enters into the coupling angle and
phase, as is evident in (154). Thus, this is a fully 2-D
calculation. One might wonder what happened to the
coupling, which is a 4-D phenomena. It turns out that
we have in fact missed the coupling, and that to include
it appropriately, we need to go to second order perturba-
tion theory. We find that the eigenvectors are still given
by (165), but now the expressions for the coupling angle
and phase includes the full 4-D coupling perturbation
matrix. We discuss this further in Section E.

For the case of the p, integer and half-integer reso-
nances, the perturbation matrix is

M M

Moy Moy 1)’
and the preceding results are repeated with 2 and z re-
placed by 1 and x.

(167)

2. Sum Resonance

Next we consider the sum resonance where we have
the degeneracies (j,k) = (1,—2) and (j,k) = (—1,2).
Note that both of these degeneracies must occur together
because of symplectity of M. The perturbation matrices

are
M My M1
M_21 M_2.2)’ Mz

We find a single coupling parameter

6 = 2|7‘1,2|.

M—12
M > . (168)

(169)
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Ay is given by

Ap= pig + prz — i(r11e — r—2—2¢), (170)
The coupling angle is now defined by
tanh § = i (171)
Ap
Next, f is given by
f=—i(r11e + r—_2_2¢). (172)
The eigen-phase advances are
M1 = p+p+ % sech(#),
o= —fi_g = —p— [+ % sech(f).  (173)
The phase for the eigenvectors is given by
¢ = arg(ri_z). (174)

The eigenvectors are then given in terms of these quan-
tities as

0 - 0
1 = cosh FVe = e~ sinh FV-=
) 0 0
U_g = ie'?sinh e + cosh V-2 (175)
The other two eigenvectors are given by v_; = —iv] and

i 0K
v = —ivl,.

8. Difference Resonance

For the difference resonance, we have the degeneracies
(1,2) and (—1,—2). The perturbation matrices are

(ﬁn /j\\;ll12> ’ <ﬁ11 ﬁ12> . (176)
21 22 —2-1 —2-2
We find a single coupling parameter

§=2[r2|. (177)
Ap is given by

Ap = pig — p, —i(r11 — ro2). (178)

The coupling angle is then given by

tanf = £ (179)

Ap

Here 6 can range from —m/4 to 7/4, again with Ay de-
termining the sign. The eigen-phase advances are

Ap £2
= 0+ — )14+ 2=
11 B+ p+ 9 + 2



A 2
M2 = quﬂfi 1+€7

; N (180)

In terms of the coupling angle, we can express these as

A
p = u+ﬁ+7use(3(9)

A
o = g+ — 7“ sec(d). (181)
The phase for the eigenvectors is given by
¢ = arg(r12). (182)
We can now construct the eigenvectors from (149)
- 0 tie it 0
U1 = cos = vz +ie ‘Psin — v,,
! 2 2
- 0 0
Uy = ie'®sin o Vs + cos 2 U= (183)
The other two eigenvectors are v_1; = —iv] and v_g =

—iv3.
The results for £, Au, ¢, and i for each of these reso-
nances are summarized in the first six rows of Table .

D. Special Case of an Integer/Half-Integer
Resonance Caused by Coupling

We have seen that there is a subtlety related to integer
and half-integer resonances. One can see that the “true
x-z coupling” from ry5 or r1_o did not enter into the re-
sults. In fact, the integer/half integer results we have
derived follow from a strictly 2-D phase space analysis,
reproducing results already contained in [4]. However,
we are also interested in the situation where the pertur-
bation is strictly a coupling perturbation, i.e., My¢ only
has elements in the two off diagonal blocks. This will be
the case for the perturbation due to a crab cavity when
there is no dispersion at the cavity. We can then ask
whether this coupling perturbation can cause an integer
or half-integer resonance if it is strong enough. Clearly
our first order perturbation theory is insufficient to an-
swer this question, and we thus consider 2nd order de-
generate perturbation theory. We do this in Appendix B,
providing an alternative derivation and further details in
Appendix D. The result is that we can use the same re-
sults as above for the integer or half-integer resonance,
except that we use as the perturbation matrix (consider
the case when the resonance occurs in the z-dimension,
ie. p, is close to 0 or 7)

M12M21 M1—2M21
)\20—)\10 >\20_>\10
+M—12M2—1 M_1 oMz
A20—A-10 A20—A-10
+ Moo +Ms_o
(184)
MiaM_2; Mi_oM_o
)\20—)\10 /\20_A10
+M712M7271 M_1 oM 2,
A20—A-10 A20—A—10
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We note that we have here a mixture of first and second
order quantities. Neglecting the second order quantities
reduces this to Eq.(167).

For the case of the integer z resonance, this matrix
simplifies to

lrial® _ |r_1a|?
I—emthae 1—etha 1r9171—2 COt(HTI) +7ro_o
+722
r12]? lr—12]?
—ir3ri_g cot(f5) + 722 L—etke  1—emtke
+r_o_2

(185)
where the ;5 here are really r;i¢, the matrix elements
due to just the coupling perturbation. The perturbed
eigenvalues and eigenvectors are now given by the eigen-
values and eigenvectors of this matrix. We can again
express them in terms of a coupling parameter, splitting
parameter and phase. The coupling parameter and phase
are defined by

§ei¢ = %[’I‘Q,Q + iro1T1_9 COt(%)] (186)
which reduce to (155) and (164) if we ignore the second
order term.

The splitting parameter is given by

Ap =2, = 2irase — (1ol + [r-12f?) cot(55) - (187)

The results for the other integer and half integer reso-
nance are summarized in the last four rows of Table I. In
terms of £ and Ap, we can again define a coupling angle

tanh 6 = i

A (188)

The eigen-phase advance is now given by (162). It is
useful, however, to write out the expression for ps more
explicitly. Let us consider the case in which the perturba-
tion is purely a coupling perturbation (ro2¢ = ro_2e = 0)

and in which |ria| = |r1_a| 3. We then find
1 1%
1 =z — 5 H=€E cot()) (189)

where 4 = 2|r13| = 2|r1—2| is the coupling parameter for
the sum or difference resonances, which we have assumed
to be equal. We can now see that us becomes unstable
when

Lo Ha

—&4 cot(—) >

2£i ( 2 ) Pz
Applying a similar analysis, and under the same condi-
tions, we find an instability near the half integer z reso-
nance when

(190)

1 x
in tan(#—) < T —

5 (191)

13 See Appendix C for more on this condition.
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’reso. condition Ap (mod 2m) £ 10} I} ‘

sum Yot =21Tn Matt—i(r11 —T_22) 2|r1—2| arg(ri—2) —i(ri1 +7-2-2)

diff. Mx—/.I,ZIQﬂ"I’L ux_uz_/i(rll — 7"22) 2|T12‘ arg(mg) —’i(?"u —+ 7“22)

int () e = 27N 2y — 2iT11 2|r1—1] arg(ri—1) 0

int (2) te = 2mn 24, — 2iras 2|ra_a| arg(ra—2) 0

1-int(z) tx=m(2n+1) 2(py —m)—2ir11 2|ri-1] arg(ri—1) 0

1-int(z) w=m(2n+1) 2(pr —m) —2iras 2|ra_a| arg(ra—2) 0

Cp. int (IE) Mo = 27n 2/LT —2’i1”11 2‘1”1_1 —|—7:7”2_17"12 COt(%’z” arg(rl_l +iT2_1T12 COt(MTZ)) 0
—(|r12[* +[r—12[*) cot(45)

cp. int (z) Iy = 27N 241, — 2iT22 2|ra—2 4 ir1—2ra1 cot( L2 )| arg(ra—2 + ir1-_2721 cot(42)) 0
—(lr12* +[r-12|?) cot(*5")

cp. %—int(x) ptae=m(2n+1) 2(pe —m)—2ir11 2|r1—1 —idra_1riatan(42)| arg(ri—1 — 4r1_2rer tan(£2)) 0
+(|r12f® + [r—12/*) tan(45)

cp. %—int(z) p=m(2n+1) 2(p> —m) —2iras 2|rg—2 —ir1—2ra1 tan( 52 )| arg(ra—2 — ir1—2r21 tan(42)) 0
+(|r12f* + |r-12]?) tan( %)

TABLE I: Linear resonances of a synchrobetatron coupled storage ring. For each of the linear resonances, we give general
expressions for the quantities Ap, £, ¢, and fi. The quantities 7;i here are rjre, i.e. the part of rj; coming from the coupling
perturbation P:. We have left off the subscript £ for convenience. The matrix elements r;x, coming from the difference from
resonance are included explicitly in the Ay and involved p, and p.. The resonances with the abbreviation “cp.” refer to the
full 2nd order calculation for the coupling-induced integer and half integer resonances (see Appendix D).

The results for the x integer and half integer resonances

can be found by interchance of x and z. Instabilities
occur when
1 2
—¢2 cot('u—) > g (192)
2 2
or
1, je
§£i tan(;) < T — g (193)

The general expressions for p; and ps are given in
Eqgs.(376) and (377), but much of the basic physics can be
seen by examining these results. Note how the coupling
parameters for the sum or difference resonance enter into
all of these expressions along with the value of the other
phase advance not going unstable. Since u, is negative
(above transition), we see that for the z integer reso-
nance, there can only be an instability when v, > % For
the crab cavity, this is indeed an important resonance to
consider because v, > % is a typical operation condition
and for realistic parameters, a storage ring can approach
the instability region. For dispersion at an RF cavity, we
will find that because of the form of {4 (in particular,
its dependence on the synchrotron tune), (190) is never
satisfied and there is no such integer resonance.

E. Evolution of Eigenvectors Around Ring

We have given expressions for the eigenvectors near
each of the resonances, computed at the position of the
perturbation. In order to find global quantities like equi-
librium invariants, we will need to know how the eigen-

vectors evolve around the ring. We can determine this
using Eq.(98).

Let us consider the integer or half-integer resonance.
Take mode 2 for example. We have seen that we can
write the perturbed eigenvector in the form

0 < 0
va(sy) = cosh(§)vz(81) —ie”% sinh(i)v,z(sl). (194)
Applying T'2p to this vector we find

va(s2) = eiP=12 COSh(g)'UZ(SQ)

—ie*iwwﬂz)sinh(g)v,z(sz). (195)
We have used the fact that ¢_,10 = —1,12. The overall
phase does not enter into any physical quantities, so we
can multiply by e~*¥=12 and we find that the new eigen-
vector is that of the old, but with the lattice functions
advanced to the new values and the phase ¢(s2) related

to ¢(s1) by
P(s2) = ¢(s1) + 29212 (196)

Likewise, for the x integer/half integer resonance, the
phase in the definition of v; is

¢(s2) = ¢(51) + 2912 (197)

For the difference resonance, we apply the same argu-
ment and find

d(s2) = ¢(s1) + Y12 — Y12 (198)



For the sum resonance, we find

d(s2) = ¢(51) + Y12 + Y212 (199)

The phase advances ;12 and 1,12 are given in Eqgs.(93)
and (96).

In the following section we will use these near reso-
nance eigenvectors we have derived to construct the local
damping and diffusion coefficients which are then inte-
grated around the ring. We have computed the eigenvec-
tors at an arbitrary position s by first computing them
at the position of the perturbation s; and then trans-
forming them to sy by applying Ti23. For consistency,
we would like to see that we get the same result if we
do the perturbation theory directly on the one-turn map
at so. Writing M = (1 + P)My and transforming from
position 1 to position 2 we find

(1+ P(s2))Mo(s2) = M(s2)
T125M(81)T1_215
(14 Ti2pP(s1) T 55) Mo(s2)

(200)

So that

P(s3) = Ti2pP(s1)T 5 (201)
Now, applying this equation along with (98) to the def-
inition of ry,,, (128), and using the symplectic property
of Ti23, we find that 7,,, transforms as

Trn(82) = el (¥miz=¥miz)p (s (202)
i.e. they are invariant except for an over phase change.
From (202) we can see that 7;;(s2) = 7;;(s1) and so all
of the Ap are global quantities. We can also show that
the quantities £ are global quantities. For the sum, dif-
ference and simple integer and half-integer resonances,
its obvious because of the absolute value. For the cou-
pling caused integer and half-integer and half integer res-
onance, one must show that the two terms transform with
the same phase. For example, using (202) several times
on ¢ for the z integer resonance (found in line 7 of table
I), we can show

E(s2) = [e7?¥=12| £(s1)
= &(s1)

and likewise for all the other £’s. Thus, for each reso-
nance, £ and Ay are global quantities, independent of
where they are calculated, and hence so is the coupling
angle . We can also use Eq. (202) to show that the ex-
pressions derived for ¢(s) give the same results whether
one first computes ¢(s1) and then uses Ti25 to advance
the eigenvectors to get ¢(s2), as we have done above, or
if one first advances the r,,, to ss and then computes
the phase. The argument for the coupling caused integer
and half-integer resonances is the same as that used in
(203). Finally, we note that near each resonance, the net
change in ¢ is a multiple of 27 to lowest order, and thus,

(203)
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modulo 27, ¢ is a well-defined, periodic function in the
ring.

To summarize, the coupling angle 6 is a global quan-
tity independent of position in the ring, whereas ¢ is
a phase that changes locally, but is periodic around the
ring, modulo 27. The formulas for ¢ given in Table I refer
to the value at the position of the perturbation. We will
use the eigenvectors to find the local invariants, which
will depend on ¢ through cos¢ and sin¢. To advance
these quantities to another position, ¢ must be advanced
using Egs. (196)-(199).

III. EXAMPLES

In the previous section we formulated a perturbation
theory to find the eigenvectors and eigenvalues of the
one turn map near a linear resonance in the presence
of a coupling perturbation. In this section we give two
examples of synchrobetatron coupling perturbations and
apply the foregoing results to these two cases. Our two
examples are dispersion at an RF acceleration cavity and
the addition of a crab cavity.

In these two examples, the perturbation occurs at a
single location. The procedure for a given example is as
follows. First we find the perturbation matrix P;. From
this quantity, we derive the r;zc. Out of these quantities,
we construct &, Ap, ¢, and i for each resonance. For the
integer and half-integer resonances, we compute the full
2nd order coupled quantities given in the last four rows
of Table I. However, we keep terms to lowest order in
the various small quantities such as us, the crab cavity
strength £. or the dispersion at the RF cavity. In some
cases, we will find that the naive first order calculation
gives the same results; however, in others, the full calcu-
lation was required. In the case of the crab cavity, we do
not assume that the dispersion at the crab cavity is par-
ticularly small, since it may be of some interest to know
what the effect is of placing a crab cavity at an arbitrary
position in the ring.

From &, Ap, and fi, we find the tune shift and the cou-
pling angle 6. From the tune shift, we can see whether or
not an instability occurs. Out of 6 and ¢, we construct
the global damping and diffusion coefficients, dropping
middle terms in all cases except for the p, = 0 inte-
ger resonance, as discussed previously. Once the equi-
librium invariants are calculated, one could then use de-
tailed knowledge of the lattice functions to find the beam
distribution at a given position, using formulae for the
beam distribution moments, 3.

For each resonance, we give explicit expressions for
&, Ap, ¢, and fi, only constructing the other quantities
when instructive.



A. Dispersion at an RF Cavity

As our first example, we consider coupling due to dis-
persion at the RF cavity. The uncoupled longitudinal
one turn map M, was given by (88). This was derived in
physical coordinates. If there is dispersion at the cavity,
we must transform the map into betatron coordinates
and (81) is no longer block diagonal. The cavity map is
transformed with BT, B~'. We would like to pull out
the part that causes the synchrotron oscillations and con-
sider the extra part as the perturbation. To do this, we
write

BTcavB_l = (1 + PRF)Tcavu (204)
where T,y was given in (85), except here we work in the
4-D space, so include a 2 x 2 identity matrix in the upper
left block and 0’s in the off-diagonal blocks. Using this
prescription, we derive

m
_rta —-m - 0
Pre=0l g 00 0 o (205)
-0 m 0 0
From this matrix we construct the rjx:
T
T = —ZZHI
rer = o[ aw)y + B )
2a3;
PN 31 /
M2 = g ﬁx[( +ag)n + Ben']
_ P /
ri—2 = % 6:6 [(%+Oéx)77+5z77}
T99 = T92_92 =0 (206)

where H, is defined in Eq. (104). From these we find
&, Ap, ¢, and i for each resonance out of which we can
construct the perturbed eigenvalues and eigenvectors.

1. Sum/Difference Resonance

Examining the perturbation (205) we see that the de-
terminant of the off diagonal blocks is zero. From Ap-
pendix C, this tells us that the coupling parameters for
the sum and difference resonances will be equal. Com-
puting them, we find

gzl: = 2 V Hzﬂz

where the + indicates both the sum and difference reso-
nance. If we expand this to lowest order in u., we find

[ Hz
£+ = |MZ|3/2-
a

(207)

(208)
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Note that this goes to 0 at as u, goes to zero. This
means that we expect the sum and difference resonances
to become weaker for smaller synchrotron tune. For the
splitting parameter we find

r
for the sum resonance and
r
Ap = pig — pz + E’Hm (210)

for the difference resonance. The quantitiy r is approx-
imately p2, so that term can typically be ignored. For
both sum and difference resonance, the average shift of
the eigen-phase advance is

p= i (211)
The phase for the sum resonance is
¢ = arg[—(i + az)n + Bary']- (212)
while for the difference resonance
¢ = arg[i(i + az)n + Ben']. (213)

To lowest order in u,, the instability condition for the
sum resonance is

HZL’ 3
T‘NZP > |/f“x +//4z"

2. Integer/Half-integer Resonance

(214)

We now consider the integer and half integer reso-
nances. Near the integer x resonance, we find that the
coupling parameter is proportional to ,u‘zl. There is still
in fact an instability for v, near an integer, but it is ex-
tremely weak, with a width of order % ut. We do not
consider this resonance further.

For the half integer resonance in u,, we find

¢ = 5 (215)
Ap = 2pug— )~ 2y (216)
¢ = 2arg(G, +in) (217)
where we define
Go =1 Ba + nta. (218)
We find that there is an instability when
M2 o —m (219)

This says that there is an instability for p, > 7 with
a width of %;@ Note that these results are identical



to those we would obtain by using the 5th row in Table
I (first order calculation). The other terms are higher
order in u, and have been ignored.

For the integer resonance in p. (u, near 0, as is typi-
cally the case), we get

3
pzHe Kz
= t — 22
¢ 20 "2 (220)
- |/$Z‘3Hm Mz
Ap = 2u, 9 cot( 5 ) (221)
¢ = 0. (222)
Here we find that us is given by
H
12 ZHz\/1+M§2Z: COt(l;i)- (223)

From this expression, we can see that there is no insta-
bility for the u, integer resonance. The quantity inside
the square root could become negative only in two cases.
One case is where the perturbation Prr is not small and
hence perturbation theory no longer applies. The other
case is if p1, is near 0 or 27 in which case we are in the re-
gion of overlap between two different resonances in which
we may need to consider the other resonances. Numeri-
cal calculation confirms that there is in fact no instability
for small synchrotron tune, regardless of the values of the
other parameters.

B. Crab Cavity

As our second example, we consider a single crab
cavity[20]. The map for the crab cavity is given by

1 0 0 0

{0 1 &0
Tcrab* 0 0 1 0 ) (224)

& 0 0 1

where &, gives the strength of the cavity. In the case
where the crab cavity is used to correct for a half crossing
angle ® at the interaction point of a collider [3], assuming
no resonance, &, is related to that crossing angle by

2P sin(mv,)

€ = v/ BB
. =

P

\ Bk B

where (3 is the beta function at the crab cavity and 3}
is the beta function at the interaction point. For a pair
of crab cavities, one positions them symmetrically about
the interaction point such that there is a total of a
phase shift between them and the second cancels out the
effect of the first in the rest of the ring. The expression
given here for a single crab cavity comes from comput-
ing the angle at the IP due to a change in closed orbit,
assuming no resonance. Near a resonance, this formula
needs to be reconsidered. Indeed, it is the purpose of this

single crab cavity
(225)

crab cavity pair
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paper to determine the effect on beam dynamics due to
coupling near a resonance. We include this formula be-
cause in practice, the value of £, may be chosen assuming
the machine is away from all resonances.

We here consider the case of a single crab cavity. Sup-
pose we insert a crab cavity in the ring at position ss.
The RF cavity is assumed to be located at s. so that the
partial momentum compaction factor as given in (87) in-
volves integration from s. to ss.

Transforming (224) into betatron coordinates, we get
for the perturbation

— 0 0 —n?
_ =20 n 1 -
Pcrab - fc 7777/ 7772 - 0 (226)
1 0 0 n

Note that the perturbation is proportional to the crab
cavity strength £.. Note also that n here now refers to
the dispersion at the crab cavity while we assume the
dispersion at the RF acceleration cavity to vanish.

First we compute the r;ze:

ri1e = G
ri—1e = —&((i + az)n + Ben)
o = —its (i+ag)(—itaz)n’+Bs(B: +(—it+az)m’)
2v/ B3
o (i)t a0 + Be(8: 4 (i + az)m')
1-2¢ = &

2v/B:3-
roge = 1€cnQ;

ro_g¢ = (=i 4 az)n (227)

The rest of the rj; can be gotten using (130) and (131).
Next, we construct &, Ap, ¢ and i for each of the
resonances and from these compute 6 and p1 and po.

1. Sum/Difference Resonance

In this case, examining the perturbation matrix (226)
we find that the determinant of the off-diagonal subma-
trices are not zero. We thus expect a difference between
the coupling parameters for the sum and difference reso-
nances. Indeed, we find

e

S

6:‘::60

= 202 (228)

Note that £2 — &3 = 4¢2n? which is consistent with Eq.
(353) from Appendix C. We see that in the case that
the dispersion at the crab cavity is zero, the coupling
parameter is inversely proportional to the square root of
the synchrotron tune. Thus, we expect the sum and dif-
ference resonances to get stronger for small synchrotron
tune. The splitting parameter is given by

Ap = pg + iz + &(Gr + ncrz) (229)
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TABLE II: Resonances for dispersive RF cavity

reso. condition Ap (mod 27) £ 10) i ‘

sum HarH1==2mn fra~Htzt7 He Molp.|% arg(—(i+ aw)n+ Bon) —p2 e

dif. fra—pt==21n  pa—piatEHe Mo lpa|3 arg(i(i + aw)n + Bon) —p2He

int (z)  pe =2mn  2u. + O(Hepl) O(Hepud) 2arg(Ga + in) 0

int (2) e =210 2u, — ”ZH‘ Cot( ) “5711 | cot(45)] 0 0

-int(z) po=m(2n+1) 2(ps— ) — Hey? pl e 2arg(Ge + i) 0

for the sum resonance, and aﬁwgw Waa 63 _ 3 H,E2 (238)
xr
S
Ap = pig — prz +&e(Ge — nxz) (230)

for the difference resonance. G, was defined in Eq. (218).
The phase ¢ is given by

¢ = arg [Cfx —n? + ingx} (231)
for the sum resonance and
af
6=z | a0, —iC2 )| 3

for the difference resonance. For the case of no dispersion

at the crab cavity, the difference resonance has ¢ = —%
and the sum resonance has ¢ = 0. The average shift in

the phase advance, 1 is given by

= fc(gﬂc + ﬂaz)

with the plus sign for the difference resonance and the
minus sign for the sum resonance.
For the sum resonance, we find an instability for

fc\ a[uﬁw — 272 > Mo + oz + 56(gz + 7704Z) (234)

2. Integer/Half-integer Resonance

(233)

For the x integer resonance the coupling parameter is

€ = 4B, H &2 + daP xg’” &+ Mf & (235)
The splitting parameter is
Ap =241y + 26.G + €2 aﬁx (236)
3
and the phase, to lowest order in ., and &, is
p=m (237)

Out of £ and Apu, we construct

(uw—+§;gm)%§§53

S

13 = (o +€Go)? +

From this, we can see that for p, < 0 (or close to 27) and
for the case of no dispersion, we can have an instability
if

aBy .o

S

‘5 > sl (Ha < 0) (239)
At larger p, and with non-negligable dispersion at the
crab cavity and for the case G, = 0, we find an instability
for

née > |tz (240)

for both positive and negative p,.
For the half integer resonance in x, we find a coupling
parameter

& = 4B, Ho&2 — afBaGa€l + —a252 (241)
The splitting parameter is
Ap =2y — ) + 2.6, — iaﬁxff (242)
and the phase is
o=y (qang—Gi6-m) o

which vanishes when there is no dispersion at the crab
cavity. Computing Au? — £2 and noting the cancellation
of terms, we find

(/~L1_7T)2 = [(Mz—ﬂ)+fch]2 - [(/1' _W)+2£cgm]%£2

—&mﬁ+iw£&§ (244)

For the case of G, = 0, we can have an instability for

5z

(Mo — ) =€ +10P°E2 > (po — m)? (245)

Next for the integer resonance in z, we find

a?B? cot?(te)

R (246)

& =P +



Ap=2u, — 1ab. cot (K2

o (247)

and

af3, cot (L)

2 _ .
m & —imée

¢ = arg (248)

For the case where n = 0, the phase ¢ is 0 for p, > 7w
and 7 for ju, < m. Computing Ap? — €2, we find
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From this, we can see that there is an instability if

9 con( Ayt -

5 (250)

e < 1l
When n = 0, this requires p, > m, i.e. the horizontal
betatron tune is above a half-integer. Increasing n moves
this instability to values of p, less than 7.
Because in practice the synchrotron phase will not be
near 7w, we do not consider the v, half-integer resonance.
We summarize the results for &, Ay, and ¢ for each of

a
pa = p? + % cot('l;—m)ff —n?¢? (249)  the resonances in Table III.
|

TABLE III: Resonances for Crab Cavity
’reso. condition Ay (mod 27) £ @ i
sum /lz+/$z:27rn M + Mz + gc (gz + T]az) éc ( aﬂf 27]2) arg( aﬂr 772 + anz) gc(gz B T]Clz)
diff. Pa—H==2T0  po — pz + Ec(Ga — naz) gc(afx +21%) arg(— 77gx - Z( a8 — %) &e(Ge +nez)
: _ 2 aBJ_ 2 4aﬁxg1 3 a%? 4
int (33) Mo = 2mn 2/.!95 + 2§cgac +€ 4ﬁxHac€c §c — gc ™ 0
it (z)  pe=2mn 2. — 5% cot(le )éc €2 + ﬂi”s arg(“2 U 2 e ) 0
%'int(x) pa=m(2n+1) 2(pa—m )+2§cg171aﬁ15c 4B: &2 — PGl + 2ﬁac£c arg( aB2€7 — Gube — in) 0

IV. PERTURBATIVE EXPRESSIONS FOR
GLOBAL DAMPING AND DIFFUSION

We have given perturbative expressions for the eigen-
vectors of the one-turn map M near all of the linear
resonances. As discussed at the end of Section 1C, we
use these eigenvectors to find the local damping and dif-
fusion coefficients which can then be integrated to give
the global values which determine the equilibrium invari-
ants. In this section we apply our perturbative expres-
sions for the eigenvectors to find perturbative expressions
for the invariants, damping and diffusion coefficients, and
ultimately equilibrium emittances and beam second mo-
ments. We work in betatron coordinates, so for the lo-
cal damping and diffusion matrices, we use Dg and Bg,
which were defined in Eqgs.(69) and (79).

A. Invariants

With the addition of coupling near a linear resonance,
the invariants G, and G, become perturbed to G; and
G>. We compute these approximately by using the lowest
order perturbed eigenvectors 9o derived in Section II.

1. Sum/Difference resonance

First consider the sum [Egs.(151), (152), (169), and
(170)] and difference resonances [Egs.(149), (150), (177),
and (178)]. We find

T N
G1 = cosh (g)Gx + sinh (§)GZ + sinh(9) G,
Gy = sinhQ(g)Gw + coshQ(g)Gz + sinh(6) G,

for the sum resonance, and

G, = cosQ(g)GI—&-sinQ(g)Gz—sin(@)Gc_, (251)
Gy = Sin2(§)GI+COSQ(g)G3—‘r—Sil’l(@)Gc_, (252)

for the difference resonance. We can easily see that the
local invariant sum rules (60) are satisfied. Note that
in addition to mixing the uncoupled invariants G, and
G., an additional term, G is picked up. This middle
term can be related to the additional invariants that exist
exactly on resonance (see [10]), which are mixed together
by the phase ¢. These terms are given by

GI = —fJ( ol e ol
+e_“f’ * ol vl
G, = —fJ( Wyl 4 e IUT
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+e Pprol 4 ey ul) . (253)  with these submatrices given by
Writing them out explicitly, we find
+_ (0o GF
Gc - ( Gél: 02><2> 9 (254)
J
—1+a,a,)cos aztay)sin . .
gr 1 [EsReemt R au cos g+ sing) (255)
co2 B (1, cos & + sin ¢) VBB cos
and
67 B 1 _ (az—ay)cos d);;(ﬁlj_at(XZ) sin ¢ \/gjz(cos(b —a, sin ¢)
c T 5 (256)
2 —\/&(cos¢+a2sin¢)

/HZ

for the sum and difference resonances respectively. Note
that these additional coupling terms all contain a factor
of cos @ or sin ¢. In the typical case, this term will oscil-
late many times around the ring. When used to construct
the global diffusion coefficient, this means that this term
will not contribute substantially. However, there are ex-
ceptions to this statement, and further, they are required
for computing the detailed local moment matrix X.

2. Integer/Half-integer Resonance

Now consider the integer and half-integer resonances.
The eigenvector is of the form (151). Consider the z
integer/half integer resonances. Then vjo = v, and vk =
v_z. Constructing the invariant out of the eigenvector
gives

G = cosh G, + sinh 0G,., (257)
where here
(—1+a2) co;w¢>+2()zaD sin ¢ Qr COS (b—l—sin ¢ 0 0
G, = Qg €OS @ + sin ¢ Bz COS ¢ 0 0
0 0 0 0
0 0 0 0
(258)

In these expressions, the coupling angle 6 and phase ¢ are
the appropriate expression for the integer or half integer
resonance as the case may be. Note that we could also
obtain the additional coupling term G by setting 3, =
B and o, = a in Eq.(255). Note that we only have two
terms in these expressions for the invariant, versus three
for the sum and difference resonances. This is because
the invariants corresponding to v, and v_, are identical.
For z we just replace all the x’s with 2’s.

Note that for an integer or half-integer resonance, the
invariant remains non-zero only in the x or z on diagonal

—V/ B3, sin ¢

(

block to the order we compute here. One could thus
interpret the new invariant as defining new (3, «, and
rather than as a perturbed invariant. This allows us to
compare our results to Courant and Snyder [4]. If we
do this, we compare Eqs.(257) and (258) to Eq. (99) to
derive a perturbed beta function

81 = Br(cosh @ + cos ¢ sinh 6), (259)

which reduces to (6, when the coupling is turned off. The
value of ¢ varies around the ring via Eq. (197) from its
initial value as given in Table I. This is a well known
effect referred to as a beta-beat, the periodic oscillation
of the beta function resulting from a perturbation. Note
that the initial value will be different for the integer and
half-integer resonances. Also note that because cosh 6 >
| sinh 6], 1 will always be positive, although the range of
the oscillations becomes large as the instability (6 — o)
is approached.

B. Diffusion Coefficients

From the invariants, we can find the local diffusion
coeflicients by right-multiplying by the diffusion matrix
Dg and taking the trace.

1. Sum/Difference Resonance
The results for the sum/difference resonance are
+ 20 2.0 , +
di = cosh (§)dz + sinh (§)dz + sinh(0)d],

df = sinh2(g)dx + coshQ(g)dZ + sinh(0)d,

>

dy (:052(§)dz + sinz(g)dz + sin(6)d_,



0 0
dy = sin?(2)d, +cosz(§)dz —sin(9)d_,

3 (260)

with

df = Tr[GEDg). (261)

To get the global diffusion coefficient d,, we must inte-
grate the local diffusion coefficients d, around the ring.
For d, and d, this integration simply reproduces the
global uncoupled diffusion coefficients d, and d,. The
extra term, d., which comes from the extra term in the in-
variants G., however, represents a new set of lattice func-
tions to be integrated. It would be substantial complica-
tion if this full integration were required since it would
require detailed knowledge of the lattice. Note however,
that as with G, all of the terms in d. are proportional to
cos ¢ or sin ¢. As we transform the d, around the ring, in
addition to the lattice functions 3, . and 7, . evolving,
the phase ¢ will also evolve as was discussed in Section
II-F.

The net change in ¢ around the ring is p, — u, for the
sum resonance and p; + p, for the difference resonance.
We can write this is as

A¢ =27mn + [,uac + Mz]’ (262)
where the square brackets represent taking a modulus of
2. Near resonance this term is small. For synchrobe-
taron coupling, typically n is somewhat large, since v, is
close to zero and v, is typically much greater than 1. The
result of this argument is that the middle term in the lo-
cal diffusion coeflicient d. will integrate to a small value
in the typical situation, especially so if we assume some
symmetry in the lattice.'* Thus, for our purposes here,
we ignore this extra term in our global expressions,'®

_ 6. - 0. -
df = coshQ(i)dI+sinh2(§)dz,

- 0 - N
dy = sinhz(i)dercoshQ(i)dz,

- 0. - N
dy = cosz(i)dm+sin2(§)dz,

- 0. - N
d, = sin2(§)dz+cosz(§)dz.

14 n the case of z-y betatron coupling in which v, ~ vy is possible,
this argument will need to be revised.

15 We note here that in case one wanted to compute these middle
terms exactly, then, cos¢ and sin¢ can be expanded in terms
of cos ¢(s1), sin ¢(s1) and cosine and sine of the phase advances
Yg12 and 1,12. We could then write out the expressions b. and
d. explicitly in terms of unperturbed lattice functions. Then, for
a given lattice, one could compute these integrals once and for
all, and not have to recompute different integrals, depending on
the form of the coupling, one would simply take different linear
combinations of these integrals depending on the value of ¢(s1).
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2. Integer/Half-integer Resonance

We now consider the diffusion coefficients for the in-
teger and half-integer resonances. For these resonances,
we find

dy =d, coshf + d.sinh 6, (263)

where

d. = Tr(G?*D..). (264)

with the results for x given by replacing z with = in these
expressions.

We must now integrate the local diffusion coefficient
around the ring to get the global diffusion coefficient. For
the case of z, applying the same argument as in the sum
and difference resonances, we find that the extra term
d. integrates to a small value and we disregard it. For
the longitudinal direction, however, there is no change in
¢ around the ring, and thus we must keep d., with its
initial value. Thus, for the global diffusion coefficients,
we take

dy = cosh(0)d,. (265)

It may also be useful to apply Eq. (162) or Eq. (163) for
the integer or half integer resonances to express in terms
of p; and Ap . This is for near the integer or half integer

x resonance and
dy = (cosh @ + cos ¢ sinh #)d,. (266)

near the integer z resonance. For the x resonances, the
dy is not strongly effected, while for the z resonance, d;
is not strongly effect and we assume there is no change
in these quantities.

C. Local Damping Coefficients

Next we find the local damping coefficients. We do
this by constructing the matrix A = U~'BgU [Bg is
defined in Eq.(79)] with U constructed from the per-
turbed eigenvectors for each resonance. From A we find
b, = Aaa + Afafw

1. Sum/Difference Resonance

The damping coefficients for the sum and difference
resonances are given by

bl = bup cosh2(g) —b.s sinhz(g) + sinh(6)b7,
by = —bup sinhz(g) +b.p coshQ(g) — sinh(9)b],
by = bup cosz(g) +b.s sinz(g) + sin(0)b,,

b, = by, sin2g + b, COS2Q —sin(6)b, 267
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with b, = Tr[B..] = b, + nbsy, (268)
bys = Tr[Byg] = by — nbsz, where
b = Gl = b bian)((cs )+ ) cos o
+((bze = b2) (=0 + aza.n + azﬂxn,) + s (B2 8- + (1 — O‘waz)n2 - O‘zﬂxnn/)) sin 4], (269)
b; - 27\/;7"62[(1)96 — bz)((l + amaz)n + 012/6177/) - b&v(*ﬂmﬁz + 772 + azaznz + O‘Zﬁﬂfnn/) cos ¢
_(bw - bz - b5wn[((aa: - az)n + ﬁwn/} sin (b} (270)

Again, as with the local diffusion coefficients, we find
an extra term in b,, in addition to the uncoupled damp-
ing coefficients b3 and b,3. Using the same argument as
for the diffusion coefficients, we find that this quantity
integrates to a small value and we will discard it in our
global expressions. In addition, note that b is propor-
tional to either 1/3, or bs,. For the case of synchrobeta-
tron coupling, both 1/3, and bs, are small, and so this
term is intrinsically small. The integration of b,z and b
give the global uncoupled damping decrements, x, and
X-. Thus, for our global coupled damping coefficients,
we take

0 0
Xi = xxCOShQ(i)—XzsinhQ(i),
+ : 2 0 2 0
X2 = —Xzsinh (§)+chosh (5)7

9 0
XTI = Xa 0082(5) + X2 sin2(§)7

. 9,0 0
Xo = Xasin®(3) + X cos’(3). (271)
The damping decrements for the sum resonance show
an interesting effect. Omne of x; 2 will become negative
for a finite value of 6. Specifically, suppose that x. > x.
which is typically the case. Then x; vanishes when

Xz 0
= coth(2).

Xz

(272)

For 6 larger than this, x; becomes negative, and there
is an instability. This is analogous to the case where
the damping partition number D is greater than 1, in
which case, we can see from Eq.(108) that y, is likewise
negative, indicating an instability. We refer to this as an
“anti-damping instability” in this paper.

2. Integer/Half-integer Resonances

For the integer/half-integer resonance, we find that the
local damping coefficients are unchanged. This is clear

(

because the perturbation only changes the U matrix in
either the upper left or lower right 2 x 2 block, depending
on which resonance being considered. But this reduces
the problem to the 1-D case. Consider the v, integer or
half-integer resonance. The damping coefficient for mode
2 is given by

by = Tr(Uy ' B,.Us) = Tr(B..) = b.g, (273)

where U, is the submatrix of U built out of 999 and 9_og.
We have used the cyclic property of the trace. In other
words, the damping decrements are unchanged to lowest
order near the integer/half integer resonances.

D. Equilibrium Eigen-Emittances

We summarize the results for the diffusion and damp-
ing in Tables IV and V. The reader can verify that all
the quantities satisfy the sum rules discussed in Section
ID.

From the global quantities gl’g and xi,2, we find the
equilibrium average values of the invariants from Eq.(47).
We quote RMS eigen-emittances, which are 1/2 the value
of the average eigen-invariants.

For the sum resonance, we find

cosh? gcfx + sinh? gJZ

+

€ = 274
! 4(cosh? gxw — sinh? ng) (274)

inh? ¢d, + cosh® ¢d,
o = sm. 220 cos g ! (275)

4(—sinh” $x; + cosh” 5x.)
while for the difference resonance, we find
_ cos? QJZ + sin? QJZ

€& = 2 2 (276)

4(cos? 5xz + sin? ng)

— _ _sin®§ds +cos® 5, (277)
2 4(sin? ng + cos? ng)

Note that in the case where x; = X, we find that

0 . 0
ef = cosh? —€5 + sinh? —€,

5 . (278)



0 0
e/ = sinh? g6t cosh? 26 (279)
for the sum resonance and
€] = cos? Qe +sin? —¢ (280)
1 9 x 9 z
0
€; = sin? € + cos? € (281)

for the difference resonance. Thus, in this case, it makes
sense to talk about emittance coupling: the effect of the
coupling is simply to mix together the equilibrium emit-
tances. If we were talking about transverse x — y cou-
pling, xz = Xx. would indeed be approximately correct
in many situations and this gives a justification for using
that concept for betatron coupling. For the case here of
synchrobetatron coupling, typically x, =~ x./2, and thus
the concept of emittance coupling is not precise.

For the integer and half integer resonances, we saw
in Eq. (273) that the damping partition number is not
effected by the coupling to lowest order. The global dif-
fusion coefficient is affected. In fact it diverges at the
resonance. For the integer and half integer x resonances,
we find an emittance growth of

€1

€x

= coshd (282)

&&4‘ S

with 6 the appropriate coupling angle. €, is not strongly
affected, and we take e = €,. As noted in Eq. (265),
one could also write this as

A
S_CH (283)
€z 21
for the integer resonance, or
A
a__ Sk (284)
& 20m—m)

for the half integer resonance.

Now, because p, is typically small, we only have an
integer resonance. As discussed, for this case, the cos ¢
term doesn’t average away, and we are left with

2 _ coshd + cos ¢ sinh 6

€z

(285)

€, is not much affected here, and we take ¢; = ¢,. If
there were a half integer z resonance, or indeed, another
integer resonance where p, is near an integer other than
0, the second term in this equation would integrate to a
small value.

E. Sigma Matrices

In the previous subsection, we gave the expressions for
the equilibrium eigen-emittances near each of the reso-
nances. One may also wish to know the projected emit-
tances which are more closely related to the typically
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measured quantities for a beam. Finally, we give expres-
sions for the second moments of the beam distribution
at equilibrium. For the sum and difference resonances,
using the invariants and Eq.(32), we can derive

+ ¥ N+
—+ — 61:,pr T c
where
1 0 1 . 0
Chpr = 5(91>; COSh2(§) + §<g2>:q Slnh2(§), (287)
1 . 0 1 0
o= 5(91)2:1 Slnh2(§) + 5(92)2:1 COSh?(i), (288)
and
- e;prEx by
YT = ( $-T E%przz) ) (289)
where
_ 1 _ 0 — .
6:Jc,pr = §<gl>eq CO8 (5) + §<92>eq Sin (7)7 (290)
_ 1 _ .90 1 _
6Z,pr = 7<gl>eq S (7) + 7<g2>eq CcoS (7) (291)
2 2 2
with
_ 1 . _
7 = 7 [90)eq = (92)eq| SO} (=IGT D), (202)
and
1 .
S5 = 7 [00)eq + (92)q | sinh(0)(—IGT ). (293)
The uncoupled 2 x 2 matrices X, , are given by
Eaj,z — (/BJL’A,Z ax,z) . (294)
Qg2 Va,z

€x(,2),pr are the projected horizontal and longitudinal
emittances. From them, one can for example determine
the transverse beam size and momenta,

(295)
(296)

<$%> = fz,prﬁm
<17232> = €z.prVzs

and likewise for the bunch length and energy spread.
Note however that these are in betatron coordinates and
so differ from the physical variables by terms involving
the dispersion.

We have thus derived how these quantities are affected
by coupling. We can now find some useful relationships
among these quantities. First we have the obvious ones

+ +
6::L’t,pr :F Eit,pr = <gI>cq :F <gz>cq' (297)
We can also show that
Xiﬂeg,pr + XZEZpr = XCEEI + Xz627 (298)
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resonance mode d d. d ‘
sum 1 dycosh® & +d.sinh® ¢ + d.sinh 6 cosh®(£)d, + sinh?®(%)d.

2 d,sinh?® ¢ 0 + d cosh® ¢ 0 ¢ +dcsinh§ Tr[GF Dg] sinh®(£)d. + cosh®(£)d.
difference 1 d, cos? 2 ¢ +d, sin? —|— d.sinf cos®(§)dx + sin®*(£)d-

2 desin® & +d.cos® & —dcsing  Tr[G; Dg] sm2(g)ffz + cos®(4)d.
int/%—int (z) 1 dz cosh 0+ d. smh 0 d cosh 0

2 d. Tr[G2* Dg] d.
int (2) 1 dz dy

2 d. cosh 0 + d. sinh 6 Tr[G7*Dg] d.(cosh@ + cos ¢sinh 6)

TABLE IV: This table contains the diffusion coefficients near each of the linear resonances. The d column gives the local
diffusion coefficient for modes 1 and 2. The d. column gives the formula for the extra term d. contained in the corresponding
local diffusion coefficient. Finally, the d column contains the global diffusion coefficient which is given by integrating the local
quantity. The text discusses the approximations used for these expressions. The angle 0 is given by tanfl(f /Ap) for the
difference resonance and tanh™'(¢/Ap) for the other resonances where & and Ay are given in table I. The phase ¢ for the
integer 2z resonance is also given in table I.

resonance mode b be X ‘
sum 1 bxp cosh? g —b.g sinh? g + b, sinh 0 Xz coshZ(g) Xz sinh? (2)

2 —bypsinh® & + b.gcosh® & — b.sinh 6 Eq.(269) —x. sinh®(£) + x: cosh®(£)
difference 1 bag cos” & + b.gsin® & + besin 6 Xo cos”(£) + xzsin®(£)

2 b sin? % + b5 cos? % —besind  Eq.(270)  x.sin (%) + Xz cos (g)
int/3-int 1 b Xz

2 b.p X=

TABLE V: This table contains the damping coefficients near each of the linear resonances. The b column gives the local
damping coefficient for modes 1 and 2. The b. column tells where to find the formula for the extra term b. contained in
the corresponding local damping coefficient. Finally, the x column contains the global damping decrement which is given by
integrating the local quantity. The approximations used for these expressions are discussed in the text. The angle € is given

by tan™'(¢/Au) for the difference resonance and tanh™

and

Xz € +,pr X=z€2 7pr = Xz€z — Xz€z- (299)

Here, €, . are the uncoupled emittances. These last two
equations are only strictly true if the middle term in the
global damping decrements is zero. However, this term
will often be small due to the oscillatory nature of the in-
tegrand as we have discussed previously. Compare these
sum rules to the sum rules for the equilibrium emittances
of the eigenmodes near a sum/difference resonance (Egs.
(65)), one simply replaces x1,2 with x, . and (g1 2) with
€x,z,pr-

Finally, consider the equilibrium ¥ matrix near an inte-
ger/half integer resonance. As noted with Eq. (259), one
can think of the effect of the coupling as causing a pertur-
bation to the lattice parameters. Thus, in computing 3,
one must take two effects into account: the perturbation
to the lattice parameters, and the perturbation to the
diffusion coefficient. The perturbed diffusion coefficients
are given in Table IV, and the rest of the perturbed lat-
tice parameters can be found in the same way as in the
derivation of Eq. (259).

1(¢/Ap) for the other resonances where £ and Ay are given in table I.

V. PLOTS AND DISCUSSION

We now have expressions for all the quantities needed
to explore questions of stability and equilibrium beam
distribution near each of the linear resonances for the
two examples. We draw our parameters from Table VI
which is based on the PEP-II storage ring. Damping
rates are converted to x. . by multiplying by the revolu-
tion period. Given the equilibrium emittances €, and e,
we compute the integrated diffusion coefficients d, and
d. using CZW = 4€; . Xz,.. Note the factor of two differ-
ence between the emittance and <9w,Z>eq- For the sake of

simplicity, we set a, = 7' = 0 in all examples.

A. Global Quantities Near Sum/Difference
Resonances

For the sum and difference resonances, in Figures 1
and 2, we plot the damping decrements xi,2, the cou-
pled integrated diffusion coefficients Jl,g and the result-
ing equilibrium invariants <g172>eq. In Figures 3 and 4, we
plot the projected emittances, €; . ,r Which are given by



TABLE VI: Parameters used in our numerical examples based
on the PEP-II Low Energy Storage Ring.

parameter value
C 2199.33 m
Qe 1.23x 1073
Xa 1.19 x 107*
Xz 2.4 x107*

€z 49.2 x 107° m
€ 9.35 x 107% m
de 234 x 107" m
d. 898 x 107 % m

B(Scav) 20 m
(Scav) 0
B(Scrab) 20 m
(Scrab) 0
N(Scav) 0-3m
1 (Scav) 0
N(Scrab) 0-3m
7 (Scrab) 0
€ 0-.003 1/m

Eqgs.(287), (288), (290), and (291). From these quanti-
ties, one can determine the equilibrium transverse beam
size and bunch length as given in Egs.(295) and (296). In
Figures 5 and 6 we again plot the projected emittances
from Figures 3 and 4, but with 3-D plots showing the full
scale range.

B. Anti-damping Instability

An interesting effect that we have seen is that the
damping decrement can become negative near a sum res-
onance when the motion is otherwise stable. This region
of anti-damping is larger, the larger the ratio of y, and
Xz, see Eq.(272). For the parameters used here, it is quite
a small region on the v,-v, plot for both of our exam-
ples. A natural way to affect this anti-damping region is
to control the ratio x./x. through the damping partition
number D as we see from Eqgs.(108) and (109),

x:_J: 24D

Xo T

- D (300)
One can see from the values of x, . in Table VI, that D
is quite small with D = 0.0056. To explore the effect of
changing D on the anti-damping instability, we multiply
Xz by 1—D and x, by (2+D)/2 and plot x; for RF cavity
dispersion and a crab cavity for various values of D. The
results are given in Fig.7 for D = 0.25, 0.5, and 0.75.
The Hamiltonian dynamics instability is colored black,
whereas the anti-damping instability is colored white.
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C. Dispersion at Crab Cavity, Numerical Results

Dispersion at the crab cavity affects all of the reso-
nances. However, for the crab cavity near the sum and
difference resonances, in our plots, we have set the dis-
persion to zero. For the case of v, near a half-integer, a
case of particular interest, we have explored the effect of
dispersion. In Fig.8, we plot stability diagrams (stable if
|A| = 1, unstable otherwise) for the cases of no disper-
sion and a dispersion of 3 meter. We see that when the
dispersion is turned on, the integer and half-integer v,
resonances become visible, as well as a shifting of the in-
teger v, resonance. We have also plotted the equilibrium
horizontal emittance near the v, half-integer resonance as
well as the equilibrium longitudinal emittance near the
v, integer resonance. For the v, half-integer resonance,
since the width is largely independent of v,, but depends
on the dispersion, we have plotted the horizontal emit-
tance as a function of the tune v, and the dispersion 7,
showing a broadening effect for larger dispersion.

Finally, we include an example of a numerical compar-
ison between the eigenvalues obtained using our pertur-
bation theory against those obtained numerically directly
from the one-turn matrix. In Fig.9 we plot the computed
versus numerical values of us near the v, integer reso-
nance, as a function of v, including a dispersion function
of 0.1 meter at the crab cavity. The agreement is quite
reasonable.

D. Instabilities Near Half-Integer v,

We are particularly interested in the case of the be-
tatron tune just above the half integer because this is a
case that is commonly used in colliders such as PEP-II
and KEK-B. This means that we should pay attention
to the v, half-integer resonance. We see that there is
indeed such an instability for a dispersive RF cavity and
for a crab cavity. For the dispersive RF cavity if we set
a, =n' =0 in Eq.(219), we find an instability for

1 Ui 2

(301)

For the crab cavity, we also find a v, half-integer reso-
nance. The condition is given by Eq.(245). When the
dispersion at the crab cavity is negligible, the condition
is

L < <
S <y,
2

This is typically quite a narrow instability. When disper-
sion dominates, the condition becomes

(302)

2

afz&;
sbe . (no dispersion)
8w

1 c
Uy — ’ < S . (dispersion dominates) (303)
2 27
In this case, near v, = 1/2, applying Eq. (284), and

using Ap = 2(p, — 7), the emittance will be increased
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FIG. 1: In this figure, we plot global damping, diffusion and equilibrium invariant values for coupling due to a dispersion
of 1 meter at an RF cavity near the sum/difference resonances. The upper two rows are the sum resonance, and lower two
are the difference resonance. Parameters are otherwise drawn from Table VI based on the PEP-II LER. The quantities are
plotted as a function of the betatron tune v, and the synchrotron tune vs which is positive and equal to —v., thus giving an
inversion of sum and difference resonances. x1 and y2 are global damping decrements expressed in Table V. d; and do are
global diffusion coefficients expressed in Table IV, and (g1), o and (gg)eq are one half the ratio of these quantities as given by
Eq.(47). All quantities have been divided by their uncoupled values so that the blue region with the value of 1 represents no
effect from coupling. The region of instability due to the Hamiltonian dynamics is black. There is also an extremely small
region of anti-damping instability outside the symplectic instability region for the sum resonance where the damping decrement
X1 is negative. This region is indicated by white.
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FIG. 2: In this figure, we plot global damping, diffusion and equilibrium invariant values for coupling due to a crab cavity with
&c = 0.003 near the sum and difference resonances. The dispersion at the crab cavity is set to 0 in this example. Because the
coupling strength ¢ is inversely proportional to /vs, the instability broadens for smaller vs. x1, Xe, di, da, (g1) and (g2) are
the same as in Fig.1. As in Fig. 1, the small region of anti-damping for x1 near the sum resonance is colored white.
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FIG. 3: Projected emittances near the sum and difference resonances due to dispersion at the RF cavity. Paramaters are the
same as those in Figs.1. The upper two plots are for the sum resonance with € ,, and €f ., defined in Egs.(287) and (288).
The lower two plots are for the difference resonance with €, ,,, and €; ,,, defined in Eqgs.(290) and (291).

by a factor of

1
2= (304)

N \/“(mzécl—/z))2

As an example, for the parameters in Table VI with a
dispersion of 1 meter at the crab cavity, when v, — 1/2
is 0.0016, there is an increase in emittance of 10% due to
this resonance.

In addition to the v, half integer resonance, because
the synchrotron tune is typically small, one is also con-

cerned with the v, integer resonance. In fact, this res-
onance is explored in [5]. Looking at Eq.(378), because
of the factor cot & we expect an instability for this res-
onance, although very near v, = %, it is quite narrow.
Adding dispersion changes this simple picture. As we see
in Fig.7, the dispersion moves the v, = 0 resonance into
the region v, < 1, and for a fixed value of v, increases
its width in vs. The perturbed synchrotron tune due to
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FIG. 4: Projected emittances near the sum and difference resonances due to a crab cavity. The four plots have the same
meanings as in Fig.3. Parameters are the same as those in Figs.2.

the integer v, resonance is given by

2
vy = \/’/52 + (% cot(myy) — 7]2> (25—;) (305)

from which we see that for v, just above 1/2, there can
be an instability when

v, < é\/cacﬁz (Vz o %) + ,'72

(306)

which was also derived in [5]. For v, < %, we see that
this resonance can substantially increase the synchrotron
tune.

Associated with this integer v, resonance is an increase
or decrease of longitudinal emittance. Applying equation
(285), and considering the case where the dispersion at
the crab cavity is zero, we find that the longitudinal emit-
tance is multiplied by a factor of

2
vs+[1 4 sgn(v, — %)]%Cf“’ cot(mvy) (ég)

27
2
\/1/52 + —Caiﬁ’ cot(mvy) (5—;)
(307)

We have used Eq. (162) and the fact that Ap ~ 2pu, for
the integer z resonance. The sgn (step) function comes

€2
€z

=10
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FIG. 5: 3-D plots of projected emittances near the sum and difference resonances due to a dispersive RF cavity. The four plots
have the same meanings as in Fig.3. Parameters are the same as those in Figs.1.
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FIG. 6: 3-D plots of projected emittances near the sum and difference resonances due to a crab cavity. The four plots have the
same meanings as in Fig.3. Parameters are the same as those in Figs.2.



rTlE'EIT:]- m,

Ya

0.05

0.15 0.2 q

Wy

q  d.05

Mreav=1 M, D=0.5

o=0.003 mt, D=0.5
0 P

35

HerFeaw=1 M, D=0.75

a.2
0.15
g Jal
0.05
r r | [ r r - ot |
d.1 0.15 0.2 (1] .05 0.1 0.15 0.2
Wi W

£,=0.003 m', D=0.75

d.1 ad.15 .2 6 ©0.05 D.1 D0.15 O.2

¥ L

FIG. 7: Damping decrement near sum resonance for coupling due to a dispersive RF cavity (upper plots) and a crab cavity
(lower plots). The black region represents an instability in the Hamiltonian dynamics, whereas the white area represents a
negative value of x1 and hence an anti-damping instability. We vary the damping decrement D. In the two left-most plots it is
0.25. For the center plots it is 0.5, and the right plots have 0.75. The plots of x1 near the sum resonance in Figs.1 and 2 plot
the same quantities, except that in those cases, D =~ 0 as discussed in the text. Increasing D increases the ratio of x. and x.
which widens the region where an anti-damping instability occurs.

from the cos ¢ term in (162), where ¢ involves cot(j,/2)
as we find from Table III. Note that the sgn function
does not make this expression discontinuous at v, = 1/2,
since cot(m/2) = 0 and so there is no perturbation there.

One may also be interested to know the effects of dis-
persion at an RF cavity when the v, is near a half in-
teger. For this case, we find a very weak v, half-integer
stop band. This instability occurs when

2rHy o 1

L

Ca, ° 2

(308)

which is a small stop band both because of the v? and
the H, which is n?/8, when ' = a, = 0, where 7,
is the dispersion at the RF cavity. Regarding the v,
integer resonance, we find that it is absent for coupling
due to a dispersive RF cavity. One can understand this
fact by observing that the strength of the perturbation
due to dispersion is proportional to v2, so approaching
vs — 0 effectively turns off the perturbation and avoids
an instability.

Even when there is not an instability, we have seen
that the emittances can be affected near a resonance. For
the case of the v, half-integer resonance, the horizontal
emittance can become large, whereas for the v, integer
resonance, the longitudinal emittance (and correspond-
ingly bunch length and energy spread) can become large.
For the case of small synchrotron tune and betatron tune
just above the half-integer a combination of these two ef-
fects is expected, i.e. a combination of the bottom two
plots in Fig. 8.

E. Instabilities Near Integer v,

In case of a storage ring operated near an integer v,,
one needs to be concerned with four resonances: integer
v, and v,, and the sum or difference resonances. Refer
to the upper two plots in Fig.8 for a numerical example
of the instability region. From our analytical expressions
for the perturbed tunes, we learn that for small v, a crab
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FIG. 8: These six plots relate to crab cavity coupling. The upper four plots are instability diagrams. The eigenvalues A;,
have been computed numerically for each value of the tunes and if for each j, |\;| = 1, it is stable and colored white, whereas
[A\j] # 1 is unstable and colored black. The left plot has no dispersion at the crab cavity, while the right plot has a dispersion
of 3 meters. The middle two plots show a magnified view of the upper two plots near v, = 1/2. Note that the v, half integer
resonance caused by dispersion is only visible upon magnification. The integer v, resonance also appears with dispersion as can
be seen from the thin black line near v, = 0 in the upper right plot. The bottom two plots give the horizontal and longitudinal
emittance growth factors defined in Eq.(47). Because 1,2 = Xa,» for integer and half-integer resonances, this is also given
by the ratios di/d, and da/d, where di and ds are defined in Table IV. Explicit expressions for the emittance growth for
transverse and longitudinal are given in Egs. (304) and (307). We have set the dispersion at the crab cavity to zero here. The
bottom left is plotted as a function of v, and vs, while the bottom right is plotted as a function of v, and dispersion at the
crab cavity in units of meters. The v, half-integer instability does not depend on v;.
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FIG. 9: Comparison of eigenvalue formula to direct numerical
calculation. Here, v, = 0.51, and we plot the absolute value
of v2 = p2/2m, which becomes imaginary (unstable) due to
the integer ps = 0 resonance. We have set the dispersion at
the crab cavity to be 7 = 0.1 m. The dashed red curve is the
numerical result, while the blue is Eq.(249).

cavity is particularly dangerous in this region because the
effective coupling strengths for the sum and difference
resonances &+ scales as 1/,/v5. Regarding the integer v,
resonance, v, above an integer is safer than below an in-
teger because the v, integer resonance has a particularly
large stop band just below integer v, coming from the
factor of cot(nv,) in Eq.(189). For v, above an integer,
this factor causes increased stability, even reducing equi-
librium longitudinal emittance, as seen in the dark blue
lower left region of the bottom left plot of Fig.8. How-
ever, because of the strong v, = —v, sum resonance, this
effect would be washed out, at least for v, near the inte-
ger. Nevertheless, this result suggests the possibility of
using coupling to increase stability and reduce emittance
through careful tuning near a coupling-induced integer or
half-integer resonance, perhaps in another context such
as transverse coupling.

F. Single Versus Multiple Resonances

In this paper, we have analyzed each resonance in iso-
lation. This should be accurate as long as the tunes are
such that they are much closer to one resonance than
any other. Particularly near v, = vs = 0 this can break
down. In this situation, the system can be near three
resonances, simultaneously: the integer v,, the integer
v,, and either the sum or difference resonance. In this
case, we expect that there may be greater errors in our
expressions. In the case that one of the resonances does
not cause an instability, but still can strongly affect the
tune, such as for the difference resonance or the cou-
pling v, integer resonance for v, < %, one could use the
perturbed, but not unstable tune as an input to deter-
mine the instability of the other tune. When the tunes
are equally near to multiple resonances, a more elaborate
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analysis is necessary. We note that our perturbation the-
ory can accommodate this situation (e.g. the quadruple
degeneracy near v, = v, = 0) but we do not pursue it
further here.

VI. CONCLUSION

In this paper, we have shown a way to analyze the ef-
fects of coupling near linear resonances. If we focus on
4-D phase space, there are in general six such resonances
to be concerned about: the sum and difference resonances
along with the two integer (v,v,) and two half-integer
(ve,v,) resonances. For the case of synchrobetatron cou-
pling, v, is typically much less than 1/2 and so there are
really five resonances to consider.

In the presence of damping and diffusion mechanisms,
such as synchrotron radiation, even near to such reso-
nances, we have argued that the beam distribution can
usually be described as a Gaussian function of the in-
variants of the one-turn map. Regarding the effect of
coupling on this near resonance distribution, one needs
to consider both the issues of stability and the effect on
the equilibrium emittances.

Instability can occur in one of two ways. First, the
coupling can cause one or two pairs of the eigenvalues to
become complex, which for a symplectic matrix means
that there will be a growing mode. Secondly, near a sum
resonance, the coupling can mix together the damping
rates in such a way that one of the modes has negative
damping, which also indicates an instability.

Even if instability can be avoided, coupling near a res-
onance can have a substantial effect on the equilibrium
emittances. This is particularly so if there is a large dis-
crepancy between the emittances, which is indeed the
typical case for synchrobetatron dynamics in which the
horizontal emittance is much smaller than the longitudi-
nal. For the case of PEP-II, €, /e, = 190. Intuitively, one
might expect, therefore, that synchrobetatron coupling
would have a major effect on transverse emittance, since
it is coupled to such a huge reservoir of longitudinal emit-
tance. This is indeed what we find for both the sum and
difference resonances. Near a sum resonance, although
both emittances blow up at the resonance, a little bit
off resonance one finds a large growth in the horizontal
emittance €, and a very small growth in the longitudinal
emittance €,. Near a difference resonance, we also find
major growth in €, whereas in this case there is a small
decrease in €,. The relationships between the emittances
and how a change in one affects a change in the other
can be understood by looking at the various sum rules
we have derived in section ID. We have also derived
(Egs. (298) and (299)) sum rules for how the projected
emittances relate to each other. We find qualitatively
similar behavior for both the projected emittances and
the emittances of the eigen-modes.

One might generalize the intuitive concept of coupling
as a sort of equilibration between reservoirs and roughly



state that when there is a large discrepancy between two
quantities, coupling can have a strong effect near a res-
onance. We have just mentioned this effect for the case
of the equilibrium emittances near sum/difference res-
onances. The other example where this is evident is in
the previously mentioned anti-damping instability near a
sum resonance. We have found that the larger the ratio
of the damping rates, the larger the region of tune space
that becomes unstable for a given coupling strength. A
natural way in which this ratio is altered is through the
damping partition number D. We have seen that increas-
ing D expands this region of the anti-damping instability.

It turns out, however that the intuition of the previous
paragraph does not apply near integer and half-integer
resonances. Although coupling can cause an instability
when one of the tunes is near an integer or half integer,
the damping rates are not affected much by this instabil-
ity and although the diffusion coefficient for the unstable
mode does get large and diverge at the instability, it does
not mix with the other (stable mode) diffusion coefficient.
Thus, although emittance is still affected by being near
an integer or half-integer resonance, it is not as strong of
an effect as with the sum and difference resonances where
disparity between transverse and longitudinal damping
and diffusion rates and emittances enhances the impact.

We have derived a perturbation theory which gives
expressions for the coupled damping and diffusion co-
efficients and equilibrium eigen-invariants and projected
emittances in the vicinity of the resonance. The key to
this effort was to take the degenerate one-turn map as
the unperturbed starting point and treat both coupling
and difference from resonance as perturbations. Once
the matrix elements of the perturbation are properly de-
fined, the results are quite similar to those for finding per-
turbed energies and eigenfunctions in degenerate pertur-
bation theory in quantum mechanics. The sign involved
in the definition of the “bra” v/ (Eq.(16)) distinguishes
stable from unstable resonances: degeneracies involving
two positive or negative modes are stable, whereas degen-
eracies involving one negative and oned positive mode
are unstable. Thus, one finds stability at a difference
resonance (v, = v, mod. 2w) and instability at a sum

(ve = —v, mod. 2m), integer (v, = —V,. = 0 mod.
27) and half-integer (v, = —vz , = 1/2 mod. 27) reso-
nance.

One might be surprised to find out that coupling can
in fact cause an instability at an integer or half-integer
resonance. A pure coupling effect, as we have seen in the
dispersion free crab cavity, mixes transverse and longitu-
dinal dynamics: the perturbation has no elements in the
on-diagonal two by two blocks. Nevertheless, a careful
analysis, involving second order degenerate perturbation
theory, allowed the calculation of the width of this insta-
bility and the effect on damping and diffusion. It has the
unusual property that whether or not a given tune will
go unstable depends on the value of the other (stable)
tune.

An important example of a coupling-caused integer in-
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stability is the integer resonance for the synchrotron tune
vs. Because RF systems naturally produce a small v,
this resonance (near v, = 0) is always a possibility. We
find that for v, > 1/2 coupling can cause an instability
for small enough vs. For the case of dispersion at an RF
cavity, we found that this instability was not present. In
the case of a crab cavity, however, we do indeed have to
deal with this instability. As we have discussed, we can
understand this difference in behavior of the two cou-
pling sources by noting that coupling due to RF cavity
dispersion gets weaker for small v; whereas crab cavity
coupling tends to get stronger at small v;.

This work was motivated in part by planned instal-
lation of crab cavities in colliders such as KEK-B. To
minimize beam-beam effects, such colliders are typically
operated with a betatron tune v, just above a half inte-
ger. Although this is in the region where an instability
due to the v integer resonance is possible, the stop band
width at v, = 1/2 is zero, growing with increasing v,.
This picture is complicated somewhat by the addition of
dispersion that moves the onset of instability to v, < 1/2
and increases the stop band width in v, for a fixed value
of v, as we have discussed.

In addition to this v = 0 resonance, operating near
the half integer v, raises the issue of the v, half-integer
resonance. We have found that the crab cavity does cause
an instability for v, near a half-integer, but it is relatively
weak, with a width of &, where 7 is the dispersion at the
crab cavity and &, is the crab cavity strength.

We can conclude that for v, near a half-integer, the
synchrobetatron resonances caused by a crab cavity are
relatively benign, although if v, is too close to the half-
integer and/or v too close to zero, the dispersion at the
crab cavity may need to be minimized to maintain safe
operations and preserve small emittances.

As we have pointed out, near integer and half-integer
coupling instabilities, there is no “mixing” effect on the
emittances, as we see for the case with the sum/difference
resonance: the large disparity between horizontal and
longitudinal emittances does not contribute to an in-
creased coupling effect. From this perspective, it is fur-
ther seen that operating near half-integer v, is preferable
to integer v,. When v, is near an integer, because vy is
small, one must also contend with the sum or difference
resonances which can have major effects on horizontal
emittance.

We have focused on the case of synchrobetatron cou-
pling, giving details for a single crab cavity and a dis-
persive RF cavity. The same procedure applies to other
cases of synchrobetatron coupling as well as for trans-
verse betatron coupling. For more details of the trans-
verse coupling case, see [14].

In cases where the convenient starting point is already
coupled, one can still apply this analysis by working in
coordinates that remove this coupling. This is essentially
what we have done with dispersion. By using betatron
coordinates, we are able to start from an uncoupled map.
Thus, in a general situation, one would simply replace the



matrix B with a more general decoupling matrix.

Although some of the derivations are somewhat in-
volved, the final results are relatively simple. The ad-
ditional mixing terms in the local damping and diffusion
coefficients are more complicated than one might hope
for, involving all the lattice functions, including disper-
sion and phase advances. However, as we have discussed,
in typical situations, these terms contribute little to the
global diffusion and damping, making the final results
particularly simple; one simply needs to compute the
global coupling angle 6 for each resonance to find out
how the uncoupled transverse and longitudinal (or hori-
zontal and vertical for z-y coupling) global diffusion and
damping coefficients and emittances mix together.

Because of the relative simplicity of the final ana-
lytic expressions for equilibrium invariants and resonance
widths, understanding of how these important properties
depend on machine parameters is facilitated in a way
which would sometimes be more convenient than purely
numerical calculations.

The authors would like to thank Drs. Etienne Forest,
Georg Hoffstaetter, and Katsunobu Oide for their inter-
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under Contract No. DE-AC03-76SF00515.

Appendix A: Invariants and Second Moment Matrix

We would like to show that the expressions given for
the invariants G, in the text, do in fact satisfy the in-
variant condition. That is, we would like to show that

G, =JUH,UTJ (309)

satisfies

MTG,M =G, (310)
Using the symplectic property of M, and Eq. (22), we
derive

MTG,M = MYJUH,UTJM
= JM'UHU"M""J
= JUe “H,e 2UTJ
= JUH,U"J (311)

In the last step we have done the matrix multiplication

(7 B)E D 2)-( ) oo

This shows that the G, given are in fact invariants.

Now we consider the beam distribution written in
terms of the invariants. We write a general (6-D) Gaus-
sian distribution as

det(M) _1zmyz
@3

f(Z) = (313)
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where we have normalized f so that [ f(Z)dZ = 1. By
performing the integration, one can show that the second
moment matrix is given by

Sk = (zizk) = My, (314)
In terms of the three invariants, we can write the distri-
bution as

Bt e <_91 _ 9 93»)
m3(g1)(92)(93) (g1)  {g2)  (g3)
(315)
Let us prove this. In particular, we must show that the
quantities we have written as (g,) in the above equation

are indeed given by

(0) = [ 7 9.5 (316)
To show this, we introduce the matrix K given by

1 —¢ 0 0 0 0
-1 0 0 0 0
1 0 0 1 — 0 O

K E 0 0 — 1 0 O (317)
0o 0o 0 0 1 —i
0o 0 0 0 — 1

Note that det(K) = 1. In fact, it is symplectic. Now,
consider the change of coordinates from 2" to the coordi-

nates V
Z=UKV (318)
UK is in fact a real symplectic matrix. Its columns

are /2 times the real and imaginary parts of v,. The
quadratic form g, becomes

o = Z21Go7

= VI'KTUTG UKV

= V'K"H,KV

= v v (319)
Where I, is a matrix that is all zero’s except for a
2 x 2 identity matrix in the ath diagonal 2 x 2 block.
Thus, g, = V2 + V2, (with a = 1,2,3 for g,, and
k = £1,42,43 for Vi). Applying this change of vari-
ables to (316), we get

vE+VE vEVE, vE+vEg
e o (g2 T {g3)

- <ga>

. VZ+ V3,
/ﬁvﬂﬂmﬂmﬂ%>

(320)

after doing the 6 1-D integrals.
Next we find expressions for the second moment ma-
trix. Looking at (315),(313) and (24), we identify

261 26, 26y
M=o e T (321)



Thus, to find the second moment matrix X, we must
invert this matrix. We claim that the inverse is given by

1 1 1
M~ = —§<gl>JG1J* §<92>JG2J7 §<93>JG3J (322)

In order to prove this, we show the following:

JGoJGy = —bap1, (323)

where a¢ and b run from 1 to 3. Now, G, is written
explicitly as

G, =JUH,U"J, (324)

Substituting this in and using the symplectic property of
U and the fact that J? = —1I, we get

JGoJGy = UH,JH,JU ! (325)

From this and the definition of H,, (25), Eq. (323) fol-
lows by simple matrix multiplication. In particular, when

a = b, we find
1 0
UIJQO'QCJQZ (0 1)

The minus sign comes from the two factors of ¢ from the
H,. Now, multiplication of (321) by (322) and repeated
use of Eq. (323), proves that (322) is indeed the inverse
matrix.

(326)

Appendix B: General 2nd Order Degenerate
Perturbation Theory

Let us suppose we have a matrix M that can be ex-
panded as

(327)

M=> "M,
p

where we consider M, to be of order €” where € is some
small parameter. We seek a perturbation expansion of
the eigenvectors and eigenvalues of M:

Mo, = Aoy (328)
with
Uk = Z ChoDkp (329)
P
and
(330)

e = Nip
p

We consider 9y, and Ay, to be of order e?. We use the
tilde in ¥, because we would like to distinguish v from
vgo. Let Zgq(k) be the indices such that for j € Z,4(k),
Ajo = Ago. In other words, Z4,(k) is the set of indices
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with eigenvalues that are degenerate with Arg. We let
{vro} be an orthonormal complete set of eigenvectors of
My. In particular, we assume that we can define covec-
tors v!* such that

10

V VR0 = 5lk (331)

How to do this for a symplectic matrix is discussed in the
main text. This means that we can expand an arbitrary

vector as
v = Z CLUKO (332)
k

with
e = v (333)

We consider the viy to be the “uncoupled”, “unper-
turbed” eigenvectors. Within the perturbation matrices
My and M,, we consider there as being two different
types of perturbations. In the case that we consider them
both as 1st order (an important case will occur when we
consider it as 2nd order), we notate them as M, and
Mis,. When just M;is, is added to My, its effect is to
change the eigenvalues, but not the vgg. This is in ef-
fect how we define vig. The addition of the perturbation
M ¢ serves to pick out a particular linear combination of
the vgo which we notate as vy, in addition to causing a
perturbation of these eigenvectors. However, it will be
the main purpose of this section to derive the vy for the
two cases where we have a Mis, and a Mays,,, i.e. when
the purely eigenvalue changing perturbation is first order
and second order. It will turn out that this latter case is
important in the case of “coupling” causing an integer or
half integer resonance.

We now consider the eigenvalue equation setting equal
terms of the same order up to 2nd order:

p=0: Moyro = AroUko
p=1: MoOg1 4+ M10ro = AkoUk1 + A1 Uko

D =2 MyUo~+ M0kt +MoVio = AkoUk2 + A1 Uk1 + AkoUk2

(334)

Consider the p = 0 equation. Expanding out the Uy
and using the Oth order eigenvector equation, we get

D choNiovio = Mo D Chovjo (335)

j i

Multiplying on the left by v'0 gives
ChoMo = ChoAko (336)

which implies that either \;g = Ao, or cfco = 0. This
is what we expect since for [ € Zg,(k), Mo = Ago and
otherwise ngo =0.

Next we consider p = 1. Expanding the v, and again
using the 0th order eigenvector equation gives

Z clyAjovjo + My Z oo

J J
= )\kO Z C‘]il’()jo + )\kl Z Ci(]vjo
J J

(337)



We now multiply on the left by v'°. The result is

hadio + Y choMij = Mochi + Aeicho (338)
J
where we have defined
Mlj = UloMlvjo (339)

Now, suppose that [ € Z;4(k). Then A\jg = Ayo and two
of the terms cancel. We are left with

Z ClioMlj = )‘klci;o

J

1€ Zay(k) (340)

We will use this equation to analyze the sum and differ-
ence resonances. In the case where there is no degeneracy,
Zaq(k) = {k} and we get the usual result from 1st order
non-degenerate perturbation theory:

Akl = Mgk (341)

Next suppose that [ ¢ Zg,(k).
cto = 0. Then Eq. (338) gives

L oMy

Cp1 =
Ako — Ao

Then )\10 7é )\kO and

1 ¢ Zgy(k) (342)

Finally, we consider p = 2. Expanding out the vy, using
the My eigenvalue equation and left multiplying by v'°
gives

Chatio + Z Gy My + Z ChoMa1;

= A\p0Cho + Ar1chy + Arachy (343)
where we have defined
M27lj = "UIOMQ’UJ'O. (344)

Now, suppose that | € Zgg(k). Then A\jg = Ago. We can
then write

Z C£1Mlj+z CIZOM?,lj_)‘klcfﬂ

J J

chodra = 1 € Zay(k)
(345)
There are two different contexts in which one might use
this equation. The first is that the c%co have already been
determined by the lower order equations and this be-
comes an equation for just Agz. This is the case if M,
breaks the degeneracy. In this case Ag; is nonzero. We
then think of this equation as adding small terms to the
eigenvectors and eigenvalues. Another important possi-
bility is where M; does not break the degeneracy. This
happens when all the M;;,’s are zero for [ € Zgy(k). This
means that Ay = 0. Then, after using Eq. (338), (345)
becomes an eigenvalue equation for cfco and Ago:

My iMin -

) Y T 4 Moy | ey = Mkacho
, Ak0 — A\no

i n¢Zqqg(k)
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1€ Zag(k) (346)

This is our main result which we use to analyze the inte-
ger and half-integer resonances caused by coupling.

If we take the case where there is no degeneracy, this
reduces to

n M n
Ao = Z Mo — Rk +M2,kk (347)

which, if we also set Ms 1 = 0 gives the usual expres-
sion for the second order shift in the eigenvalue for non-
degenerate perturbation theory.

Now, let | ¢ Zgq(k). Then, as before, \jg # Aro and

ko = 0. Solving for i, gives

! > Ay Muj + > oMoy — Aprchy
Ch2 = (348)
Ako — Ao
1 ¢ Zqg(k)

Appendix C: Relationship between £, and ¢_

Suppose we have a general matrix @ with elements
o= (1 &)

Now, compute the quantities
Li1Q (1)
S 1)@ (1)

Now, defining

(349)

[(g21 —q12) +i(q11+G22)]

[(g21+q12) +i(—q11+q22)]

w\»—‘ 1\9\»—*

VBez 0
Az = < — Qs 1 ) (350)
\Y4 ﬂm,z \ /Ba‘,,z
and identifying
Q=ATJBA, (351)

where B is the upper-right 2 x 2 block of M; or P, we
can see that

|Mia|* —

But, since det (A, .)
det(B), and hence

€2 — €2 =4det(B)

‘M712|2 = det(Q)
= det(J) = 1, we get that det(Q) =

(352)

(353)

Appendix D: Further Derivations for the Coupling
Integer/Half Integer Resonances

Suppose that the transfer matrix M is close to the p,
integer resonance. Then the eigenvalue equation can be



written in the form!

(& 17p) (1) =0 (D)

where we are looking for the eigenvalues near 1. u and v
are 1 x 2 column matrices, and we assume that B, C, D
and 0\ are small. If the upper equation is solved for u,
we find

(354)

u=—[M, —I(1+6)\)] v (355)

Substituting this into the lower equation and taking low-
est order in the small quantities (i.e. ignoring J\ in above
equation), we get

[D—C(M, —I)"'Blv = §\v (356)

Thus, we must find eigenvalues and eigenvectors of this
2 x 2 matrix. If we change into the basis in which M is
diagonal, and taking into account the half-integer reso-
nance as well, in which I — —1I, we get

Mias Moy Mi_a Moy
)\20—>\10 )\20_)\10
4 —12/M2_1 —1-2J/Vi2—-1
A20—A-10 A20—A-10
+ Moo +Ms_o
(357)
MiaM_21 Mi_a2M_o;
AQO—Alo >\20_>\10
+./\/L12M7271 M_1 oM _3
A20—A-10 A20—A-10
+M_29 +M_5 5
For the integer resonance, this simplifies to
lria|® _ |r_1a|?
T—e~ta — l-elie irg1r1—g cot (L) + ra_o
+722

lri2|® _ r—ia|?
—ir3ri_g cot(f5) + 722 l—ethw I—emthe
+r_g—2

(358)
for the half integer it is

—|riz|? + Ir_12]?

Ifemtie T ltetie iro1r1—2 tan(fy) — 2o
—T22
*‘T1.2|2 + ‘7,712‘|2
—ir5yri g tan(5F) — r_s Ietre = Lfermtie
—r-2-2
(359)
Now, for a matrix,
a b
(+ ) a0

the eigenvalues can be written as

6/\i:% a+di(a—d),/1+m4_bil)2] (361)

and the (unnormalized) eigenvectors as

Ui:<2lc[(“_d)i(a;d) 1+<a4b§>2> (362)

In order to be consistent with the notation for the simpler
resonances, we make the following definitions

Ap = —ie” " (g — d) (363)
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£ =2 (364)

and

¢ = arg(eob) (365)
where po is O for the integer resonance and 7 for the half
integer. This phase definition being consistent depends
on the fact that ¢* = b which is easily verified for each
of the two cases above. The perturbed phase advance is
given by

Ap &
=—/1- == 366
H2 B Au? (366)
for the integer resonance and
N g 367
po = Aty 1= (367)

for the half integer resonance. The perturbed eigenvector
is given by

vy = cosh(g)vz —jei® sinh(g)v_z (368)
with
_ &
tanh(6) = An (369)

Writing out all of these quantities explicitly, and after
some algebra, we find for the integer resonance

Ap =241 — 2ira9e — (Jr12]? + [r—12[%) cot(%) (370)

E=2ro_o+iri_orey COt(%) (371)

and
¢ = arg[T2_2 + iT1_2T21 COt('qu)] (372)

For the half integer we get

Ap = 2o =) =2irzse-+(riaP+r-s2?) tan(5) (373)

5 =2 To_9o — i7‘1_27’21 tan(%) (374)

and

¢ = arg[ro_o — ir1_oT91 tan(%)] (375)

In each case, we can combine ¢ and Ay to find the
perturbed value of p2 using (366) and (367). We ignore
the issue of the sign here and compute p3:



16 Thanks to B. Freivogel for pointing out this alternative derivation
of the 2nd order degenerate perturbation theory results.
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B3 = (e = irzse)® = (s = iraze) (Il + Iri—af?) cot(52) = Iroae?

1 ey L 5y
+Z(|r12|2 — o) cotz(%) + 51m(7”272£7"127"1,2) cot(%) (int 2) (376)
(B2 —m)* = Wu—W%4wkf+«m-ﬂﬂ—”mdwuf+vkﬂ%mm%ﬁ—V%%F
1 zy 1 . @ L.
5 (12l = [ri-af?) tan?(55) = STm(rs_periori2) tan(52)  (Fint 2) (377)

Note that for both cases uo reduces to pu, when the per-
turbation is turned off.

Now, we consider a useful special case. Suppose that
the perturbation M only has off-block diagonal ele-
ments. This implies that ro2¢ = ro_o¢ = 0. Further
suppose that |ria|> = |r_12/?>. This is equivalent to
det(B) = 0, where B is the off-block diagonal matrix
in either My¢ or P. If these two conditions hold, the
expressions for ps simplify considerably. They become

2 = 2pc sl cot (51 (378)

(1 =) = (2 =) 4 2(az — )|zl tan(5)
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(

for the integer and half integer respectively.

The expressions for x are given by interchanging 1 and
2, and x and z.

Finally, consider the quantity iz which we expect to be
0 for the integer and half-integer resonances. It is pro-
portional to the trace of (357). Computing this quantity,
we find that it is not zero. A careful analysis, however,
reveals that it is always higher order than the lowest or-
der terms kept and can thus be seen as a part of the
higher order terms in the expansion of e** which should
be dropped.

[1] M. Sands, SLAC Report No. SLAC-121 (1970) (unpub-
lished)

[2] PEP-II: An Asymmetric B Factory, Conceptual Design
Report, SLAC-418, June (1993)

[3] KEKB B-Factory Design Report, KEK-Report 95-7,
(1995)

[4] E.D. Courant and H.S. Snyder, Annals of Phys. 3, 1
(1958)

[5] G. H. Hoffstaetter and A. W. Chao, Phys. Rev. ST Accel.
Beams 7, 071002 (2004) [arXiv:physics/0405107].

[6] B. Nash, J. Wu, K. Bane and A. Chao, SLAC-PUB-
10736, Proc. Part. Accel. Conf., Portland, 2003.

[7] K. Kubo and K. Oide, Phys. Rev. ST Accel. Beams 4,
124401 (2001).

[8] R. H. Helm, M. J. Lee, P.L. Morton, M. Sands, IEEE
Trans. Nucl. Sci. NS-20, 900 (1973)

[9] A. Chao, J. Appl. Phys. 50, 595 (1979)

[10] F. Ruggiero, E. Picasso, L. Radicati, Annals of Phys.
197, 439 (1990)
[11] K. Ohmi, K. Hirata, and K. Oide, Phys. Rev. E 49, 751

(1994)

[12] E. Forest, M. F. Reusch, D. L. Bruhwiler and A. Amiry,
Part. Accel. 45, 65 (1994).

[13] E. Forest (private communication)

[14] J. Wu, B. Nash, A.W. Chao, SLAC-PUB-11277, Proc.
Part. Accel. Conf., Knoxville, 2005.

[15] D.A. Edwards and L.C. Teng, IEEE Trans. Nucl. Sci.
NS-20, 885 (1973)

[16] K.W. Robinson, Phys. Rev. 111 373, (1958)

[17] A. Piwinski, DESY 93-187 (1993), unpublished; A. Pi-
winski, Sec.2.3.4, Handbook of Accelerator Physics and
Engineering, ed. A. Chao and M. Tigner, World Scientific
(2002).

[18] D.P. Barber, K. Heinemann, H. Mais and G. Ripken,
DESY-91-146 (1991)

[19] David J. Griffiths, ”Introduction to Quantum Mechan-
ics”, Prentice Hall, New Jersey (1994)

[20] R. Palmer, Snowmass DPF Summer Study 1988, p. 613
(1988)



