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Abstract. We present results of a microlensing survey toward the Améda Galaxy (M31) carried out during four observing
seasons at the Isaac Newton Telescope (INT). This survearipthe larger microlensing survey toward M31 performgd b
the Microlensing Exploration of the Galaxy and Andromedd&@®A) collaboration. Using a fully automated search aldpnit
we indentify 14 candidate microlensing events, three ofcvtare reported here for the first time. Observations obdagie
the Mayall telescope are combined with the INT data to predr@mmposite lightcurves for these candidates. The resolts f
the survey are compared with theoretical predictions ferrtamber and distribution of events. These predictions ased
on a Monte Carlo calculation of the detectioffi@ency and disk-bulge-halo models for M31. The models mtethe full
phase-space distribution functions (DFs) for the lens andcg populations and are motivated by dynamical and oagenal
considerations. They includeftBrential extinction and span a wide range of parameter sgfza®cterized primarily by the
mass-to-light ratios for the disk and bulge. For most mqdéks observed event rate is consistent with the rate pestifcr
self-lensing — a MACHO halo fraction of 30% or higher can bkeduat the 95% confidence level. The event distribution does
show a large near-far asymmetry hinting at a halo contiputdo the microlensing signal. Two candidate events aretddca
at particularly large projected radii on the far side of tliekdThese events arefficult to explain by self lensing and only
somewhat easier to explain by MACHO lensing. A possibilityhiat one of these is due to a lens in a giant stellar stream.
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1. Introduction collectively known as Massive Astrophysical Compact Halo
bi h it 1t diation f b Objects or MACHOs, can be detected indirectly through grav-
Compact objects that emit little or no radiation form a clafs itational microlensing wherein light from a background sta

plausible candidates for the composition of dark matteosal amplified by the spacetime curvature associated with thecbbj
Examples include black holes, brown dwarfs, and stellar rer(lbaczvnski 1986)

nants such as white dwarfs and neutron stars. These objects,

- - The first microlensing surveys were performed by the
Send @print requests to Jelte T.A. de Jong, e-mail: E —
jdejong@astro.rug.nl MACHO (Alcack et all 2000) and EROS (Lasserre et al. 2000;

* Based on observations made with the Isaac Newton Telesgape/8fonso et al: 2003) collaborations and probed the Milky Way
erated on the island of La Palma by the Isaac Newton Groupein thalo by monitoring stars in the Large and Small Magellanic
Spanish Observatorio del Roque de los Muchachos of theutstie  Clouds. While both collaborations detected microlensing
Astrofisica de Canarias events they reachedftérent conclusions. The MACHO col-
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laboration reported results that favour a MACHO halo fratti compared to Paper | is a significant advance, but this data set
of 20%. On the other hand, the results from EROS are cas-still only a subset of the MEGA survey. The forthcoming
sistent with no MACHOSs and imply an upper bound of 20%nalysis of the complete data set will feature a furtherdase

on the MACHO halo fraction. The two surveys are not inin time-sampling and baseline coverage and length. Buether
consistent with each other since they probedéent ranges in are more significant advances from Paper |. We improve upon
MACHO masses. They do leave open the question of whetltee photometry and data reduction in order to reduce the num-
MACHOs make up a substantial fraction of halo dark mattéer of spurious variable-source detections. We fully awtiem
and illustrate an inherentfiiculty with microlensing searchesthe selection of microlensing events and model the detectio
for MACHOs, namely that they must contend with a baclefficiency through extensive Monte Carlo simulations. Armed
ground of self-lensing events (e.g., lensing by stars inMhiey  with these éiciencies, we compare the sample of candidate
Way or Magellanic clouds), variable stars, and superndMag. microlensing events with theoretical predictions for taterof
Magellanic Cloud surveys are also hampered by having ordyents and their angular and timescale distributions. d pes-

two lines of sight through the Milky Way halo. dictions are based on new self-consistent disk-bulge‘nald-

Microlensing surveys towards M31 have important advaels (Widrow & Dubinskl 2005) and a model forftkrential ex-
tages over the Magellanic Cloud surveys (Crotts 1992). Thiaction across the M31 disk. The models are motivated by pho
microlensing event rate for M31 is greatly enhanced by themetric and kinematic data for M31 as well as a theoretical
high density of background stars and the availability of$n understanding of galactic dynamics.
of-sight through dense parts of the M31 halo. Furthermore, Our analysis shows that the observed number of events can
since lines of sight toward the far side of the disk pass thinoube explained by self-lensing due to stars in the disk andaoofig
more of the halo than those toward the near side, the evét81 though we cannot rule outa MACHO fraction of 30%. We
distribution due to a MACHO population should exhibit alisagree with the conclusions presented in Calchi Novatil et
near-far asymmetry (Gyuk & Cratis 2000; Kerins €etial. 2001200%) and argue that their results are based on a flawed model
Baltz et all 2003). for M31.

Unlike stars in the Magellanic Clouds, those in M31 are Data acquisition and reduction methods are discussed in
largely unresolved, a situation that presents a challenge $ect[2. The construction of a catalogue of artificial mienst
the surveys but one that can be overcome by a variety infj events is described in Setl. 3. This catalogue provides t
techniques. To date microlensing events toward M31 halasis for a Monte Carlo simulation of the survey and is used, i
been reported by four fierent collaborations, VAT T-Columbia Sect[3, to set the selection criteria for microlensing éveDur
(Uglesich et all 2004), MEGAL (de Jong et Al. 2004), POINTandidate microlensing events are presented in Bect. Zaffhe
AGAPE (Paulin-Henriksson etlal. 2003;_Calchi Novati et atificial event catalogue is then used in Sé&tt. 6 to calculae t
2003/2005) and WeCAPP_(fReser et &l. 2003). detection éiciency. Our extinction model is presented in Sect.

Recently, the POINT-AGAPE collaboration presented &fh In Sect[B the theoretical models are described and tldkécpre
analysis of data from three seasons of INT observationstians for event rate and distribution are presented. A disicun
which they concluded that “at least 20% of the halo mass$the results and our conclusions are presented in $éctsl 9 a
in the direction of M31 must be in the form of MACHOSLO.

(Calchi Novati et dl. 2005). Their analysis is significant be
cause it is the first for M31 to include a model for the detetti
efficiency.

The MEGA collaboration is conducting a microlensing su®bservations of M31 were carried out using the INT Wide
vey in order to quantify the amount of MACHO dark matter ifrield Camera (WFC) and spread equally over the two fields
the M31 halo. Observations are carried out at a number of teté view shown in Fig[L. The WFC field of view is approxi-
scopes including the 2.5m Isaac Newton Telescope (INT) on bately 0.25° and consists of four 2048x4100 CCDs with a
Palma, and, on Kitt Peak, the 1.3m McGraw-Hill, 2.4m Hilinepixel scale of 0.333. The chosen fields cover a large part of
and 4m Mayall telescopes. The observations span more thlaa far side (SE) of the M31 disk and part of the near side.
4 seasons. The first three seasons of INT data were acquitdgservations span four observing seasons each lasting from
jointly with the POINT-AGAPE collaboration though the dataAugust to January. Since the WFC is not always mounted on
reduction and analysis have been performed independentlythe INT, observations tend to cluster in blocks of two to ¢hre

In [de Jong et al.L (2004) (hereafter Paper I) we presentedeks with comparable-sized gaps during which there are no
14 candidate microlensing events from the first two seasarisservations.
of INT data. The angular distribution of these events hinted Exposures during the first (192900) observing season
at a near-far asymmetry albeit with low statistical sigmifice. were taken in three filters/,rg and i, which correspond
Recently_An et g1./(2004a) pointed out that the distributidédn closely to Sloan filters. For the remaining seasons (ZLN0
variable stars also shows a near-far asymmetry raising-qu2801/02, 200203), only the f and 1 filters were used. Nightly
tions about the feasibility of the M31 microlensing progranexposure times for the first season were typically 10 minutes
However, the asymmetry in the variable stars is likely cdusa duration but ranged from 5 to 30 minutes. For the remaining
by extinction which can be modelled. seasons the default exposure time was 10 minutes per field and

In this paper, we present our analysis of the 4-year INflter. Standard data reduction procedures, including bids
data set. This extension of the data by two observing seastrmastion, trimming and flatfielding were performed in IRAF.

9. Data acquisition and reduction
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Table 1.Overview of the number of epochs used for each field
and filter.

r i’
North South North South
9900 | 48 50 21 18
fig01.jpg 0001 | 58 57 66 62
0y02 | 28 30 27 28
0203 | 35 32 33 30
Total | 169 169 147 138

. , : or below the background. Residuals fronffeient epochs are
Flg. 1..the layout of the two INT Wide E|eld Camera (WFC)cross-correlated and those that appear in two or more consec
fields in M31. A small part of the south field close to the bulgée

is ot used since the image subtraction is not of hiah aual tive epochs are catalogued as variable sources. (Becéuse o
. 9 gnq r¥nging, the i difference images are of poorer quality than the
due to the high surface brightness.

r’ ones and we therefore usedata to make the initial identifi-
cation.)

2.1. Astrometric registration and image subtraction

We use Diference Image Photometry (DIP)2-3. Lightcurves and Epoch quality

(Tomaney & Crofis L 1996) to detect variable objects ifne gierence images for a number of epochs are discarded
the highly crowded_ fields _Of M31. Ind_|V|duaI IMages argy g variety of reasons. Epochs with poor seeing do not give
subtra_lcted from a h_|gh qugllty reference Image to y|e[ﬂe«_j+ clean diference images. We require better th&nseeing and
ence images in which Va”‘_?‘ble ObJeCt_S show up as residugfgcarq 7 epochs and parts of 12 epochs where this condition i
Most operations are carried out with the IRAF packaggy met, PSF-determination fails if an image is over-exgose

DIFIMPHOT. We discard 7 epochs and parts of another 7 epochs for this rea-

Images are transformed to a common astrometric referee®, Finally 2 epochs from the second and third seasons are
frame. A high signal-to-noise (B) reference image is made byyiscarded because of guiding errors.

fstackmg.h|gh-qure]1tllty |mage§. frodmt the f'(;St season. IE)f‘rersur Lightcurves for the variable sources are obtained by per-
rom a given night are comoined 1o produce a single "epoc rming PSF-fitting photometry on the residuals in th&edi

\(/letth Ju'}l?ﬁ d_atg_ t%kenl to be the weighted average of themu"@hce images. Lightcurves are also produced at positionsawhe
ates ot the Individual Exposures. no variability is identified and fit to a flat line. These lightoes

Average point_ spread functions_(PSFs) for _each epoch aégjrve as a check on the flux error bars derived from photometry
for the reference image are determined from bright unstedra

A lution k li lculated by dividing thesf statistics. For each epoch, we examine the distributiomef t
stars. A convolution kernelis calculated by dividing theifter - e iations from the flat-line fits normalized by the photomet

transform of the PSF from an epoch by the PSF transform fr {8 error bar. Epochs where this distribution shows broaano

th_ehrEference image. Th:f kﬁrnelfis used T[O degr%d? the_imﬁgﬁssian wings are discarded since wings in the distribatie
W'tb ett_er s_eemgz (usu‘;‘ (Ell_t ere ergetrg:e— Imal%?i))e € Or@ma\ikely caused by guiding errors or highly variable seeing be
subtraction is performedl {Tomaney ifts )- tween individual exposures. When the normalized erroridist

~ Image subtraction does not work well in regions with very ;i is approximately gaussian but with a dispersiontgrea
high surface brightness because of a lack of suitable, Unsgf, o one. the error bars are renormalized.

rated stars. For this reason we exclude a small part of thté sou Approximately 19% of the 209 repochs and 22% of the

field chated in a high-surface brightness region of the QUIQ83 i epochs are discarded. The number of epochs that remain

(see FigL). for each season, filter, and field are tabulated in Table 1ugho
variable objects are detected i lightcurves are constructed

2.2. Variable source detection in both r and i. In total, 105,447 variable source lightcurves

. . . . . are generated.
Variable sources show up in thefidirence images as residu-

als which can be positive or negative depending on the flux of
the source in a giveq epoch relative .to the average qu>_< of @?Artificial microlensing events
source as measured in the reference image. Howevieratice
images tend to be dominated by shot noise. The task at han@iligs section describes the construction of a catalogue-of ar
to differentiate true variable sources from residuals that are difieial microlensing lightcurves which forms the basis afro
to noise. Monte Carlo simulations. We add artificial events to thiéed
The program SExtractor (Bertin & Arnolits 1996) is usednce images and generate lightcurves in the same manner as is
to detect “significant residuals” irf epochs, defined as groupsione with the actual data. The details of this procedurevoll
of 4 or more connected pixels that are all at leastébove a review of microlensing basics and terminology.
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3.1. Microlensing lightcurves and

The lightcurve for a single-lens microlensing eventis diést ¢ (x) = _X+2 (7)
by the time-dependent fluk (Paczyiiski 11986): VX(x +4)

W42 (Gondolo 1999)w(B) has the limiting formsv(8 < 1) ~ 3V3
F() = Fo————= = FoA() (1) andw(g > 1) ~ (V2 - 1)/2.
uvuz+4

whereF, is the unlensed source flux aAds the amplification. 3 5 gimyiation parameters
u = u(t) is the projected separation of the lens and the source
in units of the Einstein radius, The parameters that characterize microlensing eventsifall

two categories: “microlensing parameters” suclB dsax, and
4GmDg D s
RE = /—5— , 2
E c? Dos ( )

nesskFo,, its r-i’ colourC, and its position. We survey many

lines-of-sight across the face of M31. Furthermore, aletypf

te, and parameters that describe the source such as its bright-
wheremis the lens mass and tii¥s are the distances betweerg

tars can serve as a source for microlensing. Thereforeytur

observer, lens a_nd source. If the motlons of Iens_, sourae, 3ial event catalogue must span a rather large parametee spa
observer are uniform for the duration of the lensing event Weis parameter space is summarized in Table 2 and motivated

can write

L) @)

) = 6+
te

whereg is the impact parameter in units 8§, that is, the mim-
imum value attained by. tnax is the time of maximum ampli-
fication andg is the Einstein time, defined as the time it takes
the source to cross the Einstein radius.

In classical microlensing the measured lightcurves cantai
contributions from unlensed sources. Blending, as tfieceis

by the following arguments:

Peak times and baseline fluxes

We demand that the portion of the lightcurve near peak am-
plitude is well-sampled and therefore resttjgix to one of

the four INT observing seasons. The reference images are
constructed from exposures obtained during the first sea-
son. If a microlensing event occurs during the first season
and if the source is amplified in one or more exposures dur-
ing this season, the baseline in th&elience image will be
below the true baseline. For an actual event in season one,

known, changes the shape of the lightcurve and can also spoilthis off-set is absorbed in one of the fit parameters for the

the achromaticity implicit in equatidd 1. In our survey, wean

lightcurve. For artificial events, the baseline is corrddig

sure flux diferences that are created by subtracting a reference hand.

image. Since the flux from unlensed sources is subtracted fro—
an image to form the déierence image, blending is not a prob-
lem unless the unlensed sources are variable. Blendingrby va
able sources does introduce variations in the baseline fldx a
adversely #ects the fit.

For a diterence image the microlensing lightcurve takes the
form

AF(t) = F(t) - Frer = AFy + Fo(A(t) - 1) 4)
whereF ¢ is the reference image flux andFy, = Fg — Frer.
Thus, if in the reference image the source is not lenbgd =

Fo and therefor\F,; = 0. Only if the source is amplified in
the refence image wilhFy, be non-zero and negative.

For unresolved sources, a situation known as pixel lensing
(and the one most applicable to stars in M31), those micsslen
ing events that can be detected typically have high amplifica
tion. In the high amplification limittz andg are highly degen-
erate [(Gould 1996; Baltz & Sllk 2000) andfi¢ult to extract
from the lightcurve. It is therefore advantageous to patame
ize the event duration in terms of the half-maximum width of

the peak,

trwhm = teW(B) , )
where

w(B) = 2+/2f(f(8%)) - p? (6)

Event durations

Limits on the duration of detectable events follow natu-
rally from the setup of the survey and the requirement that
events are sampled through their peaks. Since the INT ex-
posures are combined nightly, events wityyy < 1 day

are practically undetectable except for very high amplifica
tions. On the other hand, events witlyuv approaching

the six-month length of the observing season are al§o di
cult to detect with the selection probability decreasimg li
early withtrwnm. We simulate events at six discrete values
of trwnm: 1, 3, 5, 10, 20 and 50 days.

Source fluxes and colours

Faint stars are more abundant than bright ones. On the other
hand, microlensing events are moréidult to detect when

the source is a faint star. The competition between these
two effects means that there is a specific range of the source
luminosity function that is responsible for most of the de-
tectable microlensing events.

The maximum flux dierence during a microlensing event

is

AFmax = FO( (8)

B2+2 1]
BB +4

where we are ignoring the\Fy term in equation[14.
Let AF4et be the detection threshold favFna. A lower
bound onAFx implies an upper bound of which,

through equatiori]8, is a function of the ratiy/Fget
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M, Table 2. Fluxes and maximum impact parameters probed in the
5 0 -5 simulations of microlensing events.
-2 |- | T -
L i FO,r my FO,i m ,Bu
(ADUs™) (ADUs™)
I | 0.01 295 0.011 28.75 0.01
r 1 0.1 27.0 0.11 26.25 0.09
4 . 0.5 25.2 0.55 2445 0.35
| | 1.0 245 111 23.75 0.56
10.0 220 111 21.25 1.67

residuals which influence the photometry and add noise to
the microlensing lightcurves. To account for the position-
dependence of the detectiofiieiency, artificial events are
generated across the INT fields. To be precise, the artificial
| i event catalogue is constructed in a series of runs. For each
8 bl el ed il run, artificial events are placed on a regular grid with spac-

o= o001 0l ! 1o 100 ing of a 45 pixels £ 15”) so that there are 3916 artificial

v flux (ADU/s) events per chip. The grid is shifted randomly between runs

by a maximum of 10 pixels.

log ®(stars mag-! pc3)
&
l

Fig. 2. The solid line in this figure shows the R-band luminos-
ity function fromMamon & Soneifal (1982). Multiplying this
function with the square of the maximum impact parametg.r
Bmax Needed to detect a microlensing event gives the dasqgé
line. The line shown is for a detection threshold of 1 ADU s
in r’. The upper horizontal axis shows absolute R-band magﬁ
tude, the lower axis the correspondingux.

To summarize, artificial events are characteriz@ghv, Fo,

max: B, @and the angular position. These events are added as
iduals to the dierence images using the PSF in the subre-
jon of the event. The residuals also include photon noike. T
Ew diference images are analysed as in $&ct. 2 and lightcurves
are built for all artificial events detected as variable otge

Bu = Bu(Fo/Fgey). The probability that a given source4' Microlensing event selection

is amplified to a detectable level scalesggs In Fig.[2 The vast majority of variable sources in our data set are vari
we show both the R-band luminosity functioN,, from able stars. In this section we describe an automated algo-
Mamon & Soneira |(1982) and the product of this lumikithm that selects candidate microlensing lightcurvegfthis
nosity function withg2 assuming a detection threshold ofather formidable background. Our selection criteria pck

Fget = 1ADU s™L. The latter provides a qualitative picturdightcurves that have a flat baseline and a single peak with th
of the distribution of detectable microlensing events.sThfcorrect” shape. The criteria take the form of conditiongloa
distribution peaks at an absolute R-band magnitude of ag- statistic that measures the goodness-of-fit of an observed
proximately O indicating that most of the sources for ddightcurve to equatiofl4. The fitinvolves seven free paranset
tectable microlensing events are Red Giant Branch (RGB)x 3, te , Fo,, Fo,, AFpir, andAFy ;. To increase computation
stars. speed we first obtain rough estimatestfgy andtg from the ¢
Since there is no point in simulating events we cannot digghtcurve and then perform the full 7-parameter fit usinghbo
tect we let the impact paramej@wary randomly between 1" and i lightcurves.

0 andgB,. Table[2 summarizes the fluxes and valuespr Gravitational lensing is achromatic and therefore the ob-
used in the simulations. served colour of a star undergoing microlensing remains con
For the artificial event catalogue, we use source stars wittant in contrast with the colour of certain variables. \While

a r fluxes at several discrete values between 0.01 and dd not impose an explicit achromaticity condition, chaniges
ADU s™. Typical the t-i’ colours of RGB stars range be-the colour of a variable source show up as a poor simultane-
tweenC = 0.5 and 20. We assum& = 0.75 for our ar- ous f and [ fit. Because many red variable stars vary little in
tificial events. As a check of the dependence of the detawlour, as defined by measurabl&eiences in flux ratios, the
tion efficiency with colour, we also simulate events withightcurve shape and baseline flatness are better suitetisfor

C =125, tinguishing microlensing events from long period varistibrs
— Position in M31 (LPVs) than a condition on achromaticity.
Lightcurve quality and detectionfiiciency vary with po- Lightcurves must contain enough information to ade-

sition in M31 for several reasons. The photometric sensgjuately fit both the peak of the microlensing event and the-bas
tivity and therefore the detectiorffiziency depend on the line. We therefore impose the following conditions: (1) The
amount of background light from M31 and are lowest iand i lightcurves must contain at least 100 data points. (2) The
the the bright central areas of the bulgeffBience images peak must be sampled by several points well-above the base-
from these areas are also highly crowded with variable-stare. (3) The upper half of the peak, as defined in tHeedénce-
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Fig. 3. Scatter plots of\y2 vs.y2 for simulated events witlywnv=50 days (a), 10 days (b), 1 day (c), and for the actual data
for 1 CCD. The solid lines correspond to equations 9 and 10.

image lightcurve, must lie completely within a well-sangpleAy?/N whereN is the number of data points in an event. We

observing period. The second condition can be made more prieeose the following cuts:

cise. We allow for one of the following two possibilities)) @ 5

or more data points in thé-lightcurve are 3 above the base- Ax“ > 1.5N )

line or (b) 2 or more points inrand 1 or more points irf &re

30 above the baseline. (Thédata is weighted more heavilyan

than the i data because it is generally of higher quality and bgz2 _ (N-7)f (AXZ) +3(2(N - 7)12 (10)

cause’iwas not sampled as well during the first season.) The

third condition insures that we sample both rising andrglli \\ haref (sz) = Ay?/100+ 1. The first criterion is meant to fil-

sides of the peak. We note that there are periods duringshe {a, \t neaks due to noise or variable stars. The secondarite

two seasons where we do not have data due to bad weatfi§fresnonds to adcut in y2 for low signal-to-noise events.

The periods we use are the following:/08/1999-1312/1999, The x2 threshold increases with increasing?. Panels a-c of

04/08/2000-2301/2001, 130§2001-1610/2001, 0108/2002- Fig.[ show a trend wheng increases systematically withy?.

10102002, and 282/2002-3112/2002. This efect is due to the photometry routine in DIFIMPHOT

which underestimates the error in flux measurements for high

The selection of candidate microlensing events is basedfarx values. The functiorf is meant to compensate for this ef-

the y?-statistic for the fit of the observed lightcurve to equdect.

tiond as well as\y? = 2, — x* Whereyz , is they?-statistic The selection criteria appear as lines in Figs. 3[@nd 4. (To

for the fit of the observed lightcurve to a flat line. Qfrcuts draw these lines, we takd = 309 though in practicé\ is

are motivated by simulations of artificial microlensing etse different for individual lightcurves.)

In Fig. @ we show the distribution of artificial events with

trwnm = 50, 10, and 1 days (panels a, b, and ¢ respective%) .

and for all variable sources in one of the CCDs (panel d). In Candidate events

Fig.[4, we show the variable sources from all CCDs that satigbDf the 105477 variable sources 28667 satisfy conditions 1-3

conditions 1-3. The plots are presented in termg9N and Of these, 14 meet the criteria set by equatidns 9[@hd 10. The
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- 'YP"""""/R‘
8 | 13.3 <06.9
6 | . £ig05. jpg
Z
:'J;; r .
< 4 — . —
2 Fig. 5. The locations of the 14 microlensing events within the
INT fields are shown here with the dots. Events 7 and 16 cor-
_ respond with events N2 and N1 fram Paulin-Henrikssonlet al.
0 , (2003). Their event S3 is indicated with a cross and liesén th

, : high surface brightness region that we exclude from our-anal
2 /N ysis. Also marked with a cross (B1) is the position of level 1
' candidate 1 of Belokurov et al. (2005).

Fig. 4. Ax?/N versusy?/N for variable sources that satisfy se-
lection criteria (1), (2) and (3) for peak and lightcurve sa

pling. The solid line indicates criteria (4) and (5) for pesd- nma_}yggttaelescope on Kitt Peak (KP4m) though the fits use only
y .

nificance and goodness of fit. Criterium (5) depends on t We have already seen that variable stars can mimic mi-

number of points in the lightcurves, and the line drawn her . . : ;
is for N=309, the typical number of available data points p%crolenslng events. Blending of variable stars is also alprob

. L o ince it leads to noisy baselines. This problem was rather se
source. Two cand|date_ event_s V;”th highies®/N are indicated vere in Paper | causing us to miss event PA-99-N1 found by the
with arrows, labeled with theiky</N value.

POINT-AGAPE collaboratior (Paulin-Henriksson et al. 203
In an dfort to reduce theféects of blending by variable stars,
N ) we use a smaller aperature when fitting the PSF to residuals in
positions of 12 of these events in th&/N — Ax?/N plane are the diference images. Nevertheless, some variable star blend-
shown in Fig[H. ing is unavoidable, especially in the crowded regions ctose
the center of M31. Event 3 provides an example of tiiiect.
5.1. Sample description A fair_lt positive residu_al is visible in the 1997 KP4mfter- _
ence image as shown in Fig. 6. The residual is located oné pixe
In Table[3 we summarize the properties and fit parameters(021”") from the event and is likely due to a variable star. It cor-
the 14 candidate microlensing events. The first column givessponds to the data point in the lightcurvE000 days before
the assigned names of the events using the nomenclature fthenevent and well-above the baseline (sedEld. A.3). ThaKP4
Paper I. The numbering reflects the fact that candidatesdéta point from 2004 is also above the baseline but in this and
5, 6, and 12 from Paper | are evidently variable stars sinother diference images, no residual is visible. The implication
they peaked a second time in the fourth season. The otherid €hat variable stars can influence the photometry even when
events from Paper | are “rediscovered” in the current motieey are too faint to be detected directly from thé&eatience
robust analsis. Four additional candidates, events 15116, images.
and 18, are presented. Event 16 is the same as PA-99-N1 fromGood simultaneous fits are obtained in bdtand i for all
Paulin-Henriksson et al. (2003) and was not selected ini@ir pcandidate events. Event 7 has a higfiN of 1.98, but since
vious analysis because the baseline was too noisy due ta)&/N is very high, the event easily satisfies our selection cri-
nearby bright variable star. It now passes our selectider@i teria. In high $N events, secondaryffects from parallax or
thanks to the smaller aperture used for the photometry (see @lose caustic approaches can cause measurable deviations f
cussion below). The three other events all peaked in theffouthe standard microlensing fit. In addition, as discussed@bo
observing season and are reported here for the first time.  we tend to underestimate the photometric errors at high flux
The coordinates of the events are given in columns 2 ande8els.|An et al.|(2004b) studied this event in detail anchfbu
of Table[3; their positions within the INT fields are shown itthat the deviations from the standard microlensing shapieeof
Fig.[. The fit parameterg?, andAy? are given in the remain- POINT-AGAPE lightcurve are best explained by a binary lens.
ing columns. In AppendikJA we show théand 1 lightcurves, The somewhat higly? for events 10 and 15 are probably be-
thumbnails from the dierence images for a number of epochgause they are located in regions of high surface brightness
and a comparison afr’ andAi’ for points near the peak. The  All of the candidate events are consistent with achromatic-
latter provides an indication of the achromaticity of themtv ity, though for events with low @8, it is difficult to draw firm
The lightcurvesinclude data points from observationsatitin conclusions directly from the lightcurves ar’ vs. Ai’ plots.
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Table 3. Coordinates, highest measureffelience flux, and some fit parameters for the 14 candidate lmngiag events.

Candidate RA DEC Ar’ tmax trwHM XZ/N AXZ/N F()’r r-i’
event (J2000) (J2000) (mag) (days) (days) (ADU)s (mag)
MEGA-ML 1 0:43:10.54 41:17:47.8 2118.4 60.1+ 0.1 54+£7.0 1.12 1.91 040.3 0.6
MEGA-ML 2 0:43:11.95 41:17:43.6 21.5D.06 34.0+£0.1 4.2+ 0.7 1.06 2.48 3417 0.3
MEGA-ML 3 0:43:15.76  41:20:52.2 21+8.1  420.03: 0.03 23+29 114 211 0.080.21 0.4
MEGA-ML 7 0:44:20.89 41:28:44.6 19.2D.02 71.8:0.1 17.8+04 1.98 256.9 680.4 1.5
MEGA-ML 8 0:43:24.53 41:37:50.4 22:B.2 63.3:0.3 275+1.2 0.82 3.03 204229 0.6
MEGA-ML 9 0:44:46.80 41:41:06.7 21.9D.08 391.9+01 23+04 1.02 2.49 0.80.4 0.2
MEGA-ML 10 | 0:43:54.87 41:10:33.3 22D).1 759+ 04 44.7+5.6 1.28 5.88 140.5 1.1
MEGA-ML 11 | 0:42:29.90 40:53:45.6 20.#P.03 488.43: 0.04 2.3+ 0.3 1.03 13.27 150.4 0.2
MEGA-ML 13 | 0:43:02.49 40:45:09.2 23:B.1 41.0+0.3 26.8+15 0.75 1.68 9.210.8 0.8
MEGA-ML 14 | 0:43:42.53 40:42:33.9 2249.1 4559+ 0.1 25.4+0.4 1.11 3.74 146182 0.4
MEGA-ML 15 | 0:43:09.28 41:20:53.4 21.68.08 11455 0.1 16.1+1.1 1.23 4.41 7822 0.5
MEGA-ML 16 | 0:42:51.22 41:23:55.3 21.16.06 13.38+ 0.02 14+ 0.1 0.93 2.81 2.60.7
MEGA-ML 17 | 0:41:55.60 40:56:20.0 22D.1 1160.7+0.2 10.1+2.6 0.79 2.02 080.3 0.4
MEGA-ML 18 | 0:43:17.27 41:02:13.7 2201 1143.9+ 0.4 33.4+2.3 1.13 1.83 13¥16.3 0.5

r Aflux (ADU/s)

Fig. 6. Detail of two KP4m diference images centered on the= [
position of event 3Left: October 27th 1997, almost 3 years 2 2or
before the event peaks, a very faint residual is seen cehtere . i
just 1 pixel (0.21) away from the evenRight: September 26th S R A B S
2000, during the peak of the event that is displaced from the 7500 C metaayy 1900
position of the faint variable.

100 -

80 |

S
o

The values foFo, andC for the events give some indication g
of the properties of the source stars. The unlensed fluxes @e® |
consistent with the expected range df© 10 ADUs and the 2 4of
colours for most of the events are typical of RGB stars. Noté ,,
however that for many of the events, the uncertaintiedgr i
B, andtrpywum are quite large. These uncertainties reflect degen-
eracies among the lightcurve fit parameters. 76°Tim:7(gays)78° 76°Time77(gays)“°

The number of candidate events varies considerably from
season to season. We find 7 events in the first season, 4 inrhg 7. Our photometry for microlensing event candidate 1 from
second season, none in the third season and 3 in the fourth Bdokurov et al.|(2005).
son. The paucity of events during the third and fourth semason
is not surprising given that we have fewer epochs for those
seasons (see tallk 1). In particular, the gaps in time cgeera

during those seasons conspired against the detection df shest two observing seasons using stringent selectionrizittn
duration events. particular, they restricted their search to events witthtgiN
andtrwnm < 25days. They argued that one of these events
(PA-00-S3) is probably due to a stellar lens in the M31 bulge.
This event lies in the region of the bulge excluded from our
The POINT-AGAPE collaboration published several analysasalysis (see Fifill 1). The other three events, PA-99-N1Q®A-

of the INT observations. Ih_Paulin-Henriksson et al. (20032, and PA-00-S4, correspond respectively to our eventg,15,
they presented four convincing microlensing events from tland 11. Evidently, the remaining eight events from our agialy

u;

i Aflux (ADU/s)
0
)

5.2. Comparison with other surveys
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\ \ set. Of these events, four are the same as reported by
Paulin-Henriksson et all (2003) and two are new events: PA-
00-N6 and PA-99-S7. The latter of these is located in thehbrig
part of the southern field excluded in our analysis (Eig. 1).
Candidate event PA-00-N6 is present in our data, but was only
detected in one epoch in our automatic SExtractor resiceral d
tection step and therefore did not make it into the catalafue
variable sources. Calchi Novati ef al. (2005) do not detect o
events 1, 2, 3, 8, 9, 10, 13, and 14, all peak in the first two ob-
serving seasons. Evidently, these events do not satisfySine
constraints.

L detection probability

6. Detection efficiency

We determine the detectioffieiency for microlensing events
(ADU/s)) by applying the selection criteria from Sedt. 4 to the caja
of artificial events from Sedil 3. As discussed above, sitadla

Fig. 8. Relative probability of detecting a microlensing everlightcurves are generated by adding artificial events taitfie

of a source star with a certain intrinsic flux. This probapili ference images and then passing the images through the pho-
is the product of the number of available stars (taken froen tfPmetry analysis routine designed for the actual data. &hos
luminosity function), the square of the maximum impact pdightcurves that satisfy the selection criteria for miemsing
rameter for which an event can be detected, and the detecfi@iin a catalogue of simulatetetectablemicrolensing events.

efﬁciency for each source popu|ation’ averaged ovar@iv. The detection ﬁlciency is the ratio of the number of these
events to the original number of artificial events.

We first check that our artificial event catalogue includes

of the first two INT seasons did not satisfy their rather sevethe portion of the source luminosity function responsilde f
selection criteria. most of the detectable events. The functhys? in Fig. 2 is

In Belokurov et al. [(2005), the POINT-AGAPE collaborameant to give a qualitative picture of the detectability df m
tion analysed data from the first three INT observing seasasrslensing as a function of source luminosity. Here we con-
without any restrictions on the event duration. Usinffati  sider the functiorPget = N,52e wheree is detection #iciency
ent selection criteria from their previous analyses, tteynfl as a function ofq, integrated oves, trwm and position Pyet
three high quality candidates. Two to these events weraa@yre gives the relative probability for detection of a microlemg
known (PA-00-S4 or MEGA-ML-11 and PA-00-S3). The onevent as a function of the source luminosity. As shown in Fig.
new event is present in our survey but does not pass our@ethe range @1 to 10 ADU s* adequately covers the peak of
lection criteria because of a hig¢f. The lightcurve for this this probability distribution.
event, along with our best-fit model, is shown Hg. 7. The Our goal is to represent the detectidfigency in terms of
model does not do a good job of reproducing the observadimple portable function of a few key parameters. We adopt a
lightcurve behaviour. In particular, the observed lighteuap- strategy whereby the detectioffieiency is modelled as func-
pears to be asymmetric about the peak ttmg. The observed tions oftrywnym andAFmax for individual subregions of the two
r’-lightcurve is systematically below the model 15-20 dayfelds. The parametefsandtmay are “integrated out” ang is
prior to tmax. Both r and i lightcurves are above the modefixed to the value @'5. This strategy is motivated by the fol-
10-15 days aftetmax. Since there are no data available on thiewing considerations.
rising part of the peakimax is poorly constrained and may in  In Fig.[d we plot the detectionfiéciencies as a function of
fact be less than the 770 days used in the fit. The shape of gdor four different values ofrwhm. In each of the panels, the
r" lightcurve is similar to the one presented.in Belokurov et adfficiencies are integrated over position within a single cHip o
(2005) (NB. They removed one epoch close to the peak cehe INT fields. The top (bottom) panels are for the south-east
ter that is present in our lightcurve.) Ihthe peak shapes arechip of the north (south) field. The right (left) panels are fo
somewhat dferent. bright (faint) source stars. The general trend is for thedet

Peak asymmetries can be caused by secondiagte such tion efficiency to increase with increasimgyyy and decreas-
as parallax. In our opinion, a more likely explanation faisthing 5. This trend is expected since longer duration events are
case is that the event is a nova-like eruptive variable. ®hn more likely to be observed near the peak and smaller values of
the event appears to be achromatic. But classical novaeecabmply larger amplification factors. Fdf(r) = 10 ADU s,
achromatic on the declining part of the lightcurve (seegfor trwnm > 10days and small < 0.7, the detectionféiciencies
ample/Darnley et all (2004)), precisely where there is.d&tadecrease with decreasimy The decrease is more severe for
this is a classical nova, it would be a very fast one, with a dire tryyv = 50 day events where the detectidfi@ency ac-
cline rate corresponding t60.6 mag per day. tually drops below that for th&wuw = 10 day events. The

Calchi Novati et al.|(2005) found six candidate microlengroblem may be that we underestimate the photometric error
ing events in an analysis of the three-year INT dat high fluxes therefore causing to be systematically high.

-2 -1 0 1

log(F

source
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Fig. 9. Detection diciencies as function of impact paramegefor different values ofrwnum (50, 10, 3 and 1 days). The two
upper panels show the fraction of simulated events thatthassiicrolensing selection criteria for 2 source fluxes, 46 @.01
ADU s, in the south-east chip of the north field. The lower paneds\stine same for the south-east chip of the south field.

Moreover, 50 days is a substantial fraction of the observing Motivated by the shapes of the curves in figliré 10, we
season and therefore some long duration events may not nedetose a Gaussian iy AFnax Wwhere the position of the peak
the requirement that the peak be entirely within a singles@ea depends ofxwrm. The explicit functional form is taken to be:

Since the shape of the microlensing lightcurve does not (1 AFmaCs)?
depend strongly off we expect no significant dependence of =~ (1~ tewem/119 & K (11)
the detection ficiency on the intrinsic source brightness. Thighere
point is illustrated in FiglZI2 where we plot the detectidhi-e
ciencies as a function of/AFmay for events withteyuy = 50 ¢ = di-IN(trwam) + dz. 12)

days. We integrate theficiencies over positions within singleThe factor multiplying the Gaussian takes into account the
CCDs and show the results for four of the eight CCDs in 0dharp decrease in detectioffiéiency for events with duration
fields. The curves vary by at most 30% over three orders @mparable to or longer than the observing season. The param
magnitude inF(r). The implication is that an explick(r) de-  eterscy, c,, d; andd, are determined by fitting simultaneously
pendence in the detectioffieiency will not change the resultsthe detection @iciencies for all values ofwnv to equation
significantly. 1. Fig.[T1 shows an example of these fitting formulae to the
We next test whether the detectioffiéiency depends on detection ficiencies.
the colourC of the source. In addition to the main artificial  Fig.[I2 illustrates the dependence of the detectitinien-
event catalogue, we generate artificial events @ith 1.25and cies on location in the INT fields. This dependence is due
r’ unchanged for a part of the north field. HIgl 10 compares theainly to variations galaxy surface brightness but alsaésp
detection éiciencies for the two colours and shows that theence of bad pixels and saturated-star defects. As discussed
is no significant dference, except for the very highest signal tabove, we account for the spatial dependence by fitting the de
noise events. The discrepancy at high $eflects the problem tection dficiency separately for subregions of the fields. To be
discussed above with our estimates of the photometriceator precise, we divide each chip into 32 subregiofiZ x3'in size.
high flux. This problem is worse for redder sources which ha¥®r each of these regions we average 14 640 simulated events
a higher i-band flux. (2440 per choice dfywHm)-
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Fig. 10. Colour dependence of the detectiofli@ency. For

trwnm 'S Of 1, 3, 10 and 50 days the detectioffigencies are

7. Extinction

Microlensing surveys such as MEGA and POINT-AGAPE are
motivated, to a large extent, by the argument that a MACHO
population in M31 would induce a near-far asymmetry in the
microlensing event distribution. In the absence of eitix¢ine-

tion or significant intrinsic asymmetries in the galaxy, tie-
tribution of self-lensing events and variable stars masaypliag

as microlensing events would be near-far symmetric. The de-
tection of a near-far asymmetry would then provide compelli
evidence in favour of a significant MACHO population.

Recently| An et dl.[(2004a) found a near-far asymmetry in
the distribution of variables which they attribute tdfdrential
extinction across the M31 disk. Thatfldirential extinction is
significant is also witnessed by several dust features diriu
two prominent dust lanes on the near side of the disk.

We construct a simple model forftBrential extinction in
M31 and test it to against the distribution of LPVs. In thethex
section, we incorporate this extinction model into our akde
tions for the theoretical event rate.

Following |Walterbos & Kennicuttl (1988) we assume that

shown for the 2 dferent source colours simulated. The colodhe dust is located in a thin layer in the midplane of the disk.
has no noticablefiect, except for the highest signal-to-noisélong a given line-of-sight, only light from behind the dust

events.

layer is absorbed. Because of the galaxy’s high inclinatios
fraction of stars located behind the dust layer is highelirfies-
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Fig. 13. Schematic representation of the line-of-sight through
the M31 galaxy from an observer on earth. Because of the high
inclination of M31, most of the light observed on the neaesid
of the disk is coming from behind the dust lanes.

Table 4.Disk and bulge parameters used to deriy¢he frac-
tion of light originating in front of the midplane of M31: the
scalelength and scaleheight,andh,, for disk and bulge, and
the fraction of the total light coming from the bulge.

Disk Bulge Lp/(Lp + Lq)
h (kpc) by (kpe) b (kpe) b (kpe)
B 5.8 0.3 12 0.75 0.39
| 5.0 0.7 1.2 0.75 0.45

Monte Carlo calculation for one chip. The lines correspand t

the fitting formula, equatiof11.

We approximatexg and x; from a simple model of the
galaxy wherein the intrinsic (i.e., three-dimensionati dis-
tribution n (x) for the disk and bulge are taken to be double

of-sight on the near side of the disk than for those on the faxponentials. In cylindrical coordinates for M31, we have

side, as illustrated in Fig_13. Therefore, even if the dstion

of dust is intrinsically symmetric, extinction will have aegter 77

effect on the near side of the disk.

| (x) = moe™ /e (17)

where the superscriptdenotes either the disk or bulggy

Based on these assumptions the observed intensity aloqg & normalization constant, arg andh, are the radial and

particular line-of-sight is

Tobs = Ttront + Lpack€ " (13)

whereZwont (Zphack) IS the intensity of light originating from in
front of (behind) the dust layer ands the optical depth. This
equation can be rewritten in terms of the total intrinsieirgity,

Tintr, and the fractiorx of light that originates from in front of

the dust layer:

Tobs = Xinr + (L= X)Tinu€ " . (14)

vertical scale lengths, respectively.fidrent scale lengths are
used for B and | because the two bands hafiedint sen-
sitivities to young and old populations of stars. Young star
tend to lie closer to the disk midplane than old ones. Our
choices for the parameters are given in Table 4. The val-
ues of the disk scalelengths and the bulge-to-disk-raties a
taken from Walterbos & Kennicliit (1988). The scalelengdhns f
bulge are adapted from their de Vaucouleurs fit while the disk
scaleheights are based on the distribution dfedent stellar
populations in the Milky Way disk. The observablég,l)

and 7,y B) are from_Guhathakurta etlal. (2004) who cover a

The three unknowns in this equatiaf, x, ande™, depend 1.7°x5° field centered on M31. We derive colour profiles from
on wavelength. Rewriting equatiGnl14 for the B-band we haBeir mosaics which are found to be similar to the profiles

~ Topd(B)/ Tintr(B) — X
= 1 x . (15)

e

As a first approximation we assume thag{l) = Zin(l) so
that

Tops(B)/(Cai - Tobs(l)) — %
1-x

e = (16)

in Walterbos & Kennicuttl(1988). The colour is approximsgtel
constant within 30 and becomes bluer at larger radii.

Our I-band extinction map for M31 is shown in Higl 14. The
major dust lanes are clearly visible in the northern field, asd
expected, the derived extinction is much larger on the ridar s
of the galaxy than on the far side. The I-band attenuation is
< 40% and reaches a maximum in the innermost dust lane and
a few smaller complexes.

Our model almost certainly underestimates tlfieect of

whereCg| = Zinw(B)/Lintr(1) is the intrinsicl — B colour of the extinction across the M31 disk. The approximatifbygl) =~
stellar population. An improved estimate B (1) is obtained iy (1) is a poor starting point in the limit of large optical
by transforming the extinction factor from B to | via the standepths. Forr > 1, most of the light in both B and | from be-
dard reddening law (Savage & Maihis 1979). The calculatidrind the dust layer is absorbed and thereftyig(B)/Zopdl) =

is repeated several times

Cgi- However substituting this result into equatiod 15 gives
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Fig. 14. Calculated extinction map in the I-band. Extinction is clganore severe on the near side of the disk. Note that there
are only a few small patches where the extinction factosré®ove 40%.

exp(-7) =~ 1, an obvious contradiction. By the same tokerional information such as the amplitude of the flux variatio
if the dust is distributed in high-clumps, therl andB wave- Only variables with lightcurves that are well-fit by the Fieur
lengths will be absorbed by equal amounts given essentiadlgries are used.
by the geometric cross section of the clumps. Moreover, the We will use LPVs to test the extinction model because
thin-layer approximation tends to yield an underestiméti® they generally belong to quite old stellar populations.sTiki
extinction factor [(Walterbos & Kenniclitt 1988). Finallyga- an advantage because the majority of the microlensing sourc
tering increases the flux observed towards the dust lanes atats also belong to older populations which are more smpoth
therefore also leads one to underestimate the extinctitiorfa distributed over the galaxy than younger variables such as
Some of these problems can be solved by using infrared d@gpheids. We select LPVs with periods between 150 and 650
in the construction of the extinction map. In a future paper wdays and focus on two regions of our INT fields. One of these is
plan to use 2MASS data in order to derive a more accuradeated on the near-side of the disk where extinction is etquk
model for diferential extinction in M31. to be high while the other is located symmetrically about the
We can use the distribution of variable stars in our survé§31 center on the far side. FigJ15 shows the spatial distribu
to test and refine the extinction model. The underlying agsuntion of the LPVs. Since extinction reduces the amplitudénef t
tion of this exercise is that the intrinsic distribution cdiri+ flux variations and the average flux by the same factor we can
ables is the same on the near and far sides of the disk. B#edy extinction by comparing the distributionsAf for the
begin by determining the periods of the variable stars usingar and far sides. These flux variation distributions aosvsh
a multi-harmonic periodogram_(Schwarzenberg-CZerny1996 Fig.[I8. For lowAF, where the shapes of the distributions
suitably modified to allow for unevenly sampled data. A sixare dominated by the detectioffieiency, results for the near
term Fourier series is then fit to each lightcurve yieldindiad and far side agree. For higtF, where the detectiorfléeciency
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a{J2000) the dotted for the uncorrected far side region. The shashed,
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Fig. 15.The distribution of the LPVs in M31 with the two sym-fected for increasing levels of extinction.

metrically placed regions used for the LPV amplitude arialys

indicated. The northern field is located on the near side and

contains some of the most heavily extincted parts, the sonth

field is on the far side and hardlyfacted by extinction. These

regions are similar to N2 and S2 regions from An etial. (2004@&. Theoretical predictions

only adjusted to avoid the part of the southern INT field that i

not used in our analysis. The detection @iciencies found in Sedfl 6 allow us to predict
the number and distribution of events given a specific mautel f
the galaxy. Though M31 is one of the best studied galaxies, a
number of the parameters crucial for microlensing caloorhet,

for variables approaches 100%, one finds a large discrepadt§ not well-known. Chief among these are the mass-to-light
between the near and far-side distributions. ratios of the disk and bulgéM/L)q and(M/L),, respectively.

To test whether this discrepancy is indeed due to extinctidh€ light distributions for these components are constahy

we transform the coordinates of LPVs on the far side to théft€ Surface brightness profile while the mass distributistise

mirror image on the near side. The amplitude of the flux vafiSk: bulge, and halo are constrained by the rotation cunde a

ation is then reduced by the model extinction factor sujtabin€-0f-sight velocity dispersion profile. However, the se&o-
transformed from | to'r(Savage & Mathl5 1979). The new disJight ratios are poorly constrained primarily because thepes

tribution, shown in Figl6, is still significantly above thear- of the disk and halo con_tributionsto the rotation curve aré-s _
side distribution at larg\F though it does provide a better'@" (¢-9Lvan.Albada et:l. 1985). One can compensate foran in

match than the original far-side distribution. The imptioais ¢'€3S€ i(M/L)4 by decreasing the overall density of the halo.
that our model underestimates extinction. To explore thiapp Stellar synthesis modeis (Bell & de Jéng.2001), combinet wit
further we consider models in whiaHs replaced byr where obsgrvatlons of the_colour _proﬁle of M31, can be used to con-
¢ > 1. In Fig[T8, we show the distributions of the far side LPV&lrain the mass-to-light ratios though these models cortte wi
for  — 27 (long-dashed line) and — 2.5¢ (dot-dashed line). the|rown internal sc_atteranq assumptions. Anotherpamxﬂy
Apparently, the bright end of the (mirror) far-side distriton s‘Fralne_d paramete_r is the thickness of the disk whitdcss the
with 7 increased by a factor of 2.5 agrees with the bright end 8ik-disk self-lensing rate.

the near-side distribution. We therefore conclude thatoigr In this section we describe theoretical calculations fer th
inal model does indeed underestimate tifeas of extinction. expected number of events in the MEGA-INT survey. We con-
In some places this will be stronger than in others, but dver tsider a suite of M31 models which span a wide range of values
probed region the model underestimates extinctidecéively in (M/L)y and (M/L),. The dependence of the microlensing
by perhaps a factor of 2.5 in rate on other parameters is also explored.
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8.1. Self-consistent models of M31 for numerical simulations of bar formation and disk warping

. . . L and heating.
The standard practice for modeling disk galaxies is to choos The DFs are described by 15 parameters which can

simple functional forms for the space density of the diskgb be tuned to fit a wide range of observations. In addition
and halo tuned to fit observational data. For microlensihguea . : SO : ) ’
one must specify mass-to-light ratios if photometric data

lations, velocity distributions are also required. Tyfligaone is used. Our strateav is to compare pseudo-observations of
assumes that the velocity distribution for each of the comp, . 9y b P

nents is isotropic, isothermal, and Maxwellian with a d'rspe'glsl with actual observational data to yield y&-statistic.

. . o . ~P“Minimization of ¥2 over the model parameter space — per-
sion given by the depth of the gravitational potential orfia formed in Widrov)\i& Dubinskil(2005) Ey the downrl?ill simplgx
case of the bulge, the observed line-of-sight velocity elisp —

sion. (But sek Kerins etk (2001) where theets of velocity method (see e.q. Press et al. 1992) — leads to a best-fit model.

: . ; ., Following |Widrow & Dubinski  [2005) (see, also
anisotry are discussed.) This approach can lead to a Vmet-Widrow etal. (2003) who carried out a similar exercise
problems. First, these “mass models” do not necessarily r -

e - - —
( [
resent equilibrium configurations, that is, self-consiss®olu- with the original LKuijken & Dubinski (1955) models) we

. - : . utilize measurements of the surface brightness profile,

tions to the collisionless Boltzmann and Poisson equatiAns . ) . : .

system initially specified by the model may well relax to ayvermtaltlon curve, and inner (that is, bulge region) velocity
rofiles. We use R-band surface brightness profiles for the

different state. Another issue concerns dynamical instabilify " ; X
Self-gravitating rotationally supported disks form siydvars. rXa;or and MINOT_axes fr_or1 \Walterbos & Kenni cut (‘1988)'

L - , . (Widrow & Dubinski (2005) used the global surface bright-
This instability may be weaker or absent altogether if tisk & ness profile from_\Walterbos & Kennidutt (1988) which was
supported, at least in part, by the bulge /amdhalo. Therefore, P NS

: . : obtained by averaging the light distribution in ellipticaigs.
model§ with very high(M/L) are the most susceptible to ba[I'he use here of both major and minor axis profiles should yield
formation and can be ruled out.

_ a more faithful bulge-disk decomposition.) The theordtica
In order to overcome these fliculties we use new

multi-component models for disk galaxies developed tproflles are corrected for internal extinction using the elod

Widrow & Dubinski (2005). The models assume axisymmetraé/escnped n th? previous section. In addition, a correc_im
. ) - ; alactic extinction is included. We assume photometriorsrr
and incorporate an exponential disk, a Hernquist modelebuéi

(Hernquist 1990), and an NFW halh_(Navarro étlal. 199 f 0.2mag. We use a composite rotation curve constructed

: o . om observations by Kent (1989) and Braun (1991) that
They represent self-consistent equilibrium solutionfieodou- . . .
run from 2 to 25 kpc in galactocentric radius. Values and

pled Poisson and collisionless Boltzmann equations and are

generated using the approach described in Kuijken & Duh’»ins%gor ba_rs for the C|rcu_lar speed are obta_uned a_t intervls o
(1995). arcmin ~ 2.2kpc using kernal smoothing (Widrow et al.

The phase-space distribution functions (DFs) for the d|52'(,)0‘3,)' Finally, we use k|nemat|_c measurements from McElIroy
. T983) to constrain the dynamics in the innermost part of the
bulge, and halofgisk, fouge and fhaio respectively) are chosen . . . .
. . ; . .~ galaxy. We smooth his data along the minor axis to give values
analytic functions of the integrals of motion. For the axisy . . . o2
‘ o : for the line-of-sight stellar rotation and velocity dispien at
metric and time-independent system considered here, the - ; .
.5 kpc and 10kpc. The values at these radii are insensitive
gular momentum about the symmetry axls,and the energy, . :
. . - =T to the dfects of a central supermassive object and reflect the
E, are integrals of motion. Widrow & Dubinski (2005) assum . o . L
ynamics of the bulge stars with little disk contamination

that fraio depends_only on the energy whilg,ge incorporates chcEIrov 19838). An overall? for the model is calculated by

a J-dependence into the Hernquist model DF to allow for ro- o .

tation. For both halo and bulge, the DFs are “lowered” as Wiﬁ%)mblmng results from the three types of data. Photometric
N — ' . and kinematic data are given equal weight; the circulartiaia

the King modell(King 19€6) so that the density goes to zero at . .

a finite “truncation” radius. The disk DF is a function Bf J, curve measurements are weighted more heavily than the bulge

and an approximate third integral of motici, which corre- velocity and dispersion measurements. To be precise, we use

sponds to the energy associated with vertical motions of sta 1 2
in the disk [Kuijken & Dubinski 1995). == (ngp+ §X§isp+ §XEC (20)
Self-consistency requires that the space dengityand V2

gravitational potentialy, satisfy the following two equations: Wherexgbp, Xﬁmgev andy2 are the individual?-statistics for

3 the photometric, bulge kinematics, and rotation curve meas
p= fd V(fdisk+ fouige + fhalo) (18) ments.

In Fig.[T1 we compare predictions for model A1 with ob-
servations. Shown are the surface brightness profiles afang
V2 = 47Gp . (19) jor and minor axes and the circular rotation curve. Not shown

is the excellent agreement between model and observations
Self-consistency is achieved through an iterative schemde dor the stellar rotation and dispersion measurements in the
spherical harmonic expansion@andy. Straightforward tech- bulge region. The? statistic for this model is.D6 (see Table
nigues allow one to generate an N-body representatiordaitdd). This model was constructed assumiiny/L)y = 2.4 and
for pseudo-observations of the type described below. The (M/L), = 3.6, values motivated by the stellar population syn-
body representations also provide very clean initial coow$é thesis models af Bell & de Jon@ (2001). Along the far side of

and
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edge-on spirals. Using these correlations we arrive at an ex
ponential scale height fav31 of 0.6 kpc with a fairly large
scatter.

We also fix the disk truncation radius for this model to
28 kpc which is at the high end of the range favoured in
Kregel et al. ((2002). Lower values appear to be inconsistent
with the measured surface brightness profile. The remaining
parameters for the disk, bulge, and halo DFs are varied iarord
to minimizey?.

Table[® outlines other models considered in this paper.
Models B1-E1 explore theM/L), — (M/L)4 plane. The? for
these models are generally quite low, a reflection of the fhode
degeneracy mentioned above. In these models, disk and bulge
“mass” are tradedfbagainst halo mass. Previous investigations
(Widrow & Dubinskil2005) suggest that model E1 is unstable
to the formation of a strong bar while the other models are sta
ble against bar formation or perhaps allow for a weak bar.

The aforementioned models used values for the extinction
factor derived in Seckl7. As discussed in that sectiongthes
a number of reasons to expect that this model underestimates
the amount of extinction in M31. Indeed, our analysis of the
near-far asymmetry in LPVs favours a higher optical depth by
a factor of 25, that is, the substitutioa™ — e 2. For this

20 25 reason, we consider a parallel sequence of models, A2-B2, wi
high extinction. Note that the? for these models are as good
as if not better than those for the corresponding low-extinc

Fig. 17. Comparison of pseudo-observations of model Al tr(1)10dels.

real observationgJpper panel:model surface brightness pro-

files (solid lines) along the major and minor axis compared &2. Event rate calculation

observations by Walterbos & Kennidutt (1988) (dots). Far<l h . lculated b forming | | h

ity the profiles are shifted down in steps of 2 magnitudeschroT e event rate is calcu aFe y pertorming Integrals over t

the top down the profiles correspond to: SW major axis, NEns and source dlstrlbut|or_1 functions. 'I_'he rate for lenees

major axis, SE minor axis (near side), and NW minor axis (fgrnter the lensing tube of a single source is

side).Lower panel:model rotation curve (solid line) and com- fi(l1, vi)

bined rotation curve frofh Kenk (1989) ahd Bralin (1991). THER = M 2Rev, dlidv, dB

three lower lines correspond to the contributions to thatiom !

curve of the bulge (dotted), disk (long dash) and halo (shavheref; is the DF for the lens populatioh,s the observer-lens

dash). distance Do. in the language of equatidh 2), is the trans-
verse velocity of the lens with respect to the observersmur
line-of-sight, andM, is the mass of the lens. In writing this

the minor axis, where the surface brightness profile isivelgt €duation, we assume all lenses have the same mass.

free of extinction, thé8—Rcolour is 18 in the bulge regionand ~ For a distribution of sources described by the RFequa-
1.6 in the disk region_Walterbos & Kenniduft (1988). A cortion[Zl is replaced by the following expression for the rate p
rection for Galactic extinction brings these numbers down tynit solid angle

0.18. Substituting into the appropriate formula from Tabl€ 1 o

Bell & de Jonf(2001) yield the mass-to-light ratios chosan £ 9R _ f filvi) _fs(ls, vs)
MI (M/L)s Ls

this model. dQ

In model Al, the scale height of the disk was fixed to x dlidv; 12 dlsdvs dB
a value of 10kpc. Note that our model uses a setw _ . :
for the vertical structure of the disk. A séehcale height of WNeréls is the observer-source distan¢®l/L)s is the mass-
1kpc is roughly equivalent to an exponential scale height g—hght ratio of the source anid; is the source Ium_|n03|ty. (For
0.5 - 0.7 kpc. The observations used in this study do not pr 1e moment, we tregt all SO‘”C‘?S as being identical.)
vide a tight constraint on the scale height of the disk andeo w _ Ve perform the integrals using a Monte Carlo method. The
appeal to observations of edge-on disk galaXies. Kregel etFS are sampled at discrete points:
(2002) studied correlations between the (exponentiatjozdr s N
scale height and other structural parameters such as tfz raﬁ&{lp’ Vp) = N_z Z 8(1p = 1) 5(vp — Vi)

-1

r (kpc)

(21)

ZREVJ_

(22)

23
scale height and asymptotic circular speed in a sample of (23)
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wherep € {l,s}, X, is the surface density of either lensvhere the V-band LF is again from_Mamon & Soneira (1982)
or source population, andl, is the number of points usedand dMy/dM is from IKroupa et &l.1(1993). Equatidn30 is
to Monte Carlo either lens or source populations. The ninevaluated at solar values for convenience. The relation

dimensional integral in equati@nl2?2 is replaced by a doulnie s M f Bh(M, MgyMdM

and an integral oves: —) = (31)
, L/R  [AgMr)L(MRr)dMg
S_R = Sy Z ) dBR;; (24) canthen be solved fo¥y. Thus, a disk with higiM/L contains
Q i V0 more low-mass stars than a disk with IdyL.
For simplicity, and because we lack a model for what
where MACHOs actually are, we assume all MACHOSs have the same
sy mass My thatis

Ssi = == (25)

NIM NsLs (M/L)s dN

T = SM= M) . (32)

and M
Rij = (2REvL)i,-IJ?. (26) 8.4. Theoretical prediction for the number of events

Note thatS depends on the line of sight densities of the lerfRecall that the ficiency e is written as a function ofrwhm
and source distributions along with characteristics oftthe 2NdAFmax (The dliciency also depends on the line of sight.)
populationsR;; depends on the coordinates and velocities ghese quantities are explicit functions @fF, andte. Thus,
the lens and source (hence tjesubscripts). The sum is re-the expected number of events per unit solid angle is
stricted to lens-source pairs with< |s. For each lens-source

pair, the Einstein crossing timé&s; is easily calculated. The 4g Bu
differential event rate is then o - EA BSlst; dﬁfdMRg(MR)
ihj
d’R u
g =S¢ 2}] | GBRyoltei — o) 27) x| dMih(M, Mo) Rij€ (trwrim, AF) (33)

wherekE is the overall duration of the experiment. Our survey
8.3. Stellar and MACHO populations covers four half-year seasons and so, with our choice ogunit
for e anddR/dQ, we haveE = 2.
The formulae in the previous section apply to the six lens- The number of events expected in each of the 250 bins used
source combinations in our model: disk-disk, disk-bulgésr the extinction calculation and labelled by “k” is

bulge-disk, bulge-bulge, halo-disk, and halo-bulge. Agtem
the formulae assume homogeneous populations. For the ¢isk AQ(%) (34)
and bulge populations, we modify equatiod 27 to include in- dQ

tegralg over the mass and Iu_mlnosny functions as appmna\l/vhereAQ = 9arcmirf is the angular area of a big car-
We write the luminosity function (LF) as

ries an additional label (suppressed for notational sicitg)i
dN which denotes the lens-source combination. The total numbe
Ve~ AY(MR) . (28) of eventsiss = 3 &.

and the mass function as

daN = Bh(M, Mp) (29) Our microlensing selection criteria are based on the assump
dm tion that the lenses are single point-mass objects. However
where A and B are normalization constants andl, is the at least half of all stars are members of multiple star sys-
lower bound for the mass function (MF). We take the fundéems. Microlensing lightcurves for a lens composed of two or
tion g from IMamon & Soneifa ((1982) and the functidn more point masses can deviate significantly from the stahdar
fromBinney & Merrifield (1998) (their equation 5.16) witheh lightcurve (Schneider & Weiss 1986) and may therefore escap
power-law formdN/dM o« M8 extended toVlg. AandBare detection. The deviations are strongest when the soures&so
evaluated separately for the disk and bulge populationthen or comes close to the so-called caustics, positions in theeo
case of the disk, we assume that 30% of the mass is in the fdtane where the magnification factor is formally infiniteh€r
of gas. The LF is normalized to gille = L, with the proviso actual magnification factor is finite due to the finite size of
thatLs in equatiof 2P is given in solar units. To determine thié@e source.) The size of the caustic region is largest when th
normalization constar® of the mass function, we write separation of the components of the lens is comparable to the
Einstein radius corresponding to the total mass (equéijon 2
(30) Mao & Paczynskil(1991) estimated thet0% of microlensing
events towards the bulge of the Milky Way (mainly self-lersi

8.5. Binary lenses

dN dM
BrMo M) = (g e

M=Mqy
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events) should show strong binary characteristics. Sihee t
Einstein radius for bulge-bulge self-lensing toward thekili
Way and M31 are comparable, we can expect a similar 10% ef-
fectin our survey. That s, the calculated theoretical mtémhs

for self-lensing are revised downward by10%.

H
S}
T

8.6. Results

Table 5 presents the theoretical predictions for the tatailmer

of events expected in the MEGA-INT four-year survey. The
results are given for both self-lensings(i) and halo lensing
(Ehalo)- The values quoted f&ha0 assume 100% of the halo is

in the form of MACHOs. In other words, these values should
be multiplied by the MACHO halo fraction in order to get the
expected number of events fora MACHO component. We note
that lensing by the Milky Way halo is not included in these 0
results. This possible contribution is expected to be sreialte

the number of microlensing events from a 100% MW halo is s(degrees)
a few times lower than for a 100% M31 halo (Gyuk & Crotts

2000; Baillon.et a_l. 1993) for MACHO masses around 0:5M F(ig. 18.Cumulative event distribution as a function of distance
We also consider the near-far asymmetry for self and he}l

lensing. In Fig[IB, we show the cumulative distribution ofom the major axis (in degrees). Shown are the data (dots),

events for self and halo lensing as a function of the distangg-1ensing distribution (solid line), and halo-lensiigtribu-

from the major axiss. We takesto be positive on the far side:'(;)nié(;o;tfoci;:noi)ifgizrfgf' and halo-lensing lines areled
of the disk. For this plot, we choose model Al but since the dis 9 '
tributions are normalized to give 14 total events, théedénce
between the models is rather inconsequential. We see tttat bo
self and halo lensing models do a good job of describing the
event distribution in the inner.2°. The halo distribution does
a somewhat better job of modelling the three events between
s = 0.2° ands = 0.3°. Neither halo nor self lensing models
predict anywhere near two event for- 0.35°.

To further explore the distribution, we define the asymme-
try parameterA:

2.6k -
=

In Table 5 we give values fafAser and Anaio. We also pro-
vide an averagef,e Which assumes that MACHOs make up
the shortfall between the expected number of events and the
observed value of 14. In cases where the expected number of
events is greater than 14, we s&f,c = Aseir. The asymmetry N R N
parameter for the 14 candidate eventSiig, = 0.125. 0 =0 40 60 80 100
The general trend, in terms of total expected number of oy (days)
events, is that as the mass-to-light ratios are increaSgd,

mcrdea}sgi a;éz'r\]zml_decreases. The(;e f’j‘Le cognlte;rleTan;ples.rLrib. 19. Cumulative microlensing event distribution as a func-
mode '_t e(_ /L)y (as compared with model A1) ea_sto Fion of timescale. The line and point-types are the same as in
less massive disk and low&ger. Recall that for each choice OfFig 19

mass-to-light ratios, the remaining parameters are atjust

minimizey?. The process can lead to rather complicated inter-

dependencies between the model parameters. The selfidensi

rate decreases with decreasmas illustrated with model F1.  The timescale distribution is easily calculated using the
The self-lensing rate is generally reduced in the high exttn method outlined in the previous section. Essentially, aiews
models relative to the low extinction ones. Finally we sea thlatestrywym for each lens-source pair in the Monte Carlo sum.
the halo event rate decreases with increasing MACHO mabsFig.[IT9 we show the cumulative timescale distributionaf o
Models G and H illustrate this point and span the rang®fip candidate microlensing event sample and model Al. In con-
identified byLAlcock et &l.1(2000) as the most probable massucting the curves for self and halo lensing, we have dcale
range for Milky Way MACHOs. the distributions to give a total of 14 events.

cumulative events
(o))
I

10 —

A = (35)

cumulative events
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Table 5. Results of the microlensing modeling using self-consisié®l models. In the first columns some model parameters
and the combineg? are listed. The remaining columns contain the predictedorrrof events due to self-lensin@«s), due to
halo-lensing &naio), the asymmetry of the self-lensindi{es), of the halo-lensingfihai0), and of the combination of bottHye).

The number of self-lensing everfige ;s has been corrected for the fact that0% of the events will show strong binarffects
and therefore be selected against. The microlensing eatntiue to the hal&p, is for a 100% MACHO halo, i.e. all of the
halo mass is assumed to be in the MACHOSs. For calculatingahebined self- and halo-lensing asymmetry parameétge a
smaller fraction of the halo mass is assumed to be in MACH@saly the amount necessary to make up tiiedince, if any,
betweerSse t and the observed number of 14 candidate events. The diskisemhtdh, aresech scale heights. The upper, low
extinction part of the table contains models with interndiretion values as derived in secti@n 7, while the loweghhéxtinction
part contains models with increased extinction, as madtvaty our analysis of the LPV amplitudes.

Low extinction

Models withmyacno=0.5 M, andh,=1.0 kpc
(M/L)a (M/L)y XZ Eselt  Ehalo | Aselt Ahalo Aave

Al 2.4 3.6 1.06| 142 30.9| 0.037 0.086 0.037
Bl 2.4 2.9 1.17| 134 31.5| 0.031 0.085 0.033
C1 2.4 4.3 1.02| 131 29.6| 0.039 0.092 0.043
D1 18 2.4 1.34| 11.3 35.5| 0.031 0.082 0.041
El 3.6 4.4 1.03| 15.8 24.6| 0.030 0.091 0.030

Models with M/L)y=2.4 and M/L),=3.6

h, M X 2 Eselt  Ehalo | Aselt Ahalo Aave
F1 0.5 0.5 1.10| 12,5 30.7| 0.037 0.084 0.042
Gl 1.0 0.1 1.06| 14.2 43.1| 0.037 0.088 0.037
H1 1.0 1.0 1.06| 14.2 25.9| 0.037 0.085 0.037

High extinction
Models with My = 0.5M, andh,=1.0 kpc
(M/L)d (M/L)b X2 Esett  Ehalo Aself Analo Aave

A2 2.4 3.6 0.99| 124 28.6| 0.052 0.095 0.057
B2 2.4 2.9 1.08| 12.2 32.6| 0.046 0.094 0.052
Cc2 2.4 4.3 0.99| 145 29.6| 0.056 0.098 0.056
D2 1.8 2.4 1.23| 10.3 34.5| 0.045 0.095 0.058
E2 3.6 4.4 1.04| 14.2 22.8| 0.046 0.105 0.046
Models with M/L)yq=2.4 and \M/L),=3.6
h, Mw X 2 Eset Ehalo Aselt Analo Aave
F2 0.5 0.5 1.06| 11.2 30.5| 0.052 0.095 0.061
G2 1.0 0.1 0.99| 124 39.1| 0.052 0.098 0.057
H2 1.0 1.0 0.99| 124 23.8| 0.052 0.093 0.057
9. Discussion The analysis of the first three seasons of INT data by

the POINT-AGAPE collaboration_(Calchi Novati et al. 2005)

provides a cautionary tale in this regard. They present
The numbers expected for events due to self-lensing admessgix high quality, short duration microlensing candidates
models probed in Tabl 5 fall within the narrow range of 1@vith one of these events attributed to M32-M31 lensing.
16. The relative insensitivity s to changes in the mass-to-Calchi Novati et al.[(2005) also model the detectidiiceency
light ratios is a result of our approach to constructing nisideand calculate number of expected self and halo-lensingtgven
changes if{M/L), and(M/L)4 are compensated by changes ifor a variety of M31 models. In all of their models, the num-
the structural parameters of the disk, bulge, and halo so ader of events for self lensing is predicted to be less thdrb.
minimize? for the fit to the rotation curve and surface brightSince this number is significantly less than the observed-num
ness data. Consider models D1 and E1. The mass-to-lighsratier, they conclude that some of the events are due to MACHOs
differ by a factor of~ 2 while e differs by only a factor of and estimate that the MACHO halo fraction is at least 20%.
1.4; with the lowM/L values in model D1, the rotation curve |Calchi Novati et al.l(2005) use the model from Kerins et al.
data drive up the disk and bulge luminosity distributionthat (2001) but allow the disk and bulge mass-to-light ratios and
expense of a poorer fit for the photometric data. A balancehslge dispersion to vary. Herein lies the problem. Kerinallet
struck and the net result is that the chang&igs is signifi- (2001) choos€M/Lg) = 4 and 9 for the disk and bulge, re-
cantly smaller than what one might expect. spectively with the structural parameters for the diskgbul
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and halo chosen to fit the observed surface brightness profile
and rotation curve. The reference modelin Calchi Novatllet a
(200%) uses the same structural parameters for the three Comz 200
ponents but take@M/Lg), = 3. For fixed bulge “light”, this £
change in the mass-to-light ratio implies a rotation cuit t =
falls short of the data at small radii as illustrated in th@ep >
panel of Fig[ZD. The result is that Calchi Novati €t al. (2005
have underestimated the self-lensing rate.

Calchi Novati et al.l(2005) argue that the evidence is insen-
sitive to large changes in the mass-to-light ratios of tis& dnd
bulge. In their Table 11 they explore the dependence of tifie se
lensing rate on disk and bulge mass-to-light ratios. Thelram
of events expected for the reference model is 0.72. The numbe
increases to 1.1 when the disk mass-to-light ratio is irszda
to 9 but this model also gives a poor fit to the rotation curve
(see middle panel of FifLR0). They also find that the expected —
number of self-lensing events increases to 1.5 when thesbulg
mass-to-light ratio is increased to 8 and this model does pro E
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vide a good fit to the rotation curve. At first glance, aninsgea 100
in the self-lensing rate by a factor of two over the reference y
model makes sense since this is approximately the same facto o J 2 T T TR R O
by which the bulge mass is increased. However, this line-of- 0 5 10 15 <0 25
reasoning ignores dynamical considerations which denteatd t r (kpc)

the velocity dispersion increase roughly as the squareabot ) . )
the mass. We have created self-consistent models thatyclo§dd- 20. Comparison of observed rotation curve with the rota-

approximate the models in Table 11 lof Calchi Novati ét dion curves based on the models used_in_Calchi Novati et al.
(2005) and find that the increase in the expected numberfof s€2005). Upper panel:the default modelMiddle panel: the
lensing events is roughly a factor of four when the bulge madt¢avy disk modelLower panel:the heavy bulge model. The
to-light ratio is increased from 3 to 8. Thus, for their heavjjne types and observational data are the same as ifLHig. 17.
bulge model, we expect 3 events from self lensing which is not

significantly diferent from the observed number, 5. .
One final note. The choice of ®kpc for theseck scale In Table® we provide most probable valuesfoind 95%

height is small by perhaps a factor of 3 if M31 is a typical spponfidence intervals for all of the models in Taldle 5. We pdevi
ral galaxy as represented in the survey by Kregellet al. l)Zootfese values both for the case of the full sample of 14 obderve
Thickening the disk increases the disk-disk self-lensatg.r ~ candidate eventsit14), as well as for the case of 11 observed
For our models, the number of events due to self-lensifyents (=11), for reasons discussed below.
is consistent with the total number of events observed but no We next turn to the distribution of events across the M31
inconsistent with a significant MACHO fraction for the halb odisk as represented by the asymmetry parameters. From Table
M31. We can make this statement more quantitative by trgatll we see thafiserr < Anaio < Adata The (weak) asymmetry in
halo events as a Poisson process with background due to dbg-self-lensing distribution is due to extinction. Notattthe
lensing and employing the approachlof Feldman & Colisiglues are significantly belowgaaeven for the high extinction
(1998). We letn be the number of observed events consistirfjodels.
of MACHO events with mearf&nao, Wheref is the MACHO The asymmetry parameter for the halo is signicantly higher
fraction, and a background due to self-lensing with knowthan that for self-lensing events and close to, though sl
mean&ser. For this analysis, we ignore the background duéw, Agae However, the asymmetry parameter for combina-
to variables and background supernovae. The probabikity dions of self and halo lensing are well belofya Evidently,
tribution function the distribution of candidate events idfiult to explain with
_ n any reasonable combination of self and halo lensing.
P(nif) = (f§ha|o+ -Sself) e-xp[— (fEhato + Eseir)] /M. (36) The large asymmetry in the data is due, for the most part,
To obtain confidence intervals fét to events 11, 13, and 14 (see Table 7). It is therefore worth
1. CalculateP (n|f) for N values off € {0, 1} and sort from considering alternative explanations for these eventargised
high to low. The maximum oP defines the most probablein Paulin-Henriksson et al. (2002), the lens for event 1&ljik
value of f. The values oP are normalized so that the sunresides in M32 and since we have not included M32 in our
of all sampled values d® is 1. model, this event should be removed from the analysis. Doing
2. Accept values of starting from the highest value &fun- so leads to a modest reduction‘fyata
til the sum of P exceeds the desired confidence level. The Events 13 and 14 may be moreffaiult to explain. For
largest and smallest values of acceptedefine the confi- model A1, the predicted number of self-lensing events with
dence interval. s(event 18 is 0.005 while the predicted number of MACHO
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events in the same rangesrs 0.14f. Thus, the probability of Table 6.Most probable value and 95% confidence limits for the
having two events either from self or halo lensing is exceeMPACHO halo fractionf from thelFeldman & Cousins (1998)
ingly small, unless the halo fraction is very large. Howeveanalysis, for the full sample and the case without candidate
since some contamination by variable stars of our sample eaents 11, 13, and 14.

not be excluded, one or both of these events may be a variable

star. We note, for example, that event 13 has the low@sirs 14 events 11 events
our sample. The probability of having one event for MACHO _model  fhest conf. interval frest conf. interval
lensing withf = 0.20 is~ 3%, small, but not vanishingly so. Al 0. [0,0.28] 0. [0.,0.21]
A closer inspection of the model is also warranted. Bl 0.02 [0,0.29] 0. [0.,0.22]
Recall that our models assume axisymmetry whereas M31 ¢l 0.03 [0,0.32] 0. [0.,0.24]
< . ; ) : D1 0.08 [0,0.30] 0. [0.,0.22]
exh|p|ts a va_mety .of r_10r_1—amsymmgtnc fea}tures such ak dis E1 0 [0.0.32] 0 [0..0.25]
warping. This point is illustrated in the |sophotal map by F1 0.05 [0,0.32] 0. [0.,0.24]
Hodge & Kennicuitl(1982). From the map, one finds that event g4 0. [0,0.20] 0. [0.,0.15]
13 lies on the B24 (R=22.6) contour while model Al predicts H1 0. [0,0.34] 0. [0.,0.25]
R=23.5. Thus, the model may in fact underestimate the surface ~A2 0.06 [0.,0.35] 0. [0.,0.25]
brightness of the disk by a factor of 2, and hence the disk-dis B2 0.06 [0.,0.31] 0. [0.,0.23]
self-lensing rate by a factor of 4. (The reason for the djscre Cc2 0. [0.,0.29] 0. [0.,0.22]
ancy is not completely clear. The contours on the far side do D2 0.11 [0.,0.33] 0.02 [0.,0.24]
appear to be “boxier” than those predicted by the model.) E2 0. [0.,0.39] 0. [0.,0.29]
It is interesting to note that events 13 and 14 are coinci- 222 883 {8832} 8 {88?2}
dent with the location of the giant stellar stream discogtere Ho 0.07 [0..0.42] 0. [0..0.31]

by llbata et al. [(2001). This stream runs across the southern
INT field, approximately perpendicular to the major axis and
over M32. Indeed, M32 may be the progenitor of the streafble 7. Observed number of events and the asymmetry of
(Merrett et all 2003). The average V-band surface brigistoés their spatial distribution, shown for the full sample of Meats

the stream i€y ~ 30+ 0.5 mag arcse? (lbata et all 2001) and for cases where the probable M32 event (11) and candi-
but this is measured far from the projected positions of tvefflate events 13 and 14 are ignored. The quoted errorsaare 1
13 and 14. The surface brightness of the stream might be $¢fors, determined with the bootstrap method. Also shown is
nificantly higher near the position of M32. Perhaps the mo#te asymmetry for the long-period variable stars (LPVs).
conservative statement one can make about the stream it that

is not bright enough to distort the contours near events 83 an Events used Sdata Adata
14, that is, it cannot be brighter than the disk at these.rati Full sample 14 0.1250.046
without 11 13 0.12G- 0.049

microlensing event rate due to stars in the stream is of eours

enhanced relative to the rate for self-lensing by the rdtib® W!thOUt 13,14 12 0.07&0.034
distance from the stream to the disk and the thickness of the without 11, 13, 14 11 0.066 0.034
LPVs 20,864 0.07% 0.001

disk, that is, by a factor of 20. The stream-disk lensing rate
might be further enhanced if the stars in the stream havea lar
proper motion relative to the disk. These arguments suggest
that the number of stream-disk events in the vicinity of M32he observations were carried out to search for MACHOs in
might be 003— 0.1; perhaps high enough to explain one everthe halo of M31. Our fully automated search algorithm iden-
F|g m provides a summary of our results with respect ttﬁled 14 candidate minOlenSing events from Ove? tfriable
the expected number of events and the asymmetry paramé@trces. Three of the candidates were previously unpulish
The points with error bars represent the data for the 4 cadé¥ spatial and timescale distributions are consisterfit mit
considered in TablEl 7. The solid circles and lines corregpogfolensing.
to the high extinction case; the open circles and dottedsline The core of this paper is the comparison of this candidate
correspond to the low extinction case. The circles assume pavent sample with a calculation of the expected number of
self lensing while the lines trace out the values for indreas events from self and halo lensing. This calculation breaks i
MACHO fraction with the tick-mark indicating the positiorii o three parts: a model for the extinction across the M31 disk; a
f = 0.2. Once again, we see that the asymmetry parameter fiopdel for the detectionficiency; and a suite of self-consistent
the data is higher than that for any of the models. Removigigk-bulge-halo models for M31.
events 13 and 14 does improve the situation as does incgeasin The results with regard to the fundamental question of
the optical depth; the asymmetry remains a little higher butvhether there is a significant MACHO fraction in the halo are
consistent with the models. inconclusive. Based on the total number of events, we find tha
the most probable MACHO halo fractioh varies between 0
and 01 depending on the model. Our event rate analysis is con-
sistent with a total absence of MACHOs as the confidence in-
This paper presents the analysis of four seasons of M31 ¢érvals for all of our models includé = 0. On the other hand
servations at the INT, a subset of the MEGA survey of M3We can not exclude some MACHO component, since the con-

10. Conclusions
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Appendix A: Candidate event lightcurves

On the following pages, for each of the 14 candidate miciwlen
ing events in our sample, théand i lightcurves and thumb-
nails taken from the dlierence centered on the event positions
are shown, together with a short discussion. Apart fromiie |

r’ and i data, KP4m R and | data points are also plotted in the
lightcurves. The fits shown are however the fits done to only
the INT data.
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MEGA-ML-1 two of which are located very close, approximatety fio the

Located close to the center of M31, this event has a ratheynqlﬁ:c;(?{];lt(,;ei Se\r/]?gn; eprotﬂgg?rﬁﬁzohléwtlggr{/cg the noise in tHtesise-

baseline. Apart from the background of very faint variables

there are some variable sources clearly visible in tifeince

images. As can be seen in the thumbnails in fidurd A.1(b)MEGA-ML-10
bright variable is located just a few pixels from the positadf
the candidate event. Another, fainter variable is seen ehia s
lar distance above and to the left. The other variable sewace
further away and should have no influence on the photomet

This eventis a beautiful example of a combined lightcurvlwi
KP4m and INT data. Peak coverage in INTid poor, but the
rKP4m | data points follow the fit (derived only from INT data)
\yéry well. A fairly bright variable is situated slightly abe and

to the right of the event position and there is a hint of a very
MEGA-ML-2 faint variable about’1 to the left. Although the INT baseline
’{B?:, is noisy, the rand both KP4m R and I lightcurves show an

This candidate event is located very close to MEGA-ML-1 a : rg stable and well-behaved baseline.

therefore has the same problems connected to being close
center of M31. In the thumbnails of days 94, 754, and 1208
we see a variable source a few pixels to the left of the event
position. This variable is brighter il than in i, which causes
the r baseline to be the most noisy.

MEGA-ML-3

This candidate event is also located close to the M31 center.
In figure[® we already demonstrated that a very faint variable
source is positioned0.25’away from this candidate event. In
the ¥ thumbnails another variable is visible just above and to
the right of the event. This variable has a bright episode be-
tween days 440 and 480, causing the bump in the baseline in
the 1 lightcurve.

MEGA-ML-7

By far the brightest event in our sample, the thumbnails of
MEGA-ML-7 show a very bright residual close to the peak
center. Since the peak occurs during the first season, some of
the exposures used for creating the reference image cedtain
a significant amount of the magnified flux, so that the base-
line lies at a negative fference flux. There are some variables
nearby, but none of them are close or bright enough to signif-
icantly influence the photometry. The distance to the ceofter
M31is also quite large~22), reducing the background of faint
variable sources. As pointed out by Paulin-Henrikssonlet al
(2003), there are some systematic deviations from the hest fi
microlensing model._An et all (2004c) find that this anomaly
can be explained by a binary lens.

MEGA-ML-8

This near side event is locate®3 from the center of M31.

A variable that is particularly bright in’ iis situated about
2.4” NW of the candidate event, but should not have much
of an dfect on the photometry. The baselines of the lightcurves
indeed look stable and well-behaved.

MEGA-ML-9

Peak coverage is poor for this candidate event, but theibasel
are stable. The thumbnails show quite a lot of faint varigble
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figappOla.gif

Fig. A.1. (a)Event 1: lightcurves. The two upper panels show the fudhd i lightcurves of the microlensing event. In the lower
left corner are zooms on the peak region. In the lower righteothe f flux is plotted versus thé flux; if the colour is constant,
the points should lie on a straight line. Also drawn is thet fiiesicrolensing model. The solid circles are points frora tNT
data, the open circles are from the KP4m data. The start ofNtfiesurvey, August 1st 1999, is used as the zeropoint for the
timescale.

figappO1b. jpg

Fig. A.1. (b) Event 1: thumbnails. The two upper rows of thumbnails shataken from rand i difference images during the
peak of the candidate event. Selected thumbnails from tkelipa are also shown in the two bottom rows. Each thumbsail i
30x30 pixels or 1&10” in size.

figapp02a.gif

Fig. A.2. (a) Event 2: lightcurves. See caption[0fA.1(a).

figapp02b. jpg

Fig. A.2. (b) Event 2: thumbnails. See captionfof A.1(b).



26 Jelte T.A. de Jong et al.. MACHOs in M31? Absence of eviddna not evidence of absence

figapp@3a.gif

Fig. A.3. (a) Event 3: lightcurves. See caption[0f/A.1(a).

figapp0®3b. jpg

Fig. A.3. (b) Event 3: thumbnails. See captior[of A.1(b).

figapp®4a.gif

Fig. A.4. (a) Event 7: lightcurves. See caption[0f/A.1(a).

figapp0®4b. jpg

Fig. A.4. (b) Event 7: thumbnails. See caption[ofA.1(b).

figappO@5a.gif

Fig. A.5. (a) Event 8: lightcurves. See caption[0fA.1(a).
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figapp05b. jpg

Fig. A.5. (b) Event 8: thumbnails. See caption[of A.1(b).

figapp®6a.gif

Fig. A.6. (a) Event 9: lightcurves. See caption[ofA.1(a).

figapp0®6b. jpg

Fig. A.6. (b) Event 9: thumbnails. See captior[of A.1(b).

figapp®7a.gif

Fig. A.7. (a) Event 10: lightcurves. See captionof A.1(a).

figapp07b. jpg

Fig. A.7. (b) Event 10: thumbnails. See captiofofA.1(b).
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MEGA-ML-11

A high signal-to-noise event with a good fit and stable ba

MEGA-ML-17
The t baseline is slightly noisy, but thé and both KP4m

. . L . ; ﬁ%htcurves are well-behaved. In the thumbnails no vergelo
line. There is some noise in thiehaseline, caused by the vari-

able source that is visible in the thumbnails of days 6 and 75

%riables are visible.

at~1.3’" above the event position. During the fourth observ-
ing season a few bad columns were lying exactly on top of tiEGA-ML-18

event position, so that there is only 1 INT data point avédab
However, the KP4m data show that the baseline remains
everywhere.

MEGA-ML-13

This candidate event has the lowest signal-to-noise ofamr s
ple. Itis situated far out in the far side of the disk-&1’ from
the center of the galaxy and the relatively low galaxy bac

f'mis candidate event shows quite large scatter in the Inaseli
and also in the peak. Faint variables might be the culprits, a
though the event is not located very close to the galaxy cente
(~15.7). The thumbnails show no variable sources very close
to the event position, however they do show that this event is
situated on the edge of a fringe running diagonally across th
thumbnails. This fringe and the fact that it can change posi-
tion slightly between frames is the most probable causehtor t
Q_oisy i photometry.

ground makes it possible to detect these kind of faint events

Due to the y-axis scale thé the baseline looks quite noisy,
but it is in fact not significantly more so than for other cand
date events. The thumbnails of days 398 and 520 show that
closest variable source is located.4’ below and to the left
of the event, which explains the scatter in thibaseline.

MEGA-ML-14

i
the

At ~35.8 from the M31 center, this candidate eventis the most

far out in the disk of all events in our sample. Thphotometry
of this candidate event is compromised by the variable sou

rc

at~1.3’". From the i thumbnails one can also see that the event
lies at the edge of a fringe, making the background in the towe

half of the thumbnails brighter than in the upper half. Thas c

also cause some extra scatter in the photometry. Overalt, ho

ever, the microlensing fit is very good and both INT and KP4
lightcurves show a stable baseline.

MEGA-ML-15

m

This event is again located close to the center of M31 and pre-

sumably has a strong background of faint variable sources
the thumbnails also several variables are visible veryectos
the event position, both in rand in 1. The lightcurve base-

lines are rather noisy because of this, but show no coherent

secondary bumps and the KP4m baselines are very stable.

MEGA-ML-16

Not selected in our first analysis of the first two seasons
INT data (de Jong et &l. 2004) due to baseline variabilityith
lightcurve of this event is strongly influenced by a brightiva

of

able situated just 1”1 to the north. Using a smaller extraction

aperture for the photometry in the present analysis, thase-

line is still very noisy and the same is true for the KP4m I-tban
data. The INT rand KP4m R data are much better behaved

and the f peak is fit very well by the microlensing fit.
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Fig. A.8. (a) Event 11: lightcurves. See captionlofA.1(a).

figapp0®8b. jpg

Fig. A.8. (b) Event 11: thumbnails. See captiofofA.1(b).
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Fig. A.9. (a) Event 13: lightcurves. See captionlofA.1(a).
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Fig. A.9. (b) Event 13: thumbnails. See captiorfafA.1(b).
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Fig. A.10. (a)Event 14: lightcurves. See caption[of A.1(a).
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Fig. A.10. (b) Event 14: thumbnails. See captiofof A.1(b).
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Fig. A.11. (a)Event 15: lightcurves. See caption[of/A.1(a).
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Fig. A.11. (b)Event 15: thumbnails. See captiofof A.1(b).
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Fig. A.12. (a)Event 16: lightcurves. See caption[of A.1(a).
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Fig. A.12. (b)Event 16: thumbnails. See captiofof A.1(b).
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Fig. A.13. (a)Event 17: lightcurves. See caption[of/A.1(a).
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Fig. A.13. (b)Event 17: thumbnails. See captiofof A.1(b).

figappl4a.gif

Fig. A.14. (a)Event 18: lightcurves. See caption[of A.1(a).
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Fig. A.14. (b) Event 18: thumbnails. See captiorfaf A.1(b).
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