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ABSTRACT 

Electron showers from 1 GeV electrons incident on l-10 radia- 

tion lengths of lead have been observed in a streamer chamber placed in 

a magnetic field. The experimental technique was essentially 100% 

efficient in delineating showers containing either zero or many charged 

shower particles, permitting a significant increase in accuracy over 

previous experimental results on shower development. Results are pre- 

sented for the number of shower electrons present having energies 

above 5 , 10 , and 25 MeV cutoffs. The data presented have typical 

errors of about 6$ and show good agreement with the results of recent 

Monte Carlo calculations. 
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INTRODUCTION 

Electron showers produced by incident electrons or photons are an 

excellent example of that class of electrodynamic processes that are in 

principle completely understood analytically but in practice require 

involved Monte Carlo programs in order to adequately calculate them. 

These programs represent a theory of the process which must be experi- 

mentally checked, at least in some aspects, if the entire predicted 

distributions are to be regarded as valid. A disagreement between 

theory and experiment in such a case probably does not represent 

breakdown of the fundamental physical principles involved in the 

but rather would represent neglect of some physical process or a 

in the program. In any case, the proof of the validity of these 

lations must be based on experimental results. 

a 

problem, 

mistake 

calcu- 

Historically, the first Monte Carlo calculations on shower develop- 

ment were done by R. R. Wilson'. These results were later corrected 

and provide an excellent fit to experimental data within the statistical 

limits2. More elaborate calculations have been performed by Messel 

et al'. We-have compared our experiments with the recent calculations 

of Nagel 4 , which have been extended to 6 GeV by V81ke15. They have 

improved the previous Monte Carlo shower calculations by extending 

them to lower cutoff energies. 

Experimental checks of these calculations have been performed by 

a variety of methods. These experiments divide into two principle 

classes, those that measure the total energy deposition at .various 

points in the':shower .and those that concentrate'on measuring the 

number'and energy of electrons inthe'.shower..:.AThe'first.class measures 
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both the energy loss due to the electron component and the interactions 

of the photon component. Examples are the pioneering experiment of 

Hofstadter and Kantz6 who used sodium iodide crystals viewed by photo- 

tubes to measure shower characteristics. This method has also been 

used recently in a thorough study of shower energy desposition by C. 

Crannell'. Energy deposition has also been studied by Nelson et al8 

who used thermoluminescent dosimetry techniques (TLD) in lithium 

fluoride crystals and concentrated primarily on measuring the radial 

development of showers. Ionization chambers' have been used to probe 

the energy component as has photographic film 10 11 and nuclear emulsions . 

The second experimental technique concentrates on observation of 

the charged component of the shower, i.e., the electrons or positrons 

present at different depths in the shower. This component has been 

observed by spark chambers 12 , lead plastic "sandwich" counters13, and 

cloud chambers lacking a magnetic field 14 . These experiments suffer 

from the fact that the "cutoff energy", i.e ., the lowest energy particle 

observable in the experiment is only poorly known. 

Experiments most closely related to the present one are those 

which use a magnetic field to define this cutoff and permit, at least 

in principle, a direct comparison with the calculations for various 

values of the cutoff energy. Such experiments have been performed in 

cloud chambers with magnetic field 15 and bubble chambers16. We have 

chosen to use a new technique, a streamer chamber 17 placed in a 

magnetic field to observe the number and energies of electrons present 

at various depths in a shower produced by l%eV electrons in lead. 

This instrument seems ideally suited'to such an experiment since it 
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supports many tracks (several hundred have been seen in a single photo- 

raph),permits a measurement of the recoil momenta, and may be triggered 

on an event. 

EXPERIMENTAL SETUP 

Figure 1 shows the experimental arrangement at the Mark III linear 

accelerator at Stanford for this experiment. The experiment was performed 

in the low intensity parasitic beam at that accelerator 18 . 

The incident photons come from the collimator located at the end 

of the accelerator and are a byproduct of other experiments using the 

primary beam in a research area upstream from the one shown in Fig. 1. 

These photons produce pairs in a converter, the resultant positrons or 

electrons being energy analyzed in the three-magnet analysis system of 

the "south switch-yard". Beam size is limited by a collimator in the 

wall between the switchyard and experimental area. Typical beam currents 

are one electron per- pulse with an expected energy resolution of at 

least rip/p = 5% with an energy range from 100 MeV up to the maximum 

being used in the primary beam (typically 1 GeV). The parasitic beam 

was used at about one positron per second in this experiment and at 

an energy of 1 GeV. 

Positrons were incident on the streamer chamber arrangement shown 

in Fig. 2. The driving system consisted of a Marx generator developing 

about 250 kV that drove the streamer chamber essentially as a capaci- 

tor. The BV pulse was "chopped" by a shorting gap timed to fire 

shortly after the Marx fired. Resistor chains located at three of the 

four corners of the streamer chamber were empirically adjusted to aid 
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in forming the : 10 ns , 200 kV pulse necessary for proper operation 

of the 12 cm gap chamber. 

The streamer chamber, 30 cm long in the beam direction, was 

divided into three sections with lengths of 11 , 13 , and 15 cm 

respectively as shown in Fig. 2. The first section (upbeam, 11 cm 

length) was used to ensure the fact that one and only one electron was 

incident on the lead plates and also provided direct evidence that the 

chamber had fired properly. This latter point was extremely important 

in ensuring valid results. The alternative method--of merely placing 

lead plates outside of and upbeam from a single streamer chamber--creates 

confusion between those cases when no charged particle emerges from the 

lead and when the chamber fires improperly. Lead plates were inserted 

in the second (middle, 13 cm length) section of the chamber where the 

high voltage plate had been cut away to prevent breakdown to the lead 

plates. The downbeam surface of the lead converter was 4.5 cm upbeam 

from the entrance to the third section of the chamber (15 cm length) 

in which shower particles were observed and measured. Data were taken 

with lead converters of thickness 1, 2, 3, 4, 5, 6 , 8, and 10 X . 
0 

Photography was performed using two 35 mm cameras directly in 

narrow angle stero; each camera also viewed two mirrors providing 90' 

stero and a back view. Kodak 2475 film was used in one camera, Kodak 

SO340 in the other. About 4000 pictures were taken providing typically 

about 150 useable events at each radiator thickness. The 12 cm gap 

of the chamber necessitated a geometric correction to the data since 

the chamber did not subtend the complete 2~ steradians. A magnetic 

field of : i665 t - 1% gauss was chosen as the most convenient value 
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providing reasonable momentum resolution without undue distortion of 

the low energy shower components. 

DATA ANALYSIS 

The primary criterion for the selection of an event (such as that 

shown in Fig. 2) for analysis was the presence of a single track in the 

first section of the streamer chamber. Acceptable tracks in the third 

section were also required to be neither too dark nor too light and to 

penetrate at least one inch into the third section. The selected events 

were projected in a simple film reader and the curvatures of the secondary 

tracks were compared with curves on a template drawn with curvatures 

corresponding to electrons with cutoff energies of 5, 10, and 25 MeV 

and with energies of ten percent above and below these values. The 

magnetic field within the streamer chamber was chosen to optimize the 

accuracy of measuring the curvature of 1@ MeV electkon tracks. The 

templates were used to determine only which of the cutoff energies were 

exceeded by an electron, rather than to determine the energy of the 

electron itself. This simplified the scanning, especially when the 

electron energy did not lie near one of the three chosen cutoff values. 

In general, it was possible to determine the better fitting of two 

template curves differing by ten percent in curvature. A correction 

was made for the effect on the energy of the angle between the particle 

track and the plane normal to the magnetic field (the dip angle). 

Measurements were made primarily in one of the top (horizontal plane) 

views, the other views serving as a check and allowing a determination 

of the dip angles. All the events were scanned twice. 
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The acceptance solid angle of the streamer chamber is significantly 

less than the forward hemisphere over which the calculations of Nage14 

were performed. Consequently, it is necessary to make Corrections 

either to the experimental data or to the theoretical calculations, 

before the two may be compared. We have chosen to plot the experimental 

data without modification and to make all the corrections to the Monte 

Carlo results, using only the geometry of the streamer chamber and the 

tablulations of Nagel in calculating these corrections. Even though 

secondary electrons emitted from the converter at large angles to the 

shower axis miss the streamer chamber, the magnitude of the correspond- 

ing corrections remains reasonably small because the shower electrons 

are strongly peaked in the forward direction. An outline of the method 

used in computing the acceptance correction follows. 

The fraction, A (0, E) , of secondary electrons emerging from 

the target with an energy E and an angle 0 (with respect to the 

beam direction or shower axis) penetrating at least one inch into the 

third section of the streamer chamber was calculated from the geometri- 

cal relations of the target and the streamer chamber, taking into account 

the curvature of the electrons in the magnetic field. An approximation 

to the angular distribution, B (8, E, X), for the secondary electrons 

emerging from a target of thickness X with energy E was reconstructed 

from the data contained in Nagel's tables for the angular distributions 

at various cutoff energies. Although only an approximate angular dis- 

tribution could be so obtained, only a small error results since the 

correction was moderately insensitive to the shape of B (6, E, X) . 
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The geometrical acceptance A (6, E) weighted by the angular distribu- 

tion B(B, E, X) gives 

E max 

s 
A (e, E) B (8, E, X> cfi~ 

C (e, Eo,X) =-E: - , 
E max 

s 
B (e, ET X> do 

EO 

where E 
0 

is the cutoff energy. This was folded into the angular distri- 

btuions, D (e, Eo, X>, given by Nagel to obtain the acceptance correc- 

tion F (Eo, X) ; 

F (Eo,X) = s D (e, Eo,X > C (e, EoJ X> de 
b 

F (10 MeV, X) is given in Table I in the column labeled "Acceptance 

Correction." The acceptance correction F (Eo,X) was also calculated 

from the preceding equation by replacing C (0, Eo, X) by A (0, Eo) 

thus neglecting the variation in the angular distribution with energy. 

The differences between the two calculations was always less than three 

percent. 

To simplify the calculation of the acceptance correction, it was 

assumed that all shower particles emerged from the center of the down- 

beam face of the converter, or at a point on the shower axis. The 

error resulting from this assumption was checked by repeating a typical 

calculation with the point of emergence of the secondary electrons 

shifted by one half inch (the beam half width) either vertically or 

horizontally. The magnitude of the correction changed by less than 
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one percent in both cases. 

Nagel tabulates the probability PO (N, Eo, X) of observing 

exactly N secondary electrons in the forward hemisphere above an 

energy E. from a converter of thickness X radiation lengths. Since 

the solid angle of the streamer chamber is less than the 2r( steradians 

for which Nagel's calculations apply, we modify his calculated 

PO (N, E o, X) to correspond to the geometry used in this experiment. 

To do this, it is necessary to make the assumption that the angular 

distribution of the secondary electrons is independent of N . Then 

the probability of any electron entering the acceptance region of the 

chamber is the same and its value is given by the acceptance correction 

discussed above. Applying this correction to PO (N, Eo, X), we 

obtain the probability P (N, E 0 ' X) of observing N electrons with- 

in the streamer chamber above an energy E. from a target of thickness 

x . This probability is tabulated in Table II for E. = 10 MeV and 

is shown in the curves of Fig. 4 for 5, 10, and 25 MeV . 

ERRORS 

In addition to the statistical errors due to the random counting 

process, a number of other sources of error in the comparison between 

the experimental data and corrected theoretical results are present. 

Although some of these can be determined only approximately, it is 

believed that they all have a magnitude of generally less than 2% . 

The errors due to the experimental parameters are as follows: 

1. The magnetic field is known (and is uniform) to 2% . 

2. The measurements of the dimensions and positions of the 

apparatus components is good to 2% . 
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3. The primary electron central energy is 1.00 GeV + 2% with 

a width of less than 6% and produces a much smaller effect 

on the data since the distributions measured are fairly insensi- 

tive to it. 

The errors ,produced in the scanning process are as follows: 

1. The cutoff energy, E. , is measured to approximately 8% 

accuracy. This results in an error in the measured distribu- 

tions of typically 1% and at most 3%. This includes the 

error in the templates used for this measurement and the 

error in measuring the dip angles (which is approximately 5%). 

2. Masked or uncounted tracks probably occur less than 2% of 

the time. 

The errors in the acceptance correction calculation are as follows: 

1. The graphical methods used have an accuracy of approximately 2%. 

2. The beam position and finite beam size produce an error of less 

than 1% as discussed above. 

These errors may be combined to obtain an approximate maximum 

typical error of 5% excluding the counting statistical error. This 

is consistent with the good agreement of data with the corrected calcu- 

lations of Nagel. 

FXSULTS 

Tables I and II summarize our experimental results for 1 GeV 

electron showers in lead. We list here the data with a 10 MeV cutoff 

but include the 5 and 25 MeV cutoff data in all curves. In this 

sense, the 5 and 25 MeV data are considered only as experimental 



checks that no significant energy bias exists in the data. In Table I 

we list the fractional correction to Nagel's Monte Carlo data, the 

corrected theoretical mean number of electrons, and the experimental 

mean number of electrons with error. Excellent agreement exists between 

the experimental data and the Monte Carlo results within the experi- 

mental error of approximately 6% . 

Table II gives the distribution P(N), the probability that N 

particles are seen at a given depth in a shower. Nagel's results as 

modified to our geometry are presented along with our experimental 

result and error. Our results and the calculations are in good agree- 

ment. 

Figure 3 shows the experimental results for the mean number of 

electrons at the three cutoff energies, 5, 10, and 25 MeV. The 

solid curves are Magel's results corrected to our geometry and the 

resultant fits are good. No systematic bias in the data is apparent 

in the comparison of the three cutoff energies with the possible exception 

of the point at 3X0 where the data appear systematically low. We 

ascribe this to a statistical effect. 

In Fig. 4 we present the probability distributions P(N) for 

N=l to 7. The Monte Carlo results for 5, 10, and 25 MeV cutoff 

energies are shown as curves. Experimental points with errors are 

shown for the 10 MeV cutoff energy points. The experimental points 

for 5 and 25 MeV cutoff energies have comparable errors and the 

error bars have been suppressed for clarity. Good agreement with the 

theoretical curves is seen. The excellent fit to P(0) is especially 
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important since this demonstrates that experimental inefficiencies were 

small and that we were able to successfully identify the case when only 

photons were present in the shower. 

CONCLUSIONS 

Monte Carlo calculations for 1 GeV electron showers in lead have 

been checked to a statistical precision of about 6% and an overall 

precision of about 8s . Excellent agreement between the experiment 

and the calculation is found. The experimental technique permits good 

definition of the cutoff energy and the sensitivity of the experiment 

to the value of the cutoff energy is found to be large. The accurate 

cutoff energy definition and the accuracy of identifying the case when 

no charged particle is present in the shower represent significant 

improvements in technique over previous experiments. 
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TABLE I 

I 
xO‘ 

Corrected 
Acceptance Theoretical Experimental 
Correction Mean Mean 

1 Q .97 
2 0.92 
3 0.88 

4 0.86 

5 0.85 
6 0.84 

a 0.82 

10 0.83 

2.x) 2.28 + 0.13 
3.54 3.69 _+ 0.13 

4.06 3.61 + 0.16 
3.6 3.66 + 0.15 

2.93 2.89 f 0.20 
2.11 1.84 -I 0.13 

1.12 1.29 + 0.09 

0.56 0.46 + 0.07 

Mean number of electrons with energy greater 

than 10 MeV from 1 GeV electron showers in lead. 

At each radiator thickness, the geometrical accep- 

tance correction, the corrected mean number of 
electrons from Monte Carlo calculations, and the 

experimentally measured mean number of electrons 

are given. 
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Fig. 1 Layout of the experimental area showing the parasite beam 

and the streamer chamber and magnet arrangement. 

Fig. 2 Streamer chamber arrangement for this experiment. 

Fig. 3 Shower curves from 1 GeV electrons incident on lead. 

a. 5 MeV cutoff 

b. 10 MeV cutoff 

c. 25 MeV cutoff 

Fig. 4 Probability distribution from 1 GeV showers in lead. P(N) 

is the probability of seeing N electron or positrons above 

a given cutoff energy at a depth X0 radiation lengths. 

Error bars have been suppressed for clarity on the 5 MeV 

and 25 MeV cutoff data but are comparable to those shown 

on the 10 MeV data. Notice the scale change at P(4). 
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