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ABSTRACT 

In this paper, we consider the problem of determining logarithmic 

as well as polynomial, asymptotic estimates for certain convergent 

integrals containing parameters. We state and prove an asymptotic 
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then applied to the photon and electron self -energy graphs of quantum 

electrodynamics 0 
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I. INTRODUCTION 

The renormalization procedures of F. Dyson 172 and A. Salam3’ 4 depend 

upon a certain convergence criterion for integrals which was proved in a paper 

by S. Weinberg. 5 In addition to stating and proving conditions under which a 

Feynman integral converges, Weinberg develops a method for determining a 

polynomial bound on the value of the integral as subsets of the external momenta 

become large, provided the usual rotations of energy contours can be performed. 

The value of his technique is that one need not evaluate the integrals under con- 

sideration. The bound on the integral is determined simply from the asymptotic 

properties of the integrand alone. 

Weinberg’ s analysis, however, does not determine the logarithmic asymptotic 

behavior of convergent integrals. A method which provides some clue to the 

logarithmic asymptotic behavior of the photon and electron self-energy graphs 

of quantum electrodynamics is the renormalization group approach (cf., Bjorken 

and Drell, 6 Bogoliubov and Shirkov, 7 and Landau8). The renormalization group is, 

by definition, the group of transformations which when applied to the propagators, 

charges, and masses of a theory yield new propagators, charges, and masses 

which do not change the expressions for observable quantities. The arguments 

of the renormalization group approach rely upon several fundamental assumptions 

which lead to anomalous results which in turn make one suspect the original as- 

sumptions. 

In this paper, we develop a technique for determining the logarithmic asymptotic 

behavior of a certain class of convergent integrals and apply it to various Feynman 

integrals of quantum electrodynamics. We use Weinberg’s results5 as a basis, 

although we are required to modify and extend them. 
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II. ASYMPTOTIC THEOREMS FOR INTEGRALS 

A. Introduction 

In this section we will be concerned with extending the results of Weinberg. 5 

Before undertaking this task, however, we will briefly summarize his results 

and, in doing so, we will use essentially the notation used by Weinberg. 

B. Summary of Weinberg’s Results 

Let f(pI, . . . , pn) be a complex-valued function of the n real variables 

PI’ . . . . P, * We will consider the variables pl, . . . . p, as the components of 

a vector p in Rn , and we will be concerned only with those functions f@) 

which belong to a certain class An defined as follows: 

Definition: A function f(P) is an element of the class An if and only if, for 

each subspace SC Rn , there exist coefficients o(S), p(S) such that, for any 

choice of m 5 n independent vectors z I, . . *, xrn and bounded region W C Rn , 

we have 

when VI, . . . . 77m tend independently to infinity and C E W. The notation 

5 ,***, % 1 
denotes the subspace spanned by the vectors FI, . . . . Er . 

Let I be a subspace of Rn spanned by some set of orthonormal vectors 

Zi iYi, ,***, and consider the integral 

f@ = r . . /md yI.. . dyk fi?) + Etlyl + . . . + i& y,) 
-co -co 

= 1 d% f (Pt-F’) . 

P’EI 
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Provided this integral exists, fp) is a function which depends only on the 

projection of p along the subspace I; that is, fI (p) depends only upon the 

component of p in the subspace complementary to I . 

The following theorem was proved by Weinberg. 5 

Theorem 1 : Suppose f(P) c: An with asymptotic coefficients o(S) and ,9(S) 

for any non-zero subspace S of Rn 9 Let f(p) be integrable over any bounded 

region in Rn (1 ocal integrability) , and let 

DI = max a(S’) + dim S’ , 
S’CI 

where dim S’ is the dimension of S1. If DI < 0, then 

(a) fI (F) exists ; 

@) f~ tp) c An-k with asymptotic coefficient a,(S) for S cE, where 

Rn = I Q E, given by crI(S) = max 
n(l) S’=S 

{ a(S1) -iL clim St - dim S } . 

A (I) is the operation of projection along the subspace I and max means 
R(1) S’=S 

that the maximum is taken over all those subspaces S1 which project onto S. 

C. Definition of the Subclass Bn 

Let f(F)eA n with asymptotic coefficients o(S) and p(S). Let z I, . . . ,% nl 

be m 5 n independent vectors and W a finite region in Rn. We arrange the 

logarithmic asymptotic coefficients p({% ,I) , . . . , B (ix I, . . . , % ,I) in in- 

creasing order, and suppose that 

where 7r 1 , . . *, 7r m is a permutation of the integers 1, . ..) m. 
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Definition: A f unction f(%) is an element of the subclass B n if and only if 

f(P) 6 An with asymptotic coefficients o(S) and p(S) such that p(S) is a non- 

negative integer for all SC Rn and 

- - 
f(LI ?I. . . 

- - 
77,+L2q2...qm+ . . . +Lmqm+c) 

when 7?,, . . . . I1m tend independently 

ranges over all non-negative integers 

to infinity and ?? E W , where the sum 

3’ . . . . ym satisfying 

Since Bnc An, Theorem 1 applies to the subclass Bn. 

D. Generalization for One-Dimensional Integrals 

Our goal is to obtain a formula for h(S) for integrable functions in the 

subclass B n similar to the formula for a,(S) given in Theorem 1 for integrable 

functions in An . We begin with a definition based on this theorem, 

Definition: A subspace St is said to be a maximizing subspace for the I-integration 

(relative to a given subspace S cE) if 

A(-Jp = s and aI = cr(S) + dim St - dim S. 
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The proof of Theorem 1 given in Ref. 5 shows that maximizing subspaces 

always exist. 

Let us first consider the case when dim I = 1. For this case, the maxi- 

mizing subspaces fall into two categories - those for which dim St = dim S and 

those for which dim St = dim S + 1. Let p be the number of non-empty cate- 

gories of maximizing subspaces; that is, p = 1 if all maximizing subspaces have 

the same dimension and p = 2 otherwise. By repeating the proof of Theorem 1 

for the subclass B n, we arrive at the following theorem: 

Theorem 2: Let f(F ) c Bn satisfy all the conditions of Theorem 1 and suppose 

that dim I = 1. Then f,p) E Bn-I with asymptotic coefficients a,(S) given 

by Theorem 1 and 4(S) given by 

,L?+S) = max p(S) +p - 1, 
S’ C M 

where M is the set of all maximizing subspaces. 

E. Generalization for Two-Dimensional Integrals 

In order to generalize this result when dim I > 1, let us examine next the 

case dim I = 2. We write I = I1 @ I2 where dim I1 = dim I2 = 1 and integrate 

first with respect to the II variable and then with respect to the variable in I2 

and vice versa. Since we will be dealing only with integrable functions in Bn 

in the following, Fubinils theorem applies and we conclude that the integral is 

independent of the order of integration and of the particular choice of II and 

Let us perform the I2 - integration first and then the I,, - integration. 
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We have 

Q12(S’) = max cr(S’) + dim St1 - dim St , 
A$) S”=S > 

(S’ ) -I- dim S’ - dim S 

= max o!(S”)+dimS’‘-dims , 
A(I)S”=S > 

where 

SC E withRn=lQE, 

S’CE2withRn=12@E2, 

S” c R n 0 

Let 5 c E2 be the maximizing subsmaces for the II-integration relative 

to S after performing the 12-integration. For each St , let E?bVcRn be the 
CL 

maximizing subspaces for the 12-integration relative to St . We have the 
P 

relations 

A@,) S’GV = S; , ocI 
2 

(S;) = o(S1b) + dim Shy - dim SL , 

AG,P; = S, crI (S)=aI (S;L)+dimS;L-dims . 
2 

We now want to determine the maximizing subspaces for the full I-integration 

relative to S; that is, we want to determine the subspaces St c RI’ for which 

A(I)S” = S and aI = o!(P) + dim S” - dim S . 
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Lemma 1: The S’l 
CEV 

are precisely the maximizing subspaces for the I-integration 

relative to S; that is, each Sr 
W 

is a maximizing subspace for the I-integration 

relative to S and any such maximizing subspace for the I-integration relative 

to S must be one of the S” 
w l 

Proof: To show that each 9’ is 
W 

a maximizing subspace for the I-integration 

relative to S, we note that A(I)S’hv = S and 

aI = a (St ) f dim St - dim S 
I2 iJ I-t 

= a (S’;v ) + dim S1bv - dim S;t + dim S;t - dim S 

Z.Z o(S’h)+dimSi -dims . 
W 

Conversely, suppose that S’; is a maximizing subspace for the I-integration 

relative to S and let So = A(I . We have 

S = A(II)S; = A(I)“; , 

Qp) e a! (St; ) + dim $9; - dim S . 

Now 

qs) = max 
i 

aI (S’) + dim St - dim S 
A(r,)S’=s 2 > 

Z aI (S;)+dimS’o-dims 
2 

ZZ max 
A(I,) S” = S’ 1 

Q! (S”) + dim S - dim So 
> 

+ dim So - dim S 

0 
2 (y(S’;)+dimS’?,-dims 
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where the last equality follows from the assumptions on S’b . Since the first 

and last terms in this chain are the same quantity, all inequalities must be 

equalities, and hence 

f+S) = aI (Sb) -i- dim So - dim S , A@,) St0 = S , 
2 

cz12(S;) = a(S;) + dim S’; - dim S; , A@,) S’; = sz, . 

Thus, So is a mazimizing subspace for the II-integration relative to S after 

performing the 12-integration and so must be one of the St . S’r, is a maxi- 
P 

mizing subspace for the 12-integration relative to So (which is one of the S; ) 

and consequently must be one of the S” 
w - I 

We observe that Lemma 1 does not depend upon the fact that we are assuming 

dim I1 = dim I2 = 1 . 

Let pl be the number of different dimensions among the maximizing sub- 

spaces for the II-integration relative to S after performing the 12--integration, 

and let pzp be the number of different dimensions among the maximizing sub- 

spaces for the 12-integration relative to St . 
P 

Lemma 2: 
p2P 

is independent of p . 

Proof: Suppose not. Then there exist two maximizing subspaces for the I1 - 

integration relative to S after performing the 12-integration, say Si and Sk , 

such that p21 = I and p22 = 2 . 

There are several cases to be considered. We will work out the details for 

one case only because the others are all similar. 

Let S’i1 be maximizing for the 12-integration relative to Si and let St& 

and St1 22 be maximizing for the 12-integration relative to Sb . Suppose 

dim Si = dim Sb = dim S’i1 = dim S’kl = dim S’b2 - 1 . Performing the 12-integration 
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first and then the Q-integration, we obtain 

On the other hand, reversing the order of integration gives 

These two expressions are not equal for all non-negative integral values of 

@(St) and hence we have a contradiction. ! 

Since p2p is independent of ,u, we will denote it simply by p2 . 

Now let rl and r2 be two one-dimensional subspaces of I different from 

I1 and I2 , respectively, such that I = yl @y2 . Just as will I1 and 12, we let 

Tb be the maximizing subspaces for the yl-integration relative to S after 

performing the y2-integration, and, for each T’ , we let T;;o be the maxi- 
P 

mizing subspaces for the y2-integration relative to T1 . Let :I be the number 
P 

of different dimensions among the maximizing subspaces for the YI-integration 

relative to S after performing the y2-integration, and let E2 be the number of 

different dimensions among the maximizing subspaces for the y2-integration 

relative to T1 0 By Lemma 2, p2 
P 

is independent of p and we have the fol- 

lowing lemma: 

Lemma 3: Let I = II @ I2 and I = YI CDT2 be two decompositions of the two- 

dimensional space of integration I into one-dimensional components. Let 

P,,P~&~ and F, be defined as above. Then 
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Proof: Consider the decomposition I = I1 @ I2 . Performing first 

integration and then the Q-integration, we obtain by Theorem 2, 

the 12- 

4 (s’ ) = m;x P(s;l,) + p2 - I , 
2 p 

Combining these two expressions, 

h(S) = m$x 1 m;x p(S1;v) + p2 - 1 } f pl - 1 

= max p(f$,) + p1 + p2 - 2 
PL,V 

since p2 does not depend upon p . 

Similarly, for the decomposition I = ?; Qrq, we have 

By Lemma 1, however, the 

the I-integration relative to 

merely the ST1 relabeled. 
W 

desired ‘result. I 

S” 
W 

are precisely the maximizing subspaces for 

S and so are the Tfl 
pa’ 

Consequently, the T;o are 

Thus, %a; p(SiV) = mpaox p(T$,) and we obtain the 
, , 

We see that the proof of Lemma 3 provides us with a formula for h(S) 

when dim I = 2. 

Theorem 3 : Let f@?) e Bn satisfy all the conditions of Theorem 1 and suppose 

that dim I = 2. Then 

PpJ = ggj$ PW + PI + P2 - 2 , 

where M is the set of all maximizing subspaces for the I-integration relative 

to s. 
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F. The General Asymptotic Theorem 

The generalization to the case dim I = k is now reasonably straight- 

forward. We write I = I1 0 . . . 0 Ik where each component subspace Ij has 

dimension one. 

Definition: Let I = II8 . . . 0 Ik with dim I. = 1. The dimension numbers 
3 

PI’ l -•7 Pk are defined inductively as follows: p 
1 

is the number of dimensions 

among the maximizing subspaces for the I1 -integration relative to S after per- 

forming the 12 0.. . 0 Ik-integration. pj, j = 2, . . . , k, is the number of 

dimensions among the maximizing subspaces for the Ij-integration after perform- 

ingthe I.+ J lo .O. 0 Ik-integration relative to any one of the maximizing subspaces 

for the I. 
J-l 

-integration after performing the Ij 0. a . @ Ik-integration. 

By definition, the dimension numbers p. can take on only the values 1 
J 

and 2. The definition of pj, j = 2, . . . , k, appears to be ambiguous, however, 

because it does not specify the maximizing subspace for the I. 
J-1 

-integration 

relative to which p. is computed. 
J 

The next lemma shows that this ambiguity 

actually does not exist. 

Lemma 4: The dimension numbers pj, j = 2,. . . , k, are independent of the 

maximizing subspaces for the I. 
J-I 

-integration relative to which they are com- 

puted. 

Proof: The result for dim I = k = 2 was proved already as Lemma 2 in 

Section II E. Therefore, if k > 2, we assume that the pj, j = 2,. . . , k - 1, are 

independent of the maximizing subspaces for the I. 
J-1 

-integration relative to 

which they are computed. 

Suppose that pk does not enjoy this property. Then there exist two maxi- 

mizing subspaces Si and SH for the Ik-I -integration after performing the 
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Ik-integration for which pk = pkI = 1 and pk = pk2 = 2. Using Lemma 2.1, 

Si and S2 are maximizing subspaces for the II Q.. .$ IkeI-integration 

relative to S after performing the Ik-integration. Let Syv and S’&, be the 

maximizing subspaces for the Ik-integration relative to Si and S;, re- 

spectively. 

Since we are assuming that Si and S; are two different maximizing 

subspaces for the I1 8. . .Q Ike1 -integration relative to S after performing the 

Ik-integration, there exists a one-dimensional subspace JI of II Q. . .Q Ike1 

and its orthogonal complement J2 in I1 Q. . .Q IkeI (IlQ.. .Q Ikml = Jl Q J2) 

such that the subspaces A (J2) Si and h(J2) $1 are different. (See Proposition 

A. 1 of the Appendix. ) We now integrate out the J2 subspace leaving the JI 

subspace. Let 

A(J2)Si = Ti , A(J2)S’iv = T’iv , 

A(J2P; = T; 7 A(J,)S’;, = T’&, . 

By Lemma 1, Ti and Ti are maximizing subspaces for the JI-integration 

relative to S after performing the Ik Q J2-integration, and T&, and T’& are 

maximizing subspaces for the Ik-integration relative to Ti and T; , re- 

spectively, after performing the J2-integration. 

Let pkI and pi2 be the numbers of different dimensions among the sub- 

spaces T&, and T&, , respectively. Then pl’I = pkl and pi2 = pk2 . 

Therefore, pkl # pk2 implies that pl’I + pk2 which contradicts Lemma 2 be- 

cause dim JI = dim Ik = 1 . I 

Lemma5: LetI=11Q12Q...QIk andI=?IQy2$...Qyk betwodecom- 

positions of the k-dimensional space of integration I into one-dimensional 
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components. Let pl, pz, . . . , 
*k 

and F 
92 7 l **, ‘k 

be the corresponding 

dimension numbers as defined above. Then 

k k 

c Pi = 
c 

pi ’ 
i=l i=l 

The proof of this lemma is almost identical to that of Lemma 3 where it is 

assumed that dim I = 2 O 

The proof of Lemma 5 now gives us the general asymptotic theorem. 

Theorem 4: Let f(F) E Bn satisfy all the conditions of Theorem 1 and suppose 

that dim I = k. Let p1,p2, . . . , pk be the dimension numbers corresponding to 

any decomposition of I into one-dimensional components. Then fI(F) 6 Bnek 

with asymptotic coefficients a,(S) given by Theorem 1 and P+S, given by 

k 
qcs = max p(S) + 

S’E M c Pi-k, 
i=l 

where M is the set of all maximizing subspaces for the I-integration relative 

to s. 
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III. ASYMPTOTIC ESTIMATES FOR SELF-ENERGY GRAPHS 

A. Introduction 

We now apply Theorems 1 and 4 to photon and electron self-energy graphs 

in order to obtain asymptotic bounds for the corresponding renormalized Feynman 

integrals. We remark that, although our discussion centers around photon self- 

energy graphs, the same results apply to electron self-energy graphs with the 

obvious modifications. 

B. Degree of Divergence of a Subgraph 

Weinberg shows in his article5 that the integrand of any Feynman integral 

corresponding to a certain Feynman diagram is an element of the class A 
4N’ 

where N is the number of independent four-momenta in the diagram, provided 

the energy contour can be rotated from the real to the imaginary axis. Thus, if 

q is a four-momentum, the hyperbolic metric 

9; - 4; - 4; 

becomes negative definite for q. purely imaginary. We will therefore assume 

that this well-known energy contour rotation 276 has always been carried out. 

Furthermore, since the logarithmic asymptotic coefficients of any Feynman inte- 

grand are zero, the integrands belong to the subclass B4N defined in Section II C. 

For a detailed discussion of the connection between subgraphs of a Feynman 

graph and the corresponding subspaces of R 
4N , where N is the number of inde- 

pendent four-momenta in the Feynman graph, we again refer to Weinberg5 and 

also to Bjorken and Drell. 6 In the following, the subspace S of Theorems 1 and 

4 is always the subspace associated with the external momenta of the Feynman 

diagram, which for the case of a photon self-energy graph is simply the photon 

four -momentum q. The maximizing subspaces St 6 M correspond to those 
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subgraphs of the original Feynman graph with maximum degree of divergence. 

For a subgraph gf corresponding to a subspace St , the degree of divergence 

DI(gl) is defined as 

DI(gt) = al(S) + dim St - dim S , (1) 

where a(S) is the asymptotic coefficient for the integrand corresponding to the 

original graph. In renormalizable field theories, it turns out that 

D&g’) = 4 - $ F(g’) - B(i-3 , 

where F(g’) and B(g’) are the numbers of fermion and boson lines, respectively, 

attached to the subgraph g1 , including external lines belonging to g’ . (See, for 

example, Dyson’ and Bjorken and Drell. 6, 

Rules for determining the degree of divergence of a subgraph in which there 

are subtraction terms are given in Bjorken and Drell. 6 By a simple counting 

technique, we can determine the degree of divergence DI(gt) of a subgraph g1 

which, according to Equation (1) and Theorems 1 and 4, is the quantity we need 

to know in order to calculate the asymptotic coefficients o+(S) and h(S) of the 

integral. 

In order to calculate the logarithmic asymptotic coefficient ,61(S), we must first 

determine the dimension numbers pj defined in Section II F. Before we can do this, 

however, we need some facts concerning maximizing subspaces of convergent Feynman 

integrals. 

C. Irreducible Subspaces of the Space of Integration 

Suppose that the space of integration I of a convergent integral has dimension 

4k as is the case for Feynman integrands. Let I = II Q. . .Q 14k be a decomposition 

of I into one-dimensional components I., and let Ii, 
J 

. . . , Ik be the four-dimensional 
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subspaces of I defined as 

Ii = I1 Q I2 8 I3 8 Iq 3 

1; = I5 8 16 6 I7 @ I8 , 

* 
. 
. 
. 

I; = ‘4~s3 ’ I&-2 “4k-lQ14k ’ 

Furthermore, suppose 

to S are of the form 

s, 

that the maximizing subspaces for the I-integration relative 

. . 

SOL; , 
i=l i 

where 

j=l , -**7 k, Qi= 1, . . . . k, 

Q. < 8. if i<i 
5 l2 1 2’ 

Definition: Suppose that the maximizing subspaces for the I-integration relative 
j 

to S are of the form just given. A direct sum J = Q IQ , where j = 1, . . . . k, 
i=l i 

Qi= 1, . . . . k, andd. <Q. if i < i 
5 l2 1 2’ is called an irreducible subspace of I if 

every maximizing subspace for the I-integration relative to S which contains one 

or more of the components IQ of J actually contains the entire sum J. 
i 
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For example, if I = Ii Q 1; $1; with Ii and 1; @Ii irreducible, then the 

possible maximizing subspaces for the I-integration relative to S are 

S, SQIi, SQI~@I!J 7 SQIi@I~@I~= Se1 * 

The subspace S 8 Ii , in particular, could not be maximizing because, by the 

irreducibility of 1; @ 1; , the subspaces 1; and 1; cannot be split up. 

D. Maximizing Subspaces and Dimension Numbers of Convergent Feymnan Integrals 

We begin with a lemma which applies to any photon self-energy graph. 

Lemma 6: For any renormalized photon self-energy graph, the subgraph shown in 

Fig. 1 has degree of divergence equal to 2. In other words, the subspace S is 

itself maximizing for the I-integration relative to S. 

Proof: Clearly, A(l) S = S. 

For a given photon self-energy graph, let the corresponding Feynman integral 

be denoted by 

“clv’9’ = s d PI Q, PI, s) > 
where PI denotes the integration variables in the space of integration I. Suppose 

that R 
W 

is the integrand which results after all subtractions have been performed 

with the exception of the over-all subtractions. Performing the over -all subtractions, 

we obtain 

For this new integrand, we have that 

a(s) f dim S - dim S = at(S) 

ZZ 2 
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which is equal to aI for a photon self-energy graph. We recall that S is the 

subspace associated with the external momentum q. In S, all the variables denoted 

by PI are zero. 

Thus, S is maximizing for the I-integration relative to S. I’ 

The counting technique for determining the degree of divergence of a subgraph 

gives the value of the expression 

DI(g’) = o!(S) + dim S’ - dim S , 

and hence we can determine the maximizing subspaces for the I-integration rela- 

tive to S. In order to calculate the dimension numbers p., however, we must be 
J 

able to determine which subspaces maximize subintegrations of the full I-integration. 

We again write I = I IO . . . @ 14k, where dim I = 4k, and define the four - 

dimensional subspaces Ii , l a-, Ik, as in Section III C. Let pj, j = 1, . . . , 4k, 

be the corresponding dimension numbers defined in Section II F. 

Theorem 5 : Suppose there exists a decomposition of the space of integration I 

such that the irreducible subspaces of I can be written as 

I’; =I; O.*. @Ii ) 
1 

I;: = $,I 0 . . . 0 Ii2 , 
. 
. 
. 

1; = $m-l+l~... 0 I;C , kI< k2c+“< km = k, 
m 

for some integers m, kI, kZ, . . . , k m 
= k. In other words, we assume that 

the maximizing subspaces for the I-integration relative to S are of the form 

s , 

SOI” , 
Ql 

s 0 ‘6; 0 Ii2 , 

. 
* . 

s Q ,;, 1; f 
i 
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where 
j = 1, .D., m, Pi = 1, . . . . m, 

P. < P. if 1 i <i 
il 5 

2 . 

Furthermore, suppose that the subspaces 

s, s Q 1; , s 0 1; @ 1; , . . . , s 0 1; @ ..O 0 I” = SOI n-l 

are included in the set of all maximizing subspaces. Then 

4k 

c ‘j 
= 4k+m, 

jzl 

where m, defined implicitly above, is the number of irreducible subspaces of I. 

Proof: The proof of this theorem, although somewhat long, is not difficult. It 

amounts to calculating each of the dimension numbers p. : and this is done by 
J 

determining the maximizing subspaces for the subintegrations of the I--integration. 

Consider the sequence of maximizing subspaces 

and take any two adjacent subspaces from this sequence 

s 8 I’; G3 . . . G3 1; ) s 0 1; 0 . . . 0 I;+I , O<r<m-1. 

In terms of the I! , 
J 

these two subspaces are 

S Q Ii 0 * * l 0 Ik and S@Ii O.*. @I;i ) 
r r+l 

and in terms of the Ij , they are 

s 0 I1 8 l l . 0 14k and s 0 I1 Q,3 . . . 0 Igk . 
r r+l 

(For r = 0, we define kr =O. Then SO I;1 $ . . . 8 1: and 

S Q Ii 0 .~. 0 I1: refer to the subspace S. ) Set 
r 

so = s, 

sj =soII@... @I. , j =l,... ,4k. 
J 
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The two maximizing subspaces we are considering then are denoted S4k and S4k . 
r r+l 

Now 

‘4kr = ‘4kr ’ 

‘4kr+I = %kr . (2) 

Also, 

qs) = max s 
A I,@. .O 0 14k 

( 
S’S 

a14k +,Q . . . Q 14k w + dim S’ - dim 

r r 

” = ‘4kr 

2ac 
‘Jkr+lQ l l ’ ’ ‘4k 

+ dim Sgkr - dim S 

= 

A (‘4kry “’ =s4kr 

aI& +20 . ..@ I& 
(p) + dim S” - dim S4k 

r 
r 

“’ = ‘++I + dim S4kr - dim S 

YQ 
‘4kr+2 ’ ’ l l 

Q 14k ( ‘4kr) + dim ‘4kr - dim ’ 

= nnitX I 

A ‘4kr+2 0 
s”“s4kr 

Q (St ‘) + dim S” * - dim S4k 
t r 

+ dim S4kr ,- dim S 

- dim S 

= qs) , 

where this last step follows because S4k 
r 

= SOI;i@ . . . Q I; isamaxi- 

mizing subspace for the I--integration relative to S . 

- 21 - 
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Thus, 

a14k +I @ . . . @ I& 
r r 

Similarly, 

crp 3 a! 
‘4kr+l 

Q... Q14k 
+ dim S4k - dim S 

r 

1 ayI 
4kr+2 ’ l l * 

Q lqk jsJkr+l) + dim ‘4kr+l - dim ’ 

max 
0 Q14k “” = S4kr+1 

a! (ST’) + dim Sfl’ - dim S4k +l 

= * Iqkrf2 c *** 
r 

+ dim S 4k +1 - dim S 
r 

+ dim S4k - dim S 

by the maximizing property of S4k = S 0 I. Hence, 

?4k ++.‘. 8 I& = o?4k +2Q...014k tS4kr+l) + dim ‘4kr+l - dim s4kr. 
(4) 

r r 

Relations (Z), (3), and (4) together imply that both S4k and 
r 

S4k +l are maxi- 
r 

mizhg subspaces for the 14k 
r 

+l-integration relative to Sdkr after performing the 

‘4kr+ZQ..* ‘I4k 
-integration. Since dim S4k 

r 
+l = dim S4k + 1, the corresponding 

r 

dimension number has the value 2; that is, 

‘4kr+l = 2, r = O,l,... ,m-1. 

We next consider the dimension numbers pqk +1 for r = 0, . . . , m-l and 
r 

e =2 , . . . , 4kr+l - 4k,. Our task is to determine the maximizing subspaces for the 
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I 4k +Q .integration relative to S4k +Q-1 after performing the I& +l+l 0 - - - 0 I&- 
r r r 

integration. ‘4kri-Q 
is such a subspace because 

%k +Q- 1 r 

and 

qs) I aI - dim S 
4k,+Q 0 ’ l * ’ ‘4k 

+ dim %$+Q-1 

2Q +dim S - dim S 
‘4kr+Q+l ‘* l ’ ’ ‘4k 4k,+Q 

+ dim S4k - dim S 

= a,(S) . 

Since dim S4kr+Q = dim ‘4kr+Q-l 
+ 1, any other maximizing subspace for 

the Iqk +Q -integration relative to S4k +Q-lafter performing the 14k +Q+l 0 . . . 8 14k- 
r r r 

integration must have the same dimension as S4k +Q-l. Let T be such a subspace; 
r 

that is, assume that T is a maximizing subspace for the 14k +Q-integration relative 
r 

to S4k @-l after performing the 14k +Q+l 8. . . Q 14k +Q - integration with 
r r r 

T$m ‘4kr+Q 
and dim T = dim S4k +Q -1 

r ’ 

Then T is also maximizing for the I1 0 . . . Q Iqk +Q-integration relative to S 
r 

after performing the 14k +Q+l 8 . . . 8 Iqk-integration because 
r 

(YI(s) = QI + dim ‘4kr+Q-1 - dim S 
4k,+Q 0 .0. @I& ‘4kr+Q -1 

=O! 
$kr+Q+lQ . . . 8 I& 

(T) + dim T - dim S. 
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Now take any maximizing subspace T’ for the 14k +,-I 0. . . @ 14k-integration 
r’ 

relative to T. By Lemma 1, T’ is a maximizing subspace for the full I-integration 

relative to S. 

By assumption T does not contain the subspace 14k +Q and, consequently, 
r 

neither does T’. Since Iqk +Q c Iz+l for Q = 2 ,-. . , 4k,+I - 4k,, the hypotheses 
r 

of the theorem imply that we can write T’ in the form 
j 

T’ =S or T’= ’ ’ f3J ‘Ihi (5) 

for some j =l, .O., m, where Qi =l, ..*, m, Qil’ Pi2 if il< i2, andQifir+ 1. 

Now we also have that 

0 . . . Q14k 

= ‘J$+Q--l ’ (6) 

and we recall that 

‘4kr+Q-1 = SQI;I CD... @I;@ 14k +I@... @14k +Q-I 
r r l 

Thus, if 2 5 Q < 4k,+I - 4kr , S4k +Q 
r - 

I contains a nontrivial part of Ii+I. The 

statements (5) and (6) are, therefore, not compatible for 2 5 Q 5 4kr+l - 4kr 

because no Qi in the direct sum in (5) can take the value r+l, and we have a 

contradiction. 

Hence, there are no maximizing subspaces for the 14k +.Q integration rela- 
r 

tive to s4k +Q -1 after performing the 14k +Q+l 0.. . Q 14k-integration other than 
r r 

S 
4kr+Q l Thus ’ 

p4kr+Q = 1 for r=O,l ,a**, m-1, p =3, , . . . . 4k,+I -4k . r 
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Therefore, we have that 

4k m-l 

4 

4kr+1m4kr 

c Pj = 
j=l r=O 

‘4kr+l + c 
Q=2 

‘4kr +Q 

m-l 
= 

U 
4k r+l - 4kr + 9 

r==O 

E. An Asymptotic Theorem for Self-Energy Graphs 

We now turn to the case of an arbitrary photon or electron self-energy 

graph of electrodynamics . 

Definition: The order of a self-energy graph is defined as the number of vertex 

points in the graph. With this definition, the order of a photon or electron self- 

energy graph is always an even number, 

For photon self-energy graphs, we have the following theorem: 

Theorem 6: Any n-th order photon self -energy graph with m irreducible 

insertions (m ,< n/2) has asymptotic coefficients 

where q is the momentum of the photon. 

Proof: The fact that aI({q}) = 2 follows directly from Theorem 1. 

Consider a photon self-energy graph with m irreducibie insertions. Using 

Lemma 6, the counting technique for determining the degree of divergence of a sub- 

graph, Theorem 4, and Theorem 5, we obtain 
4k 

max Pts’) + c pj -4k 
S’EM j=l 

= 6 + 4k+m-4k 

= m. I 
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Thus, the logarithmic asymptotic coefficient of the graph shown in Fig. 2(a) 

is 
PO 0 I q 

= 2, and the logarithmic asymptotic coefficient of the graph shown in 

Fig. 209 is PI (@I) = 3. However, the graph shown in Fig. 2(c) has the logar - 

ithmic asymptotic coefficient pI({q)) = 2 due to the irreducibility of the vertex 

insertion shown in Fig. 3. 

An analogous theorem for electron self-energy graphs is the following: 

Theorem ‘7: Any n-th order electron self-energy graph with m irreducible in- 

sertions (m 5 n/2) has asymptotic coefficients 

o+ q =1 3 0 0 p (1 I q 1) 
=m, 

where q is the momentum of the electron. 

Theorem 7 for electron self -energy graphs is proved in exactly the same way 

as Theorem 6 for photon self-energy graphs. The only difference is that the maxi- 

mum degree of divergence of a subgraph is 1 instead of 2. 
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IV. SUMMARY AND CONCLUSIONS 

A. Conclusions About the Perturbation Expansion Parameter 

In Section III we show that if 

(a) the energy contours of the Feynman integral corresponding to a photon or 

electron self-energy graph are rotated from the real axis to the imaginary 

axis, and 

(b) the momentum q of the photon or electron is replaced by tq, where t 

is a real scalar, 

then the asymptotic behavior of the photon or electron self -energy graph as t -+oo 

is given by 

CP (log t)p , 

where c is a constant, cr=l for electron self-energy graphs and 2 for photon 

self-energy graphs, and ,8 = m, the number of irreducible insertions in the graph. 

For a given order n, the maximum value of the logarithmic asymptotic coefficient 

p is n/2. Consequently, in a perturbation expansion of the total photon propagator 

or electron propagator, we would expect the expansion parameter to involve, not 

only the square of the charge e2, but the quantity 

e2 log 2. 
A2 ’ 

where renormalization is carried out by subtracting at the point q2 = A2< 0. 

In perturbation expansions and renormalization group arguments, one usually 

assumes that the expansion paramter is e2 log (q2/n2). (See, for example, Bjorken 

and Drell, 
6 Bogoliubov and Shirkov , 7 and Landau. 8, That this assumption is the 

correct one is supported by our results. 

B. Summing Different Graphs 

Although the maximum value of the logarithmic asymptotic coefficient p for 

n-th order self-energy graphs is n/2, it may be that the sum of all the n-th order 
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graphs has a logarithmic asymptotic coefficient less than n/2. For example, 

consider the three fourth order photon self energy graphs shown in Fig. 4. Each 

one of these graphs has logarithmic asymptotic coefficient p = 2, but when the three 

graphs are summed together, the log2 (q2/h2) terms cancel (see Bjorken and Drell’). 

Thus, the total fourth -order photon propagator has logarithmic asymptotic coeffi- 

cient p = 1. 

The arguments of the renormalization group predict this cancellation at lens!. 

for the fourth-order and sixth-order graphs in the perturbation expansion of the 

photon propagator (cf. , Bjorken and Drell, 6 Bogoliubov and Shirkov7),and pc+l:Ips 

a similar cancellation occurs for the graphs of other orders. (There is, of cr)urse: 

no cancellation for the single second-order self-energy graph. ) This question is 

unanswered by our results as they stand. We are able to give the asymptotic be- 

havior of any self -energy graph of arbitrary order, but we do so without regard 

for multiplicative constants. 

The problem of summing and determining asymptotic estimates for the entire 

perturbation expansion remains open. In the first place, it is not even clear that 

the perturbation series of quantum electrodynamics actually converge. Assumikl!; 

they do converge, it may turn out that the individual terms have an asymptotic 

behavior quite unlike that of their sum. 

C. Graphs Other Than Self-Energy Graphs; The Problem of Unphysical Momenta -. 

We point out that the general theorems of Section II and the theorems about. 

maximizing subspaces in Section III are applicable to any convergent Feynman 

integral. Although we have concentrated on self-energy graphs, one could ju::t ;FS 

well determine the asymptotic behavior of a graph like that shown in Fig. 5, a 

contribution to eighth-order electron-proton scattering. Three of the four extcrna I 

momenta are independent, say PI, p2, and pi . Therefore, the asymptotic bc.- 

havior of this graph will depend upon which subset of pl, p2, and $ becomes 1;) t-&f 
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In all of these results there remains one undesirable feature, the necessity 

of performing energy contour rotations in order to avoid the singularities associated 

with the hyperbolic metric. Quantities of the type p2 2 -m2 -p6 -p: -pg -pi -m2, 

where m is a constant, appear in the denominators of Feynman integrals; however, 

if the energy contours can be rotated from the real up to the imaginary axis 

(p -ipo), 
0 

then the expression p2 - m2 never vanishes. 

By performing this rotation, we are restricting ourselves to unphysical mo- 

menta. It would be useful to determine the asymptotic behavior of graphs like that 

shown in Fig. 5 when a certain subset of the external momenta remain on the mass 

shell while others become large. In other words, one would like to apply asymptotic 

estimates to real physical experiments. This more difficult problem is not yet solved. 
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V. APPENDIX 

In this appendix, we prove a statement which was used in the proof of Lemma 4. 

Let S and I be two subspaces of R” whose direct sum S 0 I is R”. 

Proposition A. 1: Let S1 and S2 be two different subspaces of Rn satisfying 

h(I) Si = S, i =1,2, where A (I) is the operation of projection along the sub- 

space I, and suppose that dim I >1. Then there exists a one-dimensional sub- 

space J1 of I such that A (J2) S1 # A (J2)S2 , where J2 is the orthogonal 

complement of J1 in I(1 = J1 @ J2). 

The proof of this proposition will follow from the next three lemmas. 

If (T is a point in S, we let 

n (1)-l a = X:XE R n 
, A(I)X = U . 

> 

Lemma A. 1: Suppose A(I)Si = S, i = 1,2. Then Sl = S2 if and only if 

n(I)% ns, = h (1)-l u n s2 for all CTE S . 

Pr.oof: Since A (I) Si = S , then Si = cysA(I)-lv n si , i =1,2. If S1=S2, 
1 1 

then clearly 

A(I)% n s1 = A (I)% n s2 for all oe S. 

Conversely, if A (I)-1a n Sl = A(I)% n s2 for all u E S, then we obviously 

have S1 = S2 because S. = U 
1 CC’S 1 

*(I)-~G n si , i = 1,2. 1 
> 

Lemma A.2: Suppose o E S and ~(1)s. =S, i = 1,2. Then 
1 

A(I)% n s1 = A (I).% n s2 
if, and only if, 

A(S) A(I)% n s 
{ 

1 >= n(s){tiI)% n s2}- 

Proof: If n(I)-1c n S1 = R(I)% n s2, then clearly 

A (s) R (I)% n s 1 ,} = h(S) (A(I)% n S2}. 
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Conversely, suppose that A(S) h(I)-‘u I! S 
1 

1) = h(s) (A (rj% n s2} . 

IJet x E A (I)% n sl. Then x has the same S-coordinates as c. Now 

A (s) x E h(S) h(I)% n s 
1 

l} = fi(s)(a(q% n sz). 

Thus, there exists a point y E n(I)-IV n S2 such that A(S)y = A(S)x. Since 

4 E A(I)% n s2, y has the same S-coordinates as o and hence as x. Since 

,4(S)y = A(S)x, y has the same I-coordinates as x. Consequently, x = y and so 

x E ,qq% n s2. Thus, we have that A(I)-10 n SI c A(I)-10- n s2. A similar 

argument gives containment the other way. 1 

Now suppose that dim I = k and write 

I = I,@... @Ik, 

s = Ik+p... @In, 

where each of the component subspaces Ii, j = 1, . . . , n, is one-dimensional. 

Lemma A. 3: Let Ij be one of the component subspaces of I; that is take 

j =l, . . . . k. Let So be a subspace of Rn for which -A(I = S. 

Then for any c E S, 

~(1~) A (I)% n so = 
1 > 1 h(Ij) n(I)% 

> 
n n(Ij)So . 

We remark that, in general, if f maps X into Y ,and A and B are two subsets 

of X, then 

f(A n B) c f(A) n f(B). 

Lemma A. 3 says that, in our special case, we actually have equality. 

Proof: Let x E A(Ij) A(I)-la n So}. 
1 

Then there exists a point y E A(I)-lo n So 

such that A(Ij)y = x. We have 

(i) y E *(I)-lcr , 

(ii) yes 0 ’ 

(iii) A (Ij)y = x . 
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Now (i) and (ii) imply that x E A (Ij) A (I)-‘g , and (ii) and (iii) imply that 

x ’ A(Ij)‘O ’ Thus x E (A(Ij)A(I)%j f7 A(I . 

Conversely, suppose that x E { A(Ij) A (I)..lr} n A(Ij) So. Then x e h(Ij) A(1 )-‘a 

and x E A(I . Since x E A(Ij;So , there exists a point z E So such that 

A(Ij) z =x. Then 

A(I)Z = n(IQ **a .dL(Ik)R(Ij)Z 

= A($) l *a A(Ij)... A(Ik)X, 

where the hat over A (Ij) means that A (Ij) does not appear in the product. But 

since x E A (Ij) A (I)-‘0; we have that A (1)~ = U, and so z E A (I)-‘0. Thus, 

z E A (I)% n So and X = A(Ij)Z E A(Ij) A (I)% I-l So . 
1 > 1 

We can now prove the proposition. 

Proof of Proposition A. 1: Since SI # S2 and A (I) Si = S, i = 1,2, Lemmas 

A. 1 and A. 2 imply that there exists a point (TE S such that 

A(S) A(I)% n S1 j f A(S) {A(I) 
-1 t m S2,. 

Thus, there exists a point 

x E A(S) 
1 

A(I)% (7 SI but X # A(S) A(I)-Io n S2 
{ 

(or vice versa). 

We can, therefore, find a point y E A(S) { A(I)-‘a n S2 } such that the Ij-component 

of x is not equal to the Ij-component of y for some j = 1, . . D , k . 

Now consider S CD I. . Since the Ij-components of x and y are unequal. 

A (Ik’ A (S) {A(I)% n sl> 

# A(1,) l . l @ l l l A(~) A(S) ( n(I)% n S2 > 

or 

A (S) AU,) ’ * l @ . . .- A (I$ {A(I)% n S1} 

0. 
# A(S)R(I1) .‘* A(Ij) “’ A (Ik, {A(I)% I’\ S2 } . 
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Using Lemma A. 3, 

Ry Lemmas A. 1 and A. 2 again, this last statement implies that 

/r\ 
A$) . . l A(Ij) . . . A($)S1 f AtI+ . . . @ -a l AVk)S2 

0 r 

A($@... +... @$& # A($@... a+.. OkjS2. 

Therefore, we can take J1 = I. and 
J 

J2 =I1@... G+... OIk .[ 
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