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## I. INTRODUCTION

As we have already seen [2], one of our main problems can be described in the following way: Suppose $G$ and $\underset{\sim}{L}$ are Lie algebras, with $\phi$ a homomorphism of $\underset{\sim}{G}$ to $\underset{m}{L}$. It it possible to "deform" these structures in the sense of defining:
a. A Lie algebra structure $[\mathrm{X}, \mathrm{Y}]_{\lambda}$ on G varying with the parameter $\lambda$, reducing to the given Lie algebra when $\lambda=0$.
b. A one-parameter family of linear maps $\phi_{\lambda}: G_{N} \rightarrow L_{N}$, each of which is a homomorphism of the $[,]_{\lambda}$ Lie algebra structure on $G$.

Thednonu-Wigner idea of "contraction" of Lie algebras and representations and the Gell-Mann method of "expanding" representations both suggest that this is the fundamental problem.

In this paper, we shall develop the full algebraic formalism necessary to discuss this deformation problem. As can be seen from Ref. 4, this necessitates studying the "multiplicative" structure on the cochains associated with Lie algebra cohomology. We have delayed presenting this theory because of its complexity, but in this paper we can present a relatively simple independent exposition, and show how it is applied to the interesting deformation problems in a straightforward way. There is considerable overlap in results with work done by A. Nijenhuis and R. Richardson $[5,6,9,10]$. However, the methods presented here are perhaps better adapted to the explicit calculations that are necessary to apply the theory to interesting problems of group representations and differential geometry.

It is extremely interesting to notice that our basic problem (deforming Lie algebras and their representations) and that of K. Kodaira and D. C. Spencer [ 3,11$]$ on deformation of differential geometric structures are basically the same. We
will present some work designed to show this connection, without getting involved with the full detail of this.

I would like to thank P. Griffiths and R. Richardson with whom I have had many conversations about the material presented here on deformations.

## II. THE MULTIPLICATIVE STRUCTURE ON COCHAINS

Let $\underset{w}{G}$ be a Lie algebra. Suppose $\mathrm{V}_{1}, \mathrm{~V}_{2}$ and $\mathrm{V}_{3}$ are vector spaces, and that $\phi_{1}, \phi_{2}, \phi_{3}$ are representations of $G$ by linear transformations of $V_{1}$, $\mathrm{V}_{2}, \mathrm{~V}_{3}$, respectively. Suppose also that $\alpha: \mathrm{V}_{1} \times \mathrm{V}_{2} \rightarrow \mathrm{~V}_{3}$ is a bilinear map, commuting with the action of G , i.e.,

$$
\phi_{3}(\mathrm{X})\left(\alpha\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right)\right)=\alpha\left(\phi_{1}(\mathrm{X}) \mathrm{v}_{1}, \mathrm{v}_{2}\right)+\alpha\left(\mathrm{v}_{1}, \phi_{2}(\mathrm{X}) \mathrm{v}_{2}\right) \text { for } \mathrm{X} \in \mathrm{G}_{2} \mathrm{v}_{1} \in \mathrm{~V}_{1}, \mathrm{v}_{2} \in \mathrm{~V}_{2}
$$

 in these three representations. (At this point, we will need the notations and concepts of Lie algebra cohomology theory as presented in (2) Part II.) Our aim is to show that $\alpha$ induces a bilinear map, which we also denotc by $\alpha$, of $C^{r}\left(\phi_{1}\right) \times C^{s}\left(\phi_{2}\right) \rightarrow C^{r+s}\left(\phi_{3}\right)$, for each pair $(r, s)$ of non-negative integers. Now, for $\mathrm{L}=\mathrm{s}=0, \mathrm{C}^{\mathrm{r}}\left(\phi_{1}\right)=\mathrm{V}_{1}, \quad \mathrm{C}^{\mathrm{s}}\left(\phi_{1}\right)=\mathrm{V}_{2}, \quad \mathrm{C}^{\mathrm{r}+\mathrm{S}}\left(\phi_{3}\right)=\mathrm{V}_{3}$. We require in this case that $\alpha$ be the same as the map we are given. We will now proceed by induction on $(\mathrm{r}+\mathrm{s})$, assuming that $\alpha$ is defined on $\mathrm{C}^{\mathrm{r}^{\prime}} \times \mathrm{C}^{\mathrm{s}^{\prime}}$, for $r^{\prime}+s^{\prime}<r+s$, and show that it can be well-defined on $C^{r} \times C^{s}$. For this purpose, we "postulate" the following law connecting the multiplication and the operation of contraction by an element of $G$.

$$
\left.\mathrm{X} \downharpoonleft \alpha\left(\omega_{1}, \omega_{2}\right)=\alpha(\mathrm{X}\rfloor \omega_{1}, \omega_{2}\right)+(-1)^{\mathrm{r}} \alpha\left(\omega_{1}, \mathrm{X} \downharpoonleft \omega_{2}\right)
$$

for

$$
\mathrm{X} \in \mathrm{G}, \omega_{1} \in \mathrm{C}^{\mathrm{r}}\left(\phi_{1}\right), \omega_{2} \in \mathrm{C}^{\mathrm{s}}\left(\phi_{1}\right)
$$

Following a pattern established earlier, this rule enables us to define $\alpha\left(\omega_{1}, \omega_{2}\right)$ by induction on $r+s$.

$$
\begin{gathered}
\left.\left.\alpha\left(\omega_{1}, \omega_{2}\right)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}}\right)=\mathrm{X}_{1}\right\lrcorner \alpha\left(\omega_{1}, \omega_{2}\right)\left(\mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}}\right)=\alpha\left(\mathrm{X}_{1}\right\lrcorner \omega_{1}, \omega_{2}\right)\left(\mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}}\right) \\
+(-1)^{\mathrm{r}} \alpha\left(\omega_{1}, \mathrm{X}_{1} \downharpoonleft \omega_{2}\right)\left(\mathrm{X}_{2}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}}\right) \text { for } \mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}} \in \mathrm{G}_{w+}
\end{gathered}
$$

We must show that $\alpha\left(\omega_{1}, \omega_{2}\right)$ actually is a cochain, i.e., depends skewsymmetrically on $X_{1}, \ldots, X_{r+s}$. The abve formula (and the induction hypothesis) makes it obvious that it depends skew-symmetrically on $X_{3}, \ldots, X_{r+s}$. We must consider interchange of $X_{1}$ and $X_{2}$.
$\alpha\left(\omega_{1}, \omega_{2}\right)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}}\right)=\mathrm{X}_{2} \downharpoonleft \alpha\left(\mathrm{X}_{1} \downharpoonleft \omega_{1}, \omega_{2}\right)+(-1)^{\mathrm{r}} \mathrm{X}_{2} \downharpoonleft \alpha\left(\omega_{1}, \mathrm{X}_{1} \downharpoonleft \omega_{2}\right)\left(\mathrm{X}_{3}, \ldots, \mathrm{X}_{\mathrm{r}+\mathrm{s}}\right)$
$=\alpha\left(\dot{\mathrm{X}}_{2} \downharpoonleft \mathrm{X}_{1} \downharpoonleft \omega_{1}, \omega_{2}\right)+(-1)^{\mathrm{r}-1} \alpha\left(\mathrm{X}_{1} \downharpoonleft \omega_{1}, \mathrm{X}_{2} \downharpoonleft \omega_{2}\right)$
$\left.\left.\left.+(-1)^{\mathbf{r}} \alpha\left(\mathrm{X}_{2}\right\rfloor \omega_{1}, \mathrm{X}_{1}\right\lrcorner \omega_{2}\right)+(-1)^{2 \mathrm{r}} \alpha\left(\omega_{1}, \mathrm{X}_{2}\right\lrcorner \mathrm{X}_{1} ل \omega_{2}\right)$

$$
\left(x_{3}, \ldots, x_{r+s}\right)
$$

This makes it evident that the dependence on $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$ is also skewsymmetric.

Having defined $\alpha\left(\omega_{1}, \omega_{2}\right)$ so that Eq.(2.1) is satisfied, we must now investigate by the same sort of inductive reasoning how the other algebraic operations we have defined on cochains are compatible with this product. First, consider the Lie derivative:
$\mathrm{X} \alpha\left(\omega_{1}, \omega_{2}\right)=\alpha\left(\mathrm{X}\left(\omega_{1}\right), \omega_{2}\right)+\alpha\left(\omega_{1}, \mathrm{X}\left(\omega_{2}\right)\right)$ for $\omega_{1} \in \mathrm{C}^{\mathrm{r}}\left(\phi_{1}\right), \omega_{2} \in \mathrm{C}^{\mathrm{S}}\left(\phi_{2}\right), \mathrm{X} \in \mathrm{G}$

Proof Let $\mathrm{Y} \epsilon \mathrm{G}$. We must show that Y$\rfloor$ applied to both sides of Eq. (2.2) gives the same result, if it is assumed that Eq. (2.2) is true for cochain of lower degree. (Notice that for $r=s=0$, it just expresses the fact that $\alpha$ commutes with the action of $\mathrm{G}_{\boldsymbol{N}}$ )
$\left.\mathrm{Y} ل \mathrm{X} \alpha\left(\omega_{1}, \omega_{2}\right)=\mathrm{X}(\mathrm{Y}\rfloor \alpha\left(\omega_{1}, \omega_{2}\right)\right)-[\mathrm{X}, \mathrm{Y}] \downharpoonleft \alpha\left(\omega_{1}, \omega_{2}\right)=\mathrm{X}\left(\alpha(\mathrm{Y}\rfloor \omega_{1}, \omega_{2}\right)$

$$
\begin{aligned}
& \left.\left.\left.+(-1)^{\mathbf{r}} \alpha\left(\omega_{1}, \mathrm{Y}\right\rfloor \omega_{2}\right)\right)-\alpha([\mathrm{X}, \mathrm{Y}]\rfloor \omega_{1}, \omega_{2}\right)-(-1)^{\mathrm{r}} \alpha\left(\omega_{1},[\mathrm{X}, \mathrm{Y}] \downharpoonleft \omega_{2}\right) \\
= & \left.\left.\alpha\left([\mathrm{X}, \mathrm{Y}] \downharpoonleft \omega_{1}, \omega_{2}\right)+\alpha(\mathrm{Y}\rfloor \mathrm{X}\left(\omega_{1}\right), \omega_{2}\right)+\alpha(\mathrm{Y}\rfloor \omega_{1}, \mathrm{X}\left(\omega_{2}\right)\right) \\
& \left.\left.+(-1)^{\mathbf{r}} \alpha\left(\mathrm{X}\left(\omega_{1}\right), \mathrm{Y}\right\rfloor \omega_{2}\right)+(-1)^{\mathrm{r}} \alpha\left(\omega_{1},[\mathrm{X}, \mathrm{Y}]\right\rfloor \omega_{2}\right) \\
& \left.\left.+(-1)^{\mathrm{r}} \alpha\left(\omega_{1}, \mathrm{Y} \downharpoonleft \mathrm{X}\left(\omega_{2}\right)\right)-\alpha([\mathrm{X}, \mathrm{Y}]\rfloor \omega_{1}, \omega_{2}\right)-(-1)^{\mathrm{r}} \alpha\left(\omega_{1},[\mathrm{X}, \mathrm{Y}]\right\rfloor \omega_{2}\right) \\
= & \mathrm{Y}\rfloor\left[\alpha\left(\mathrm{X}\left(\omega_{1}\right), \omega_{2}\right)+\alpha\left(\omega_{1}, \mathrm{X}\left(\omega_{2}\right)\right)\right] \quad \text { q.e.d. }
\end{aligned}
$$

Now, turn to the following formula:
$\mathrm{d} \alpha\left(\omega_{1}, \omega_{2}\right)=\alpha\left(\mathrm{d} \omega_{1}, \omega_{2}\right)+(-1)^{\mathbf{r}} \alpha\left(\omega_{1}, \mathrm{~d} \omega_{2}\right)$ for $\omega_{1} \in \mathrm{C}^{\mathrm{r}}\left(\phi_{1}\right), \omega_{2} \in \mathrm{C}^{\mathrm{r}}\left(\phi_{2}\right)$.

Proof For $X \in G$
$\mathrm{X}\rfloor_{\mathrm{d}} \quad \alpha\left(\omega_{1}, \omega_{2}\right)=\mathrm{X}\left(\alpha\left(\omega_{1}, \omega_{2}\right)\right)-\mathrm{d}\left(\mathrm{X} I_{\left.\alpha\left(\omega_{1}, \omega_{2}\right)\right)=\text {, using that Eq. (2.3) is true }}\right.$ for forms of total degree less than $r+s$,

$$
\begin{aligned}
\alpha\left(\mathrm{X}\left(\omega_{1}\right), \omega_{2}\right)+ & \left.\left.\alpha\left(\omega_{1}, \mathrm{X}\left(\omega_{2}\right)\right)-\mathrm{d}\left(\alpha(\mathrm{X}\rfloor \omega_{1}, \omega_{2}\right)+(-1)^{\mathrm{r}} \alpha\left(\omega_{1}, \mathrm{X}\right\rfloor \omega_{2}\right)\right) \\
= & \left.\alpha\left(\mathrm{X}\left(\omega_{1}\right), \omega_{2}\right)+\alpha\left(\omega_{1}, \mathrm{X}\left(\omega_{2}\right)\right)-\alpha\left(\mathrm{d}(\mathrm{X}\rfloor \omega_{1}\right), \omega_{2}\right) \\
& \left.\left.-(-1)^{\mathbf{r}-1} \alpha\left(\mathrm{X} \downharpoonleft \omega_{1}, \mathrm{~d} \omega_{2}\right)-(-1)^{\mathrm{r}}\left(\alpha\left(\mathrm{~d} \omega_{1}, \mathrm{X}\right\rfloor \omega_{2}\right)-\alpha\left(\omega_{1}, \mathrm{~d}(\mathrm{X}\rfloor \omega_{2}\right)\right)\right) \\
= & \left.\left.\left.\alpha(\mathrm{X}\rfloor \mathrm{d} \omega_{1}, \omega_{2}\right)+\alpha\left(\omega_{1}, \mathrm{X}\right\rfloor \mathrm{d} \omega_{2}\right)+(-1)^{\mathrm{r}} \alpha(\mathrm{X}\rfloor \omega_{1}, \mathrm{~d} \omega_{2}\right) \\
& \left.-(-1)^{\mathbf{r}} \alpha\left(\mathrm{d} \omega_{1}, \mathrm{X}\right\rfloor \omega_{2}\right)=\mathrm{X} \downharpoonleft\left(\alpha\left(\mathrm{~d} \omega_{1}, \omega_{2}\right)+(-1)^{\mathrm{r}} \alpha\left(\omega_{1}, \mathrm{~d} \omega_{2}\right)\right)
\end{aligned}
$$

This proves Eq. 2.3.
Equation 2.3 indicates that the map $\alpha$ on cochains induces a bilinear map (that we also denote by $\alpha$ ) on cohomology classes, $\alpha: \mathrm{H}^{\mathrm{r}}\left(\phi_{1}\right) \times \mathrm{H}^{\mathrm{S}}\left(\phi_{2}\right) \rightarrow \mathrm{H}^{\mathrm{r}+\mathrm{S}}\left(\phi_{3}\right)$. Suppose that $\omega_{1}$ and $\omega_{2}$ are cocycles belonging to given cohomology classes $\bar{\omega}_{1}$ and $\bar{\omega}_{2}$. Put $\alpha\left(\bar{\omega}_{1}, \bar{\omega}_{2}\right)=\overline{\alpha\left(\omega_{1}, \omega_{2}\right)}$. We must verify several facts to make this definition legitimate:
$\mathrm{d}\left(\alpha\left(\omega_{1}, \omega_{2}\right)\right)=0$, i.e., $\alpha\left(\omega_{1}, \omega_{2}\right)$ is a cycle. (This follows from Eq. (2.3).)

If $\omega_{1}$ and $\omega_{2}$ are replaced by $\omega_{1}^{\prime}$ and $\omega_{2}^{\prime}$ in the same cohomology class, then

$$
\overline{\alpha\left(\omega_{1}, \omega_{2}\right)}=\overline{\alpha\left(\omega_{1}^{\prime}, \omega_{2}^{\prime}\right)}
$$

For the proof, notice that:

$$
\alpha\left(\mathrm{d} \theta_{1}, \omega_{2}\right)=\mathrm{d} \alpha\left(\theta_{1}, \omega_{2}\right)-(-1)^{\mathrm{r}-1} \alpha\left(\theta_{1}, \mathrm{~d} \omega_{2}\right)=\mathrm{d} \alpha\left(\theta_{1}, \omega_{2}\right), \text { i.e., } \overline{\alpha\left(\mathrm{d} \theta_{1}, \omega_{2}\right)}=0
$$

Thus,

$$
\alpha\left(\omega_{1}, \omega_{2}\right)=\alpha\left(\omega_{1}-\omega_{1}^{\prime}, \omega_{2}-\omega_{2}^{\prime}\right)+\alpha\left(\omega_{1}^{\prime}, \omega_{2}\right)+\alpha\left(\omega_{1}, \omega_{2}^{!}\right)-\alpha\left(\omega_{1}^{\prime}, \omega_{2}^{\prime}\right), \text { hence } 2.4 .
$$

Finally, let us suppose that $\mathrm{V}_{1}=\mathrm{V}_{2}=\mathrm{V}$ that $\phi_{1}=\phi_{2}=\phi$, and that $\alpha\left(v_{1}, v_{2}\right)=c \alpha\left(v_{2}, v_{1}\right)$ for $v_{1}, v_{2} \in V$, where $c$ is constant independent of $v_{1}$ and $v_{2}$.

Then we have:

$$
\alpha\left(\omega_{1}, \omega_{2}\right)=(-1)^{\mathrm{rs}} \mathrm{c} \alpha\left(\omega_{2}, \omega_{1}\right) \text { for } \omega_{1} \in \mathrm{c}^{\mathrm{r}}(\phi), \omega_{2} \in \mathrm{c}^{\mathrm{s}}(\phi)
$$

Proof Again, by induction on ( $\mathrm{r}+\mathrm{s}$ ).

$$
\begin{aligned}
\mathrm{X} \downharpoonleft \alpha\left(\omega_{1}, \omega_{2}\right)= & \left.\alpha\left(\mathrm{X} \downharpoonleft \omega_{1}, \omega_{2}\right)+(-\mathrm{i})^{\mathrm{r}} \alpha\left(\omega_{1}, \mathrm{X} \downharpoonleft \omega_{2}\right)=(-1)^{(\mathrm{r}-1) \mathrm{s}} \mathrm{c} \alpha\left(\omega_{2}, \mathrm{X}\right\rfloor \omega_{1}\right) \\
& \left.+(-1)^{\mathrm{r}+\mathrm{r}(\mathrm{~s}-1)} \mathrm{c} \alpha(\mathrm{X}\rfloor \omega_{2}, \omega_{1}\right)=(-1)^{\mathrm{rs}} \mathrm{c}\left((-1)^{\mathrm{s}} \alpha\left(\omega_{2}, \mathrm{X}\right\rfloor \omega_{1}\right) \\
& \left.+\alpha\left(\mathrm{X} \downharpoonleft \omega_{2}, \omega_{1}\right)\right)=(-1)^{\mathrm{rs}} \mathrm{cX} \downharpoonleft \alpha\left(\omega_{2}, \omega_{1}\right) \quad \text { q.e.d. }
\end{aligned}
$$

The general problem inherent in Eq. (2.5) is that of determining how algebraic relations among the representations of $\mathbb{g}_{\mathrm{g}}$ used to define cochains induce algebraic relations among the cochains themselves. Let us turn to another example of this that is of interest in the application of Lie algebra cohomology to deformation problems, namely that related to "associative" laws.

Suppose we are given five vector spaces $V_{1}, \ldots, V_{5}$ with representations $\phi_{1}, \ldots, \phi_{5}$ of $G$ on each.

Consider bilinear maps

$$
\alpha: \mathrm{V}_{1} \times \mathrm{V}_{2} \rightarrow \mathrm{~V}_{3} ; \beta: \mathrm{V}_{3} \times \mathrm{V}_{4} \rightarrow \mathrm{~V}_{5}
$$

Form $\beta\left(\alpha\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right), \mathrm{v}_{4}\right),\left(\mathrm{v}_{1}, \ldots, \mathrm{v}_{5}\right.$ are typical elements of $\left.\mathrm{v}_{1}, \ldots, \mathrm{v}_{5}\right)$. Similarly, form $\beta^{\prime}\left(\mathrm{v}_{1}, \alpha^{\prime}\left(\mathrm{v}_{2}, \mathrm{v}_{4}\right)\right)$ and $\beta^{\prime \prime}\left(\mathrm{v}_{2}, \alpha^{\prime \prime}\left(\mathrm{v}_{1}, \mathrm{v}_{4}\right)\right)$, where the following bilinear maps have the following domains and ranges:

$$
\begin{array}{ll}
\alpha^{\prime}: \mathrm{V}_{2} \times \mathrm{V}_{4} \rightarrow \mathrm{~V}_{3} ; & \beta^{\prime}: \mathrm{V}_{1} \times \mathrm{V}_{3} \rightarrow \mathrm{~V}_{5} \\
\alpha^{\prime \prime}: \mathrm{V}_{1} \times \mathrm{V}_{4} \rightarrow \mathrm{~V}_{3} ; & \beta^{\prime \prime}: \mathrm{V}_{2} \times \mathrm{V}_{3} \rightarrow \mathrm{~V}_{5}
\end{array}
$$

Suppose now that all these bilinear maps commute with the action of. G , and that the following relations hold:

$$
\beta\left(\alpha\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right), \mathrm{v}_{4}\right)=\mathrm{a} \beta^{\prime}\left(\mathrm{v}_{1}, \alpha^{\prime}\left(\mathrm{v}_{2}, \mathrm{v}_{4}\right)\right)+\mathrm{b} \beta^{\prime \prime}\left(\mathrm{v}_{2}, \alpha^{\prime \prime}\left(\mathrm{v}_{1}, \mathrm{v}_{4}\right)\right)
$$

where $a$ and $b$ are scalar constants.
Our problem is to find if there is a relation similar to Eq. 2.6 among cochains. Suppose then that:

$$
\omega_{1} \in \mathrm{c}^{\mathrm{r}}\left(\phi_{1}\right), \omega_{2} \in \mathrm{c}^{\mathrm{s}}\left(\phi_{2}\right), \omega_{4} \in \mathrm{c}^{\mathrm{t}}\left(\phi_{4}\right)
$$

Based on our acquired experience with this sort of thing, let us try to prove the following law as the extension of Eq. (2.6) to cochains:

$$
\beta\left(\alpha\left(\omega_{1}, \omega_{2}\right), \omega_{4}\right)=\mathrm{a} \beta^{\prime}\left(\omega_{1}, \alpha^{\prime}\left(\omega_{2}, \omega_{4}\right)\right)+(-1)^{\mathrm{rs}}{\mathrm{~b} \beta^{\prime \prime}}\left(\omega_{2}, \alpha^{\prime \mathrm{n}}\left(\omega_{1}, \omega_{4}\right)\right)
$$

As before, we apply X$\rfloor$ to both sides of Eq. 2.7, where $X \in \mathrm{G}_{\mathrm{W}}$ with Eq. (2.6) starting off the induction.

$$
\begin{aligned}
\mathrm{X} \downharpoonleft \beta\left(\alpha\left(\omega_{1}, \omega_{2}\right), \omega_{4}\right)= & \beta\left(\mathrm{X} \downharpoonleft \alpha\left(\omega_{1}, \omega_{2}\right), \omega_{4}\right)+(-1)^{\mathrm{r}+\mathrm{s}} \beta\left(\alpha\left(\omega_{1}, \omega_{2}\right), \mathrm{X} \downharpoonleft \omega_{4}\right) \\
= & \left.\left.\beta\left(\alpha(\mathrm{X}\lrcorner \omega_{1}, \omega_{2}\right), \omega_{4}\right)+(-1)^{\mathrm{r}} \beta\left(\alpha\left(\omega_{1}, \mathrm{X}\right\lrcorner \omega_{2}\right), \omega_{4}\right) \\
& \left.+(-1)^{\mathrm{r}+\mathrm{s}} \beta\left(\alpha\left(\omega_{1}, \omega_{2}\right), \mathrm{X}\right\rfloor \omega_{4}\right) \\
= & , \text { using Eq. (2.7), }
\end{aligned}
$$

$$
\begin{aligned}
\left.\mathrm{a} \beta^{\prime}(\mathrm{X}\lrcorner_{\omega_{1}}, \alpha^{\prime}\left(\omega_{2}, \omega_{4}\right)\right) & \left.+(-1)^{(\mathrm{r}-1) \mathrm{s}} \mathrm{~b} \beta^{\prime \prime}\left(\omega_{2}, \alpha^{\prime \prime}(\mathrm{X}\rfloor_{1}, \omega_{4}\right)\right) \\
& +(-1)^{\mathrm{r}}\left(\mathrm{a} \beta^{\prime}\left(\omega_{1}, \alpha^{\prime}(\mathrm{X}\lrcorner_{\omega_{2}}, \omega_{4}\right)\right)+(-1)^{\left.\left.\mathrm{r}(\mathrm{~s}-1)_{\mathrm{b}} \beta^{\prime}(\mathrm{X}\lrcorner_{\omega_{2}}, \alpha^{\prime \prime}\left(\omega_{1}, \omega_{4}\right)\right)\right)} \\
& \left.+(-1)^{\mathrm{r}+\mathrm{s}}\left(\mathrm{a} \beta^{\prime}\left(\omega_{1}, \alpha^{\prime}\left(\omega_{2}, \mathrm{X} \omega_{4}\right)\right)+(-1)^{\mathrm{rs}}{ }_{\mathrm{b} \beta^{\prime}}\left(\omega_{2}, \alpha^{\prime \prime}\left(\omega_{1}, \mathrm{X}\right\rfloor_{\omega_{4}}\right)\right)\right)
\end{aligned}
$$

Now

$$
\begin{aligned}
\mathrm{X}\rfloor \beta^{\prime}\left(\omega_{1}, \alpha^{\prime}\left(\omega_{2}, \omega_{4}\right)\right)= & \left.\left.\beta^{\prime}(\mathrm{X}\rfloor \omega_{1}, \alpha^{\prime}\left(\omega_{2}, \omega_{4}\right)\right)+(-1)^{\mathrm{r}} \beta^{\prime}\left(\omega_{1}, \mathrm{X}\right\rfloor \alpha^{\prime}\left(\omega_{2}, \omega_{4}\right)\right) \\
= & \left.\left.\beta^{\prime}(\mathrm{X}\rfloor \omega_{1}, \alpha^{\prime}\left(\omega_{2}, \omega_{4}\right)\right)+(-1)^{\mathrm{r}} \quad \beta^{\prime}\left(\omega_{1}, \alpha^{\prime}(\mathrm{X}\rfloor \omega_{2}, \omega_{4}\right)\right) \\
& \left.\left.+(-1)^{\mathbf{s}} \beta^{\prime}\left(\omega_{1}, \alpha^{\prime}\left(\omega_{2}, \mathrm{X}\right\rfloor \omega_{4}\right)\right) \quad \mathrm{X}\right\rfloor \beta^{\prime \prime}\left(\omega_{2}, \alpha^{\prime \prime}\left(\omega_{1}, \omega_{4}\right)\right) \\
= & \left.\left.\beta^{\prime \prime}(\mathrm{X}\rfloor \omega_{2}, \alpha^{\prime \prime}\left(\omega_{1}, \omega_{4}\right)\right)+(-1)^{\mathrm{s}} \beta^{\prime \prime}\left(\omega_{2}, \mathrm{X}\right\rfloor \alpha^{\prime \prime}\left(\omega_{1}, \omega_{4}\right)\right) \\
= & \left.\beta^{\prime \prime}(\mathrm{X}\rfloor \omega_{2}, \alpha^{\prime \prime}\left(\omega_{1}, \omega_{4}\right)\right)+(-1)^{\mathbf{s}}\left(\beta^{\prime \prime}\left(\omega_{2}, \alpha^{\prime \prime}(\mathrm{X}\rfloor \omega_{1}, \omega_{4}\right)\right) \\
& \left.\left.+(-1)^{\mathbf{r}} \beta^{\prime \prime}\left(\omega_{2}, \alpha^{\prime \prime}\left(\omega_{1}, \mathrm{X}\right\rfloor \omega_{4}\right)\right)\right)
\end{aligned}
$$

These identities prove Eq. (2.7).

## III. DEFORMATION OF LIE ALGEBRA HOMOMORPHISMS

We will now consider what is perhaps the simplest situation where one can see now the "multiplicative" structure of the cochain is related to deformation problems. Suppose that $G_{\text {Gn }}$ and ${\underset{W}{u}}$ are Lie algebras, and that $\lambda \rightarrow \phi_{\lambda}$ is a one-parameter family of Lie algebra homomorphisms from $G$ to $L$. Suppose that:

$$
\phi_{\lambda}(\mathrm{X})=\sum_{\mathrm{j}=0}^{\infty} \omega_{\mathrm{j}}(\mathrm{X}) \lambda^{\mathrm{j}}
$$

Let $\phi^{\prime}$ be the following representation of $G$ by linear transformations on $L_{\text {un }}$ :

$$
\phi^{\prime}(\mathrm{X})(\mathrm{A})=\left[\phi_{o}(\mathrm{X}), \mathrm{A}\right] \text { for } \mathrm{X} \in \mathrm{G}_{\mathrm{m}}, \quad \mathrm{~A} \in \mathrm{~L} .
$$

Then, each $\omega_{j}(X)$, for $j \geq 1$, defines a 1 - cochain of ${\underset{m}{w}}_{G}$ with coefficients defined by the representation $\phi^{\prime}$. Let us examine the conditions determined by the condition that each $\phi_{\lambda}$ be a Lie algebra homomorphism.

$$
\begin{align*}
\phi_{\lambda}([\mathrm{X}, \mathrm{Y}])= & {\left[\phi_{\lambda}(\mathrm{X}), \phi_{\lambda}(\mathrm{Y})\right], \text { for } \mathrm{X}, \mathrm{Y} \in \mathrm{G}_{\mathrm{M}}, \text { or } } \\
\sum_{\mathrm{j}} \omega_{\mathrm{j}}([\mathrm{X}, \mathrm{Y}]) \lambda^{\mathrm{j}} & =\sum_{\mathrm{i}, \mathrm{j}}\left[\omega_{\mathrm{j}}(\mathrm{X}), \omega_{\mathrm{j}}(\mathrm{Y})\right] \lambda^{i+j}, \text { or } \\
\omega_{\mathrm{j}}([\mathrm{X}, \mathrm{Y}])= & \left.\sum_{\mathrm{k}=0}^{\mathrm{j}}\left[\omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}), \omega_{\mathrm{j}} \mathrm{Y}\right)\right]=\left[\phi_{0}(\mathrm{X}), \omega_{\mathrm{k}}(\mathrm{Y})\right] \\
& +\left[\omega_{\mathrm{k}}(\mathrm{X}), \phi_{\mathrm{o}}(\mathrm{Y})\right]+\sum_{\mathrm{k}=1}^{\mathrm{j}-1}\left[\omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}), \omega_{\mathrm{j}}(\mathrm{Y})\right]
\end{align*}
$$

Now

$$
\begin{aligned}
d \omega_{j}(\mathrm{X}, \mathrm{Y}) & =\phi^{\prime}(\mathrm{X})\left(\omega_{\mathrm{j}}(\mathrm{Y})\right)-\phi^{\prime}(\mathrm{Y})\left(\omega_{\mathrm{j}}(\mathrm{X})\right)-\omega_{\mathrm{j}}([\mathrm{X}, \mathrm{Y}]) \\
& =\left[\phi_{o}(\mathrm{X}), \omega_{\mathrm{j}}(\mathrm{Y})\right]-\left[\phi_{o}(\mathrm{Y}), \omega_{\mathrm{j}}(\mathrm{X})\right]-\omega_{\mathrm{j}}([\mathrm{X}, \mathrm{Y}])
\end{aligned}
$$

Hence, Eq. (3.1)can be rewritten as:

$$
d \omega_{j}(X, Y)+\sum_{k=1}^{j-1}\left[\omega_{k-j}(X), \omega_{j}(Y)\right]=0
$$

Now let $\alpha$ be the map: $\mathrm{L}_{2} \times \underset{\text { Lin }}{ }$ defined by: $\quad \alpha(\mathrm{A}, \mathrm{B})=[\mathrm{A}, \mathrm{B}]$.
Then,

$$
\begin{aligned}
\alpha\left(\omega_{k-j}, \omega_{j}\right)(X, Y) & \left.=X\rfloor_{\alpha\left(\omega_{k-j}\right.}, \omega_{j}\right)(Y)=\alpha\left(\omega_{k-j}(X), \omega_{j}\right)-\alpha\left(\omega_{k-j}, \omega_{j}(X)\right) \\
& =\alpha\left(\omega_{k-j}(X), \omega_{j}(Y)\right)-\alpha\left(\omega_{k-j}(Y), \omega_{j}(X)\right) \\
& =\left[\omega_{k-j}(X), \omega_{j}(Y)\right]-\left[\omega_{k-j}(Y), \omega_{j}(X)\right]
\end{aligned}
$$

Hence,
$\sum_{j=1}^{k-1} \alpha\left(\omega_{k-j}, \omega_{j}\right)(X, Y)=\left(\left[\omega_{k-j}(X), \omega_{j}(Y)\right]+\left[\omega_{j}(X), \omega_{k-j}(Y)\right]\right)=2 \sum\left[\omega_{k-j}(X), \omega_{j}(Y)\right]$

Thus, Eq.(3.2) can be rewritten as:

$$
\mathrm{d} \omega_{\mathrm{j}}+\frac{1}{2} \sum_{\mathrm{k}=1}^{\mathrm{j}-1} \alpha\left(\omega_{\mathrm{j}-\mathrm{k}}, \omega_{\mathrm{k}}\right)=0
$$

If all the data depends analytically on $\lambda$, then Eq. (3.3) gives the condition (for $\mathrm{j}=1,2, \ldots$, that $\lambda \rightarrow \phi_{\lambda}$ be, for each $\lambda$, an homomorphism.

Notice that Eq. 3.3, for $\mathrm{j}=1$, gives the condition we already know, namely $\mathrm{d} \omega_{1}=0$. As we have seen [2], the cohomology class determined by $\omega_{1}$ in $H^{1}(\phi)$ is the first "obstruction" to showing that each member of family $\lambda \rightarrow \phi_{\lambda}$ of homomorphisms is equivalent under the group of inner automorphisms of $L_{L}$ to $\phi_{O}$ itself. In fact, the known theorem [5] is that, if $G_{\text {Gut }}$ and $L_{\text {urt }}$ are finite dimensional, if $H^{1}\left(\phi^{\prime}\right)=0$, then $\phi_{\lambda}$ is equivalent to $\phi_{o}$ for $\lambda$ sufficiently small. The proof involves as its basic tool the implicit function theorem. It is sometimes possible to extend it to certain infinite dimensional situations by a judicious use of the implicit function theorem in Banach spaces.

However, the situation of main interest to us, where $\underset{\text { wis. }}{L}$ is the space of skewHermitian operators on a Hilbert space, does not seem readily amendable to such techniques. We will then present the primitive, but more explicit technique for carrying out such calculations.

Let $L$ be the group of inner automorphisms of $\mathcal{W} \cdot L$ is the group of transformations of $\mathrm{L}_{\mathrm{w}}$ generated by those of the form:
$\operatorname{Exp} A d A: B \rightarrow \operatorname{Exp} A d A(B)=\sum_{j=0}^{\infty} \frac{(A d A)^{j}}{j^{\prime}}(B)=B+\left[A, B I+\frac{1}{2}[A,[A, B]]+\ldots\right.$
where A and B are elements of L :
We now have:
Theorem 3.1 Suppose that $H^{1}\left(\phi^{\prime}\right)=0$. For any sequence $A_{1}, A_{2}, \ldots$ of elements of $L$, consider the following formulas:

$$
\phi_{\lambda}^{j}(X)=\operatorname{Exp}\left(\operatorname{Ad} \lambda^{j_{A}}\right) \ldots \operatorname{Exp}\left(\operatorname{Ad} \lambda A_{1}\right) \phi_{\lambda}(X), \phi_{\lambda}^{j}(X)=\sum_{k=0}^{\infty} \omega_{k}^{j}(X) \lambda^{j}
$$

Our assertion is that this sequence can be chosen so that

$$
\omega_{\mathrm{k}}^{\mathrm{j}}(\mathrm{X})=0 \text { for } 0<\mathrm{k} \leq \mathrm{j} \text {, all } \mathrm{Z} \in \mathrm{G}
$$

Proof Choose $A_{1}$ so that $\mathrm{dA}_{1}=\omega_{1}$. Then, for $X \in G$

$$
\begin{aligned}
\operatorname{Exp}\left(\operatorname{Ad} \lambda \mathrm{A}_{1}\right)\left(\phi_{0}+\omega_{1} \lambda+\ldots\right)(\mathrm{X})= & \left(1+\lambda \mathrm{AdA}_{1}+\ldots\right)\left(\phi_{0}+\omega_{1} \lambda+\ldots\right)(\mathrm{X}) \\
= & \phi_{0}(\mathrm{X})+\lambda\left(\left[\mathrm{A}_{1}, \phi_{0}(\mathrm{X})\right]+\omega_{1}(\mathrm{X})\right)+\ldots \\
= & \phi_{0}(\mathrm{X})+\lambda\left(\left[\mathrm{A}_{1}, \phi_{o}(\mathrm{X})\right]+\left[\phi_{0}(\mathrm{X}), \mathrm{A}_{1}\right]\right)+\ldots \\
= & \left.\phi_{0}(\mathrm{X})+\text { (terms involving } \lambda^{2}, \lambda^{3} ; \ldots\right) \\
& -11-
\end{aligned}
$$

Proceed by induction on $j$, assume that: $\phi_{\lambda}^{j}(X)=\phi_{o}(X)+\omega_{j}(X) \lambda^{j}+\ldots$ by 3.3, $\mathrm{d} \omega_{\mathrm{j}}=0$. Choose $\mathrm{A}_{\mathrm{j}}$ so that

$$
\mathrm{d} A_{\mathrm{j}}=\omega_{\mathrm{j}},
$$

again using the fact that $H^{2}\left(\phi^{\prime}\right)=0$.
Put $\quad \phi_{\lambda}{ }^{j+1}(X)=\operatorname{AdExp}\left(\lambda^{j} A_{j}\right)\left(\phi_{j}(X)\right)$

$$
\begin{aligned}
& =\left(1+\lambda^{j} A d A_{j}+\ldots\right)\left(\phi_{o}(X)+\omega_{j}(X) \lambda^{j}+\ldots 1\right. \\
& =\phi_{o}(X)+\lambda^{j}\left(\left[A_{j}, \phi_{o}(X)\right]+d A_{j}(X)\right)+\ldots \\
& \left.=\phi_{o}(X)+\text { (terms involving } \lambda^{j+1}, \ldots\right) \quad \text { q.e.d. }
\end{aligned}
$$

Theorem 3.1 is purely algebraic, of course. However, put

$$
g_{j}=\operatorname{Exp}\left(A d \lambda^{j} A_{j}\right) \ldots \operatorname{Exp}\left(\operatorname{Ad} \lambda A_{1}\right), \text { an element of } L .
$$

If $g_{j}$ converges as $j \rightarrow \infty$, to, say $g(\lambda)$, note that:
$\operatorname{Adg}(\lambda) \phi_{\lambda}(X)=\phi_{0}(X)$,
i.e., each of the homomorphisms $\phi_{\lambda}$ is equivalent under $L$ to $\phi_{0}$, i.e., the deformation $\lambda \rightarrow \phi_{\lambda}$ of homomorphism as "trivial." The next step in the program should be to consider conditions for the convergence. In this paper, we will pass them by.

Next, we consider a situation where the algebraic structure on the cochains plays a more important role. Suppose $\mathrm{H}^{2}\left(\phi^{\prime}\right)$ is not zero. Given a cohomology class in $\mathrm{H}^{2}\left(\phi^{\prime}\right)$, we inquire whether there actually is a deformation $\lambda \rightarrow \phi_{\lambda}=\sum_{j} \omega_{j} \lambda^{j}$ of $\phi_{o}$ with $\omega_{1}$ in that cohomology class. There is a standard answer that this is so if $H^{2}\left(\phi^{\prime}\right)=0$. We shall now proceed to con:rider the formal aspects of this.

As we have seen, it suffices (modulo the convergence problems for the series $\phi_{\lambda}=\sum_{j} \omega_{j} \lambda^{j}$, which we will again pass by, to show that a sequence $\omega_{1}, \omega_{2}, \ldots$ of cochains satisfying 3.3 exists, starting off with $\omega_{1}$ given. However, this can easily be done by inductions: Assume $\omega_{1}, \ldots \omega_{j}$ exists, satisfying 3.3. We shall show that $\omega_{j+1}$ exists.
Put:

$$
\theta_{\mathrm{j}+1}=-\frac{1}{2} \sum_{\mathrm{k}=1}^{\mathrm{j}} \alpha\left(\omega_{\mathrm{j}+1-\mathrm{k}}, \omega_{\mathrm{k}}\right)
$$

We must show that $\mathrm{d} \theta_{\mathrm{j}+1}=0$. For then, our assumption that $\mathrm{H}^{2}\left(\phi^{\prime}\right)=0$ would guarantee that $\omega_{j+1}$ could be chosen as the cochain such that $\mathrm{d} \omega_{j+1}=\theta_{j+1}$. Now

$$
\begin{aligned}
d \theta_{j+1} & =-\frac{1}{2} \sum_{k=1}^{j} \alpha\left(d \omega_{j+1-k}, \omega_{k}\right)-\alpha\left(\omega_{j+1-k^{\prime}}, d \omega_{k}\right) \\
& =\sum_{k=1}^{j} \alpha\left(d \omega_{k}, \omega_{j+1-k}\right) \\
& =-\frac{1}{2} \sum_{k=1}^{j} \sum_{\ell=1}^{k-1} \alpha\left(\alpha\left(\omega_{k-\ell}, \omega_{\ell}\right), \omega_{j+1-k}\right) \\
& =\frac{1}{2} \sum_{k=1}^{j} \sum_{\ell=1}^{k-1} \alpha\left(\omega_{k-\ell}, \alpha\left(\omega_{\ell}, \omega_{j+1-k}\right)+\alpha\left(\omega_{\ell}, \alpha\left(\omega_{k-\ell}, \omega_{j+1-k}\right)\right)\right.
\end{aligned}
$$

Consider

$$
\sum_{k=1}^{\mathbf{j}} \sum_{\ell=1}^{\mathrm{k}-1} \alpha\left(\omega_{\ell}, \alpha\left(\omega_{\mathrm{k}-\ell}, \omega_{\mathrm{j}+1-\mathrm{k}}\right)\right)
$$

Make the following change of variables in the summation:

$$
k-\ell \rightarrow \ell \quad j+1-k \rightarrow k-\ell
$$

Then, also $\ell \rightarrow j+1-k$. The limits of summation remain the same. The sum
3.5 is then:

$$
\begin{aligned}
\sum_{k=1}^{j} \sum_{l=1}^{k-1} & \alpha\left(\omega_{j+1-k}, \alpha\left(\omega_{\ell}, \omega_{k-l}\right)\right) \\
& =-\sum_{k=1}^{j} \sum_{l=1}^{k-1} \alpha\left(\alpha\left(\omega_{k-l}, \omega_{\ell}\right), \omega_{j+1-k}\right) \\
& =2 \mathrm{~d} \theta_{j+1}
\end{aligned}
$$

This gives the identity:

$$
\mathrm{d} \theta_{\mathrm{j}+1}=-\frac{1}{2} \sum_{\mathrm{k}=1}^{\mathrm{j}} \sum_{\ell=1}^{\mathrm{k}-1} \alpha\left(\omega_{\mathrm{k}-\ell^{\prime}} \alpha\left(\omega_{\ell^{\prime}}, \omega_{\mathrm{j}+1-\mathrm{k}}\right)\right)-\mathrm{d} \theta_{\mathrm{j}+1},
$$

or

$$
\mathrm{d} \theta_{\mathrm{j}+1}=-\frac{1}{4} \sum_{\mathrm{k}=1}^{\mathrm{j}} \sum_{\ell=1}^{\mathrm{k}-1} \alpha\left(\omega_{\mathrm{k}-\ell}, \alpha\left(\omega_{\ell}, \omega_{\mathrm{j}+1-\mathrm{k}}\right)\right)
$$

However, we can also make a different change of variables in the summation in 3.5: $\mathrm{j}+1-\mathrm{k} \rightarrow \ell ; \mathrm{k}-\ell \rightarrow \mathrm{j}+1-\mathrm{k}$. Then, also $\ell \rightarrow \mathrm{k}-\ell$.

The limits again remain the same. 3.5 then becomes

$$
\begin{aligned}
& \sum_{\mathrm{k}=1}^{\mathrm{j}} \sum_{\ell=1}^{\mathrm{k}-1} \alpha\left(\omega_{\mathrm{k}-\ell}, \alpha\left(\omega_{\mathrm{j}=1-\mathrm{k}}, \omega_{\ell}\right)\right) \\
& =\sum_{\mathrm{k}=1}^{\mathrm{j}} \sum_{\ell=1}^{\mathrm{k}-1} \alpha\left(\omega_{\mathrm{k}-\ell}, \alpha\left(\omega_{\ell}, \omega_{\mathrm{j}+1-\mathrm{k}}\right)\right)
\end{aligned}
$$

Hence,

$$
d \theta_{j+1}=-\sum_{k=1}^{j} \sum_{\ell=1}^{k-1} \alpha\left(\omega_{k-\ell^{\prime}} \alpha\left(\omega_{\ell^{\prime}}, \omega_{j+1-k}\right)\right.
$$

This is incompatible with 3.6 unless

$$
\mathrm{d} \theta_{\mathrm{j}+1}=0
$$

Summing up, we have then formed:
Theorem 3.2 Suppose that $H^{2}\left(\phi^{\prime}\right)=0$, and that $\omega_{1}$ is a 1-cocycle. Then, there exists 1 -cochains $\omega_{2}, \omega_{3}, \ldots$ such that the formal power series

$$
\phi_{\lambda}(\mathrm{X})=\phi_{0}(\mathrm{X})+\sum_{\mathrm{j}=1}^{\infty} \omega_{\mathrm{j}}(\mathrm{X}) \lambda^{j}
$$

satisfies the equations which, if the series converges, implies that each $\phi_{\lambda}$ is a homomorphism from $G$ to $L$.

## IV. AI GEBRAIC ASPECTS OF THE DEFORMATION OF LIE ALGEBRAS

As we have just seen, the formal properties of deformation of homomorphism to all orders involves a multiplicative algebraic structure on the cochains. We shall now consider the similar, but more complicated, structure involved in deformations of Lie algebras alone. (This has been recently considered by Nijenhuis and Richardson [6] and S. Piper [8] but since our work here is from a slightly different point of view, we shall briefly indicate how it can be applied to this case.)

Suppose $G_{\text {G }}$ is a vector space, with $[\mathrm{X}, \mathrm{Y}]_{\lambda}$ a Lie algebra type of product, defined for all values of the parameter $\lambda$. Consider its Taylor expansion:

$$
[\mathrm{X}, \mathrm{Y}]_{\lambda}=\sum_{\mathrm{j}} \omega_{\mathrm{j}}(\mathrm{X}, \mathrm{Y}) \lambda^{\mathrm{j}}
$$

Let $\phi$ be the adjoint representation of the initial Lie algebra $[\mathrm{X}, \mathrm{Y}]_{\mathrm{O}}=[\mathrm{X}, \mathrm{Y}]$, i.e.,

$$
\phi(\mathrm{X})(\mathrm{Y})=[\mathrm{X}, \mathrm{Y}]
$$

Then, each $\omega_{\mathrm{j}}$ is a 2-cochain of $\mathrm{G}_{\mathrm{G}}$ with coefficients in the representation $\phi$. The algebraic conditions imposed on these cochains are determined by the Jacobi identity, which should be true for each value of $\lambda$ :

$$
\begin{gathered}
{\left[\mathrm{X},[\mathrm{Y}, \mathrm{Z}]_{\lambda}\right]_{\lambda}=\left[[\mathrm{X}, \mathrm{Y}]_{\lambda}, \mathrm{Z}\right]_{\lambda}+\left[\mathrm{Y},[\mathrm{X}, \mathrm{Z}]_{\lambda}\right]_{\lambda}, \quad \text { or }} \\
\sum_{\mathrm{j}, \mathrm{k}} \omega_{\mathrm{j}}\left(\mathrm{X}, \omega_{\mathrm{k}}(\mathrm{Y}, \mathrm{Z})\right)^{j+\mathrm{k}}=\sum_{\mathrm{j}, \mathrm{k}} \omega_{\mathrm{j}}\left(\omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Y}), \mathrm{Z}\right)+\omega_{\mathrm{j}}\left(\mathrm{Y}, \omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Z})\right) \lambda^{j+\mathrm{k}}, \quad \text { or } \\
\sum_{\mathrm{j}=0}^{\mathrm{K}} \omega_{\mathrm{j}}\left(\mathrm{X}, \omega_{\mathrm{k}-\mathrm{j}}(\mathrm{Y}, \mathrm{Z})\right)-\omega_{\mathrm{j}}\left(\omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}, \mathrm{Y}), \mathrm{Z}\right)-\omega_{\mathrm{j}}\left(\mathrm{Y}, \omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}, \mathrm{Z})\right)=0
\end{gathered}
$$

The terms for $J=0$ and $j=k$ just form the six terms of $d \omega_{k}(X, Y, Z)$, hence we have:
$\mathrm{d} \omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Y}, \mathrm{Z})+\sum_{\mathrm{j}=1}^{\mathrm{K}-1} \omega_{\mathrm{j}}\left(\mathrm{X}, \omega_{\mathrm{k}-\mathrm{j}}(\mathrm{Y}, \mathrm{Z})\right)-\omega_{\mathrm{j}}\left(\omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}, \mathrm{Y}), \mathrm{Z}\right)-\omega_{\mathrm{j}}\left(\mathrm{Y}, \omega_{\mathrm{K}-\mathrm{j}}(\mathrm{X}, \mathrm{Z})\right)=0$

Now, after the pattern found for the case of deformation of homomorphisms considered earlier, one would expect to find the second term of 4.1 to be a multiplicative operation on cochains. However, at first sight, it has a different form than any we have considered before. We will now show that it does in fact fit into the same pattern as the unified theory of such multiplications given in Section II.

Construct a representation $\phi^{\prime}$ as the "adjoint representation" of $\phi$. Explicitly, let $V$ be the vector space of all linear mappings $A: ~ G \rightarrow G$.

For $X \in G$

$$
\phi^{\prime}(\mathrm{X})(\mathrm{A})=[\operatorname{Ad} \mathrm{X}, \mathrm{~A}]=\mathrm{Ad} \mathrm{XA}-\mathrm{A} \operatorname{Ad} \mathrm{X}
$$

Let $\alpha$ be the bilinear mapping: $V \times G \rightarrow G$ defined by:

$$
\alpha(\mathrm{A}, \mathrm{X})=\mathrm{A}(\mathrm{X})
$$

Then, it is readily seen that $\alpha$ commutes with the action of ${ }_{4}$ via $\phi$ and $\phi^{\prime}$. Define a mapping $\beta: \mathrm{C}^{\mathrm{r}}(\phi) \rightarrow \mathrm{C}^{\mathrm{r}-1}\left(\phi^{\prime}\right)$ as follows:

If

$$
\omega:\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right) \rightarrow \omega\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right)
$$

is an r-cochain, then:

$$
\beta(\omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}\right)(\mathrm{X})=\omega\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}, \mathrm{X}\right), \text { i. e. } \beta(\omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}\right)
$$

is a linear transformation $G \rightarrow G$.
Lemma 4.1 $\quad \mathrm{d} \beta(\omega)=\beta(\mathrm{d} \omega)$
Proof By induction on r . By definition, if $\mathrm{r}=0, \beta(\omega)=0, \mathrm{~d} \beta \omega=0$.
Assume it is true for cochains of degree less than $r$, and let $\omega \in C(\phi)$.
i.e.,

$$
\begin{aligned}
\mathrm{Y}\lrcorner \beta(\omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-2}\right)(\mathrm{X}) & =\omega\left(\mathrm{Y}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-2}, \mathrm{X}\right) \\
& =(\mathrm{Y}\lrcorner \omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-2}, \mathrm{X}\right) \\
& =\beta(\mathrm{Y}\rfloor \omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-2}\right)(\mathrm{X}), \\
\mathrm{Y}\rfloor \beta(\omega) & =\beta(\mathrm{Y}\rfloor \omega)
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
\mathrm{Y}(\beta(\omega))\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}\right)(\mathrm{X}) & =\phi^{\prime}(\mathrm{Y})\left(\beta(\omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}\right)\right)(\mathrm{X}) \\
& -\beta(\omega)\left(\left[\mathrm{Y}, \mathrm{X}_{1}\right], \ldots, \mathrm{X}_{\mathrm{r}-1}\right)(\mathrm{X})-\ldots \\
& =\phi(\mathrm{Y}), \omega\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}, \mathrm{X}\right)-\omega\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1},[\mathrm{Y}, \mathrm{X}]\right) \\
& -\omega\left(\left[\mathrm{Y}, \mathrm{X}_{1}\right], \ldots, \mathrm{X}_{\mathrm{r}-1}, \mathrm{X}\right)-\ldots \\
& =\mathrm{Y}(\omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}, \mathrm{X}\right)=\beta(\mathrm{Y}(\omega))\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}\right)(\mathrm{X}) \\
\mathrm{Y}(\beta(\omega)) & =\beta(\mathrm{Y}(\omega))
\end{aligned}
$$

4.3

Finally then,

$$
\begin{aligned}
\mathrm{Y}\rfloor(\mathrm{d} \beta(\omega)-\beta(\mathrm{d} \omega)) & =\mathrm{Y}(\beta(\omega))-\mathrm{d}(\mathrm{Y}\rfloor \beta(\omega))-\beta \mathrm{Y}\rfloor_{\beta(\mathrm{d} \omega)} \\
& =\beta(\mathrm{Y}(\omega))-\mathrm{d} \beta(\mathrm{Y}\rfloor(\omega))-\beta(\mathrm{Y}\rfloor \mathrm{d} \omega)
\end{aligned}
$$

By induction hypothesis,

$$
\left.\left.\left.\mathrm{d} \beta(\mathrm{Y}\rfloor_{\omega}\right)=\beta \mathrm{d}(\mathrm{Y}\rfloor_{\omega}\right), \quad \text { hence } \quad \mathrm{Y}\right\rfloor(\mathrm{d} \beta(\omega)-\beta(\mathrm{d} \omega))=0
$$

Since this holds for all $Y \in G_{\text {, }}$ Lemma 4.1 is proved.
Suppose now that $\omega$ and $\omega^{\prime}$ are elements of $C^{2}(\phi)$. Let us compute: $\alpha\left(\beta\left(\omega^{\prime}\right), \omega\right)$, which is an element of $\mathrm{C}^{3}(\phi)$.

$$
\begin{align*}
x\left(\beta\left(\omega^{\prime}\right), \omega\right)(\mathrm{X}, \mathrm{Y}, \mathrm{Z}) & \left.\left.=\left(\alpha\left(\beta(\mathrm{X}\rfloor_{\omega^{\prime}}\right), \omega\right)-\alpha\left(\beta\left(\omega^{\prime}\right), \mathrm{X}\right\lrcorner \omega\right)\right)(\mathrm{Y}, \mathrm{Z}) \\
& \left.\left.=\left(\alpha\left(\beta(\mathrm{X}\rfloor_{\omega^{\prime}}\right), \mathrm{Y}\right\rfloor \omega\right)\right)-\alpha(\mathrm{Y}\lrcorner_{\left.\left.\beta\left(\omega^{\prime}\right), \mathrm{X}\right\rfloor \omega\right)+\alpha\left(\beta\left(\omega^{\prime}\right), \omega(\mathrm{X}, \mathrm{Y})\right)(\mathrm{Z})}  \tag{Z}\\
& \left.\left.\left.=\alpha\left(\beta(\mathrm{X}\lrcorner_{\omega^{\prime}}\right), \omega(\mathrm{Y}, \mathrm{Z})\right)-\alpha(\mathrm{Y}\lrcorner \beta\left(\omega^{\prime}\right), \omega(\mathrm{X}, \mathrm{Z})\right)+\alpha(\mathrm{Z}\rfloor \beta\left(\omega^{\prime}\right), \omega(\mathrm{X}, \mathrm{Y})\right) \\
& \left.\left.\left.=\beta(\mathrm{X}\lrcorner_{\omega^{\prime}}\right)(\omega(\mathrm{Y}, \mathrm{Z}))-\beta(\mathrm{Y}\rfloor_{\omega^{\prime}}\right)(\omega(\mathrm{X}, \mathrm{Z}))+\beta(\mathrm{Z}\rfloor \omega^{\prime}\right)(\omega(\mathrm{X}, \mathrm{Y})) \\
& =\omega^{\prime}(\mathrm{X}, \omega(\mathrm{Y}, \mathrm{Z}))-\omega^{\prime}(\mathrm{Y}, \omega(\mathrm{X}, \mathrm{Z}))+\omega^{\prime}(\mathrm{Z}, \omega(\mathrm{X}, \mathrm{Y}))
\end{align*}
$$

Then 4.1 can be written as:

$$
\mathrm{d} \omega_{\mathrm{k}}+\sum_{\mathrm{j}=1}^{\mathrm{k}-1} \alpha\left(\beta\left(\omega_{\mathrm{j}}\right), \omega_{\mathrm{k}-\mathrm{j}}\right)=0 \quad \mathrm{k}=1,2, \ldots
$$

With this formula in hand, and the rules we have derived for computing $\mathrm{d} \alpha\left(\beta\left(\omega_{\mathrm{j}}\right), \omega_{\mathrm{k}-\mathrm{j}}\right)$, it is now a routine matter to carry through the Kodaira-Spencer "deformation program," as sketched, for example, in [4]; it may be considered as an exercise for the reader.

## V. SIMULTANEOUS DEFORMATIONS OF LIE ALGEBRAS

## AND THEIR HOMOMORPHISMS

As we have seen [2], the Inonu-Wigner idea of "contraction" of the Lie algebra together with its representations suggests the study of the following deformation problem: Let $G$ be a vector space, and let $L$ be a Lie algebra. Consider one-parameter family $(X, Y) \rightarrow[X, Y]_{\lambda}$ of Lie algebra structures on $G$, together with a one-parameter family $\phi_{\lambda}: G \rightarrow L_{M}$ of linear transformation, each of which is homomorphism of the $\lambda$-th Lie algebra on G, i.e,

$$
\phi_{\lambda}\left([\mathrm{X}, \mathrm{Y}]_{\lambda}\right)=\left[\phi_{\lambda}(\mathrm{X}), \phi_{\lambda}(\mathrm{Y})\right]
$$

As before, let us expand in a Taylor's series:

$$
\begin{aligned}
{[\mathrm{X}, \mathrm{Y}]_{\lambda} } & =\sum_{\mathrm{j}} \omega_{\mathrm{j}}(\mathrm{X}, \mathrm{Y}) \lambda^{\mathrm{j}} \\
\phi_{\lambda}(\mathrm{X}) & =\sum_{\mathrm{k}} \theta_{\mathrm{k}}(\mathrm{X}) \lambda^{\mathrm{k}}
\end{aligned}
$$

The cochains $\omega_{\mathrm{j}}$ satisfy 4.4.
5.1 now leads to the equations:

$$
\sum_{k, j} \theta_{k}\left(\omega_{j}(X, Y)\right) \lambda^{j+k}-\left[\theta_{j}(X), \theta_{k}(X)\right] \lambda^{j+k}=0
$$

or

$$
\sum_{j=0}^{k} \theta_{j}\left(\omega_{k-j}(X, Y)\right)-\left[\theta_{j}(X), \theta_{k-j}(Y)\right]=0
$$

Suppose we relabel

$$
\begin{aligned}
{[\mathrm{X}, \mathrm{Y}] } & =[\mathrm{X}, \mathrm{Y}]_{\mathrm{O}}=\omega_{\mathrm{O}}(\mathrm{X}, \mathrm{Y}) \\
\phi(\mathrm{X}) & =\phi_{\mathrm{O}}(\mathrm{X})=\theta_{\mathrm{O}}(\mathrm{X})
\end{aligned}
$$

Following the pattern already established, split off from 5.2 the terms corresponding to $\mathrm{j}=0$ and $\mathrm{J}=\mathrm{k}$.

$$
\begin{aligned}
\phi\left(\omega_{k}(\mathrm{X}, \mathrm{Y})\right)- & {\left[\phi(\mathrm{X}), \theta_{\mathrm{k}}(\mathrm{Y})\right]+\theta_{\mathrm{k}}([\mathrm{X}, \mathrm{Y}])-\left[\theta_{\mathrm{k}}(\mathrm{X}), \phi(\mathrm{Y})\right] } \\
& +\sum_{\mathrm{j}=1}^{\mathrm{k}-1} \theta_{\mathrm{j}}\left(\omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}, \mathrm{Y})\right)-\left[\theta_{\mathrm{j}}(\mathrm{X}), \theta_{\mathrm{k}-\mathrm{j}}(\mathrm{Y})\right]=0
\end{aligned}
$$

Our next task is to interpret the first four terms in 5.3 via Lie algebra cohomology. First, $\theta_{\mathrm{k}}$ is an element of $\mathrm{C}^{1}\left(\phi^{\prime}\right)$, where $\phi^{\prime}$ is the representation defined by:

$$
\phi^{\prime}(\mathrm{X})(\mathrm{A})=[\phi(\mathrm{X}), \mathrm{A}] \text { for } \mathrm{A} \in \mathrm{~L}_{\mathrm{L}}
$$

Then,

$$
\begin{aligned}
\mathrm{d} \theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y}) & =\phi^{\prime}(\mathrm{X})\left(\theta_{\mathrm{k}}(\mathrm{Y})\right)-\phi^{\prime}(\mathrm{Y})\left(\theta_{\mathrm{k}}(\mathrm{X})\right)-\theta_{\mathrm{k}}([\mathrm{X}, \mathrm{Y}]) \\
& =\left[\phi(\mathrm{X}), \theta_{\mathrm{k}}(\mathrm{Y})\right]-\left[\phi(\mathrm{Y}), \theta_{\mathrm{k}}(\mathrm{X})\right]-\theta_{\mathrm{k}}([\mathrm{X}, \mathrm{Y}])
\end{aligned}
$$

$\omega_{k}$ is a 2-cochain with coefficients in the adjoint representation of $G$. $\phi$ is a linear map: $G \rightarrow A$ which commutes with the action of $G$ via the adjoint representation on $G_{m}$ and via $\phi^{\prime}$ on $A_{\text {d }}$ i.e.,

$$
\begin{aligned}
\phi^{\prime}(\mathrm{X})(\phi(\mathrm{Y})) & =[\phi(\mathrm{X}), \phi(\mathrm{Y})] \\
& =\phi([\mathrm{X}, \mathrm{Y}]) \\
& =\phi(\operatorname{AdX}(\mathrm{Y}))
\end{aligned}
$$

Thus, $\phi\left(\omega_{k}\right)$ is well-defined as an element of $C^{2}\left(\phi^{\prime}\right)$ by the formula:

$$
\phi\left(\omega_{\mathrm{k}}\right)(\mathrm{X}, \mathrm{Y})=\phi\left(\omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})\right)
$$

The reader may readily verify that it follows from this remark that the mapping

$$
\phi: C^{\mathrm{k}}(\operatorname{Ad} G) \rightarrow \mathrm{C}^{\mathrm{k}}\left(\phi^{\prime}\right)
$$

commutes with the $\phi$-operator, Lie derivative, and inner product. Thus, 5.3 can be written as:

$$
\left(\phi\left(\omega_{k}\right)-d \theta_{k}\right)(X, Y)+\sum_{j=1}^{k-1} \theta_{j}\left(\omega_{k-j}(X, Y)\right)
$$

$$
-\left[\theta_{j}(X), \theta_{k-j}(Y)\right]=0
$$

We must now interpret the remaining terms by constructing the appropriate multiplicative structure on the cochains. The fourth term in 5.5 is easy: Let $\alpha^{\prime}$ be the bilinear map: $L_{m} \times \underset{m}{L} \rightarrow L$ given by

$$
\alpha^{\prime}(\mathrm{A}, \mathrm{~B})=[\mathrm{A}, \mathrm{~B}]
$$

Then,

$$
\alpha^{\prime}\left(\theta_{\mathrm{j}}, \theta_{\mathrm{k}-\mathrm{j}}\right)(\mathrm{X}, \mathrm{Y})=\left(\alpha_{\mathrm{j}}\left(\theta_{\mathrm{j}}(\mathrm{X}), \theta_{\mathrm{k}-\mathrm{j}}\right)-\alpha^{\prime} \theta_{\mathrm{j}}, \theta_{\mathrm{k}-\mathrm{j}}(\mathrm{X})\right)(\mathrm{Y})
$$

The interpretation of $\theta_{j}\left(\omega_{k-j}(X, Y)\right)$ is more complicated. Following the pattern used in the last section, let $V$ be the space of linear mapping of $\mathrm{G} \rightarrow \mathrm{L}_{\mathrm{N}}$ A typical element of $V$ will be denoted by E. Construct a representation $\phi^{\prime \prime}$ on V as follows:

$$
\begin{gathered}
\phi^{\prime \prime}(\mathrm{X})(\mathrm{E})(\mathrm{Y})=\phi^{\prime}(\mathrm{X})(\mathrm{E}(\mathrm{Y}))-\mathrm{E}(\operatorname{AdX}(\mathrm{Y}))=\phi(\mathrm{X}), \mathrm{E}(\mathrm{Y})-\mathrm{E}([\mathrm{X}, \mathrm{Y}]) \\
\text { for } \mathrm{X}, \mathrm{Y} \in \mathrm{G}_{\mathrm{W}} \mathrm{E} \in \mathrm{~V}
\end{gathered}
$$

Define a linear mapping $\beta^{\prime}: \mathrm{C}^{\mathrm{r}}\left(\phi^{\prime}\right) \rightarrow \mathrm{C}^{\mathrm{r}-1}\left(\phi^{\prime \prime}\right)$ as follows:

$$
\beta^{\prime}(\theta)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}\right)(\mathrm{X})=\theta\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1}, \mathrm{X}\right) \text { for } \mathrm{X}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}-1} \in \underset{\sim}{\mathrm{G}}
$$

One may readily verify, following the pattern established for the similar mapping $\beta$ defined in Section IV, that $\beta$ commutes with $d$, inner product, and Lie derivative. Now, define a bilinear map $\gamma: \mathrm{V} \times \mathrm{G} \rightarrow \mathrm{L}$ by the formula:

$$
\gamma(\mathrm{E}, \mathrm{X})=\mathrm{E}(\mathrm{X})
$$

Again, it is readily verified that it commutes with the action of $G$ as expressed by $\phi^{\prime \prime}, \operatorname{Ad}_{\max }$ and $\phi^{\prime}$. Then,

$$
\gamma\left(\beta^{\prime}\left(\theta_{\mathrm{j}}\right), \omega_{\mathrm{k}-\mathrm{j}^{\prime}}\right)
$$

is a 2-chochain in $C^{2}\left(\phi^{\prime}\right)$, since $\beta^{\prime}\left(\theta_{j}\right)$ is a 2-cochain,

$$
\gamma\left(\beta^{\prime}\left(\theta_{j}\right), \omega_{\mathrm{k}-\mathrm{j}}\right)(\mathrm{X}, \mathrm{Y})=\gamma\left(\beta^{\prime}\left(\theta_{\mathrm{j}}\right), \omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}, \mathrm{Y})\right)=\theta_{\mathrm{j}}\left(\omega_{\mathrm{k}-\mathrm{j}}(\mathrm{X}, \mathrm{Y})\right)
$$

Finally, 5.5, the basic."deformation equation," can be rewritten as:

$$
\phi\left(\omega_{k}\right)-\mathrm{d} \theta_{\mathrm{k}}+\sum_{j=1}^{\mathrm{k}-1} \gamma\left(\beta^{\prime}\left(\theta_{\mathrm{j}}\right), \omega_{\mathrm{k}-\mathrm{j}}\right)+\frac{1}{2} \alpha^{\prime}\left(\theta_{\mathrm{j}}, \theta_{\mathrm{k}-\mathrm{j}}\right)=0
$$

Again, the algebraic part of the deformation program can now be considered to be in standard form, since the rules for applying it to all the terms in 5.6 are known.

## VI. STUDY OF THE FIRST ORDER TERMS OF THE DEFORMATION EQUATION

We continue with the problem studied in the last section, and, in particular, with the main deformation Equation 5.5 or 5.6 . Let us write it out for $k=1$

$$
\phi\left(\omega_{1}(\mathrm{X}, \mathrm{Y})\right)=\mathrm{d} \theta_{1}(\mathrm{X}, \mathrm{Y})
$$

Both sides of this equation are cochains of $G$ with respect to the representation $\phi^{\prime}$ of G given

$$
\phi^{\prime}(\mathrm{X})(\mathrm{A})=[\phi(\mathrm{X}), \mathrm{A}] \text { for } \mathrm{X} \in \mathrm{G}_{\text {, }} \mathrm{A} \in \underset{\text { N }}{\mathrm{L}}
$$

Notice that $\phi^{\prime}$ is a reducible (but not necessarily completely reducible!) representation, since

$$
\phi^{\prime}(\mathrm{G})(\phi(\mathrm{G})) \subset \phi(\mathrm{G})
$$

Also, the cochain on the left hand side of 6.1 takes its values in this invariant subspace $\phi(G)$ of $L$. This suggests that we "divide out" by this subspace,
i.e., construct $V=\frac{\mathrm{L}}{\mathrm{m}} / \phi(\mathrm{G})$, and define $\phi^{\prime \prime}$ as the quotient representation of $\phi^{\prime}$ in $V$. Then, if $\mathrm{X} \rightarrow \theta_{1}^{\prime}(\mathrm{X})$ is the cochain that assigns the image of $\theta_{1}(X)$ in $V$, we see from 6.1 that:

$$
\mathrm{d} \theta_{1}^{\prime}=0
$$

i.e., $\quad \theta_{1}^{\prime}$ is a 1-cocycle, hence determines a cohomology class in $H^{1}\left(\phi^{\prime \prime}\right)$ or the "first obstruction" to the deformation problem. This first cohomology class is typical of the Kodaira-Spencer theory.

Let us discuss in an informal way what happens if $H^{1}\left(\phi^{\prime \prime}\right)=0$. Then, we can find an element $A_{1}$ of $L$ such that:

$$
[\phi(\mathrm{X}), \mathrm{A}]-\theta_{1}(\mathrm{X}) \in \phi(\mathrm{G}) \text { for } \mathrm{X} \in \mathrm{G}
$$

Let us suppose further that $\phi$ is one-one. Then, there exists an element $Y_{X}$ such that:

$$
[\phi(\mathrm{X}), \mathrm{A}]-\theta_{1}(\mathrm{X})=\phi\left(\mathrm{Y}_{\mathrm{X}}\right) \text { for } \mathrm{X} \in \mathrm{G}
$$

Now,

$$
\begin{aligned}
\phi\left(\mathrm{Y}_{[ }\left[\mathrm{X}_{1}, \mathrm{X}_{2}\right]\right)= & {\left[\phi\left(\left[\mathrm{X}_{1}, \mathrm{X}_{2}\right]\right) \mathrm{A}\right]-\theta_{1}\left(\left[\mathrm{X}_{1}, \mathrm{X}_{2}\right]\right) } \\
= & {\left[\left[\phi\left(\mathrm{X}_{1}\right), \mathrm{A}\right], \phi\left(\mathrm{X}_{2}\right)\right]+\left[\phi\left(\mathrm{X}_{1}\right),\left[\phi\left(\mathrm{X}_{2}\right), \mathrm{A}\right]\right] } \\
& +\mathrm{d} \theta_{1}\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)-\left[\phi\left(\mathrm{X}_{1}\right), \theta_{1}\left(\mathrm{X}_{2}\right)\right]+\left[\phi\left(\mathrm{X}_{2}\right), \theta_{1}\left(\mathrm{X}_{1}\right)\right] \\
= & {\left[\left[\phi\left(\mathrm{X}_{1}\right), \mathrm{A}\right], \phi\left(\mathrm{X}_{2}\right)\right]+\left[\phi\left(\mathrm{X}_{1}\right),\left[\phi\left(\mathrm{X}_{2}\right), \mathrm{A}\right]\right]+\phi\left(\omega_{1}\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)\right) } \\
& -\left[\phi\left(\mathrm{X}_{1}\right),\left[\phi\left(\mathrm{X}_{2}\right), \mathrm{A}\right]-\phi\left(\mathrm{Y}_{\mathrm{X}_{2}}\right)\right]+\left[\phi\left(\mathrm{X}_{2}\right),\left[\phi\left(\mathrm{X}_{1}\right), \mathrm{A}\right]-\phi\left(\mathrm{Y}_{\mathrm{X}_{1}}\right)\right] \\
= & \left.\phi\left(\omega_{1}\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)\right)+\phi\left[\mathrm{X}_{1}, \mathrm{Y}_{\mathrm{X}_{2}}\right]-\left[\mathrm{X}_{2}, \mathrm{Y}_{\mathrm{X}}\right]\right)
\end{aligned}
$$

hence,

$$
\mathrm{Y}\left[\mathrm{X}_{1}, \mathrm{Y}_{2}\right]=\omega_{1}\left(\mathrm{X}_{1}, \mathrm{X}_{2}\right)+\left[\mathrm{X}_{1}, \mathrm{Y}_{\mathrm{X}_{2}}\right]-\left[\mathrm{X}_{2}, \mathrm{Y}_{\mathrm{X}_{1}}\right]
$$

But, notice now that relation 6.2 is just that which asserts that $d$ applied to the 1-cochain $\mathrm{X} \rightarrow \mathrm{Y}_{\mathrm{X}}$ of G with coefficients in the adjoint representation of $\mathrm{g}_{\mathrm{K}}$ is just $\omega_{1}$, i.e., $\omega_{1}$ is a cohomology. We know the interpretation of this: The one parameter family $\lambda \rightarrow \phi_{\lambda}$ of homomorphisms $G \rightarrow I_{4}$ can be changed to $\lambda \rightarrow \delta_{\lambda}=\phi_{\lambda} \mathrm{T}_{\lambda}$, where $\mathrm{T}_{\lambda}$ is a one-parameter family of invertible linear maps: $\underset{\sim}{G} \rightarrow$, so that the cocycle of type $\omega_{1}$ attached to this new family $\lambda \rightarrow \delta_{\lambda}$ is zero. The new cochain of type $\theta_{1}$ is now a cocycle itself, hence determines a cohomology class in $H^{1}\left(\phi^{\prime}\right)$. Again, since the pattern of further development should be clear, we will not carry the analysis further at this point.

## VII. DEFORMATION OF SUBALGEBRAS OF LIE ALGEBRAS

Suppose $L$ is a Lie algebra, and $G$ is a given subalgebra of $L$. We want to study possible deformations $\lambda \rightarrow \mathcal{S}_{\lambda}$ which assign to each value of $\lambda$ a subalgebra of $\lambda$, reducing to the given one at $\lambda=0$. The situation may be more general than the one considered previously, in the sense that the dimension of these subalgebras may not be the same, hence one cannot set up a common isomorphism between their underlying vector spaces. Yet, to apply our "Taylor's series" methods, it is necessary to parametrize the problem in some convenient way. We can do this by using the "dual" method of parametrizing subspaces, namely assuming that there is a one-parameter family $\lambda \rightarrow P_{\lambda}$ of linear projection operators $L_{\text {w }} \rightarrow$ 另 such that:
a) $\quad P_{\lambda}^{2}=P_{\lambda}$
b) $\quad P_{\lambda}(L)=G_{\lambda}$, hence, since $G$ is a subalgebra,
c) $\quad P_{\lambda}\left[P_{\lambda} X, P_{\lambda} Y\right]=\left[P_{\lambda} X, P_{\lambda} Y\right]$ for $X, Y \in L_{m}$

Having described the problem in this way, we are free to use the standard methods, i.e., expand $P_{\lambda}$ in a Taylor's series, interpret the individual terms as cochains, then interpret the conditions on the cochains resulting from 7.1 in terms of multiplicative structures on the cochains.

$$
P_{\lambda}=\sum_{j=0}^{\infty} P_{j}{ }^{\lambda^{j}}
$$

where each $P_{j}$ is a linear map: $\quad \underset{m}{L} \rightarrow \underset{\sim N}{L}$.
7.1 a) gives the condition:

$$
\begin{align*}
\sum_{j, k} P_{j} P_{k} \lambda^{j+k} & =\sum_{j} P_{j} \lambda^{j}, \quad \text { or } \\
\sum_{j=0}^{k} P_{j} P_{k-j} & =P_{k}, k=0,1, \ldots, \text { or } \\
P P_{k}+P_{k} P-P_{k} & =\sum_{j=1}^{k-1} P_{j} P_{k-j}
\end{align*}
$$

Consider 7.1 b$)$ :

$$
\begin{gathered}
\sum_{j, k, \ell} P_{j}\left[P_{k} X, P_{\ell} Y\right] \lambda^{j+k+\ell}=\sum_{j, k}\left[P_{j} X, P_{k} Y\right] \lambda^{j+k} \text { or } \\
\sum_{0 \leq j+k \leq \ell} P_{j}\left[P_{j}(X), P_{\ell-j-k}(Y)\right]=\sum_{j=0}^{\ell}\left[P_{j} X, P_{\ell-j}(Y)\right], \ell=1,2, \ldots, \text { or } \\
P\left[P(X), P_{\ell}(Y)\right]+\sum_{j+k=\ell} P_{j}\left[P_{k} X, P(Y)\right]=\left[P X, P_{\ell} Y\right]+\left[P_{\ell} X, P Y\right]+\sum_{j=1}^{\ell-1}\left[P_{j} X, P_{\ell-j} Y\right],
\end{gathered}
$$

or

$$
\begin{align*}
P\left[P X, P_{k} Y\right]+P\left[P_{k} X, P Y\right]+P_{k}[P X, P Y] & -\left[P X, P_{k} Y\right]-\left[P_{k} X, P Y\right] \\
= & \sum_{j=1}^{k-1}\left[P_{j} X, P_{k-j} Y\right]-P_{j}\left[P_{k-j} X, P Y\right]
\end{align*}
$$

The first step is to consider the left hand of 7.3 separately as a function of X and Y , which we define as $\theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})$. Notice then that:

$$
\begin{align*}
& \theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})=0 \quad \text { if } \quad \mathrm{PX}=0=\mathrm{PY} \\
& \theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})=\mathrm{P}\left[\mathrm{P}_{\mathrm{k}} \mathrm{X}, \mathrm{Y}\right]-\left[\mathrm{P}_{\mathrm{k}} \mathrm{X}, \mathrm{Y}\right]=(\mathrm{I}-\mathrm{P})\left(\left[\mathrm{Y}, \mathrm{P}_{\mathrm{k}} \mathrm{X}\right]\right)
\end{align*}
$$

if $P X=0, P Y=Y \quad(I=$ identity map of $L \rightarrow L)$.
Now, let $V=(I-P)\left(L_{\mu h}\right)$, i.e., $V=\{X \in{\underset{m i n}{M}} P X=0\}$, identify $V$ with $\underset{\sim}{L} / G$, and define $\phi$ as the representation of $G$ in $V$ resulting from passing
to the quotient via the adjoint representation of $G$ in $\underset{m}{ }$. Then,

$$
\phi(\mathrm{X})(\mathrm{Y})=(\mathrm{I}-\mathrm{P})[\mathrm{X}, \mathrm{Y}] \quad \text { for } \quad \mathrm{Y} \in \mathrm{~V}
$$

We can now rewrite 7.5 as:

$$
\theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})=\phi(\mathrm{Y})\left(\mathrm{P}_{\mathrm{k}}(\mathrm{X})\right) \quad \text { for } \quad \mathrm{X} \in \mathrm{~V}, \mathrm{Y} \in \mathrm{G}_{\mathrm{M}}
$$

7.7

Now, work out 7.3 for $\mathrm{X}, \mathrm{Y} \in \mathrm{G}$. Put:

$$
\begin{aligned}
& \omega_{k}(X)=(I-P) P_{k}(X) \\
& \omega_{k}^{\prime}(X)=P P_{k}(X)
\end{aligned}
$$

Interpret $\omega_{k}$ as a 1-cochain of $G^{\text {with coefficients in } V \text {. Then, }}$

$$
\theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})=\mathrm{P}\left[\mathrm{X}, \mathrm{P}_{\mathrm{k}} \mathrm{Y}\right]+\mathrm{P}\left[\mathrm{P}_{\mathrm{k}} \mathrm{X}, \mathrm{Y}\right]+\mathrm{P}_{\mathrm{k}}[\mathrm{X}, \mathrm{Y}]-\left[\mathrm{X}, \mathrm{P}_{\mathrm{k}} \mathrm{Y}\right]-\left[\mathrm{P}_{\mathrm{k}} \mathrm{X}, \mathrm{Y}\right] .
$$

$(\mathrm{I}-\mathrm{P}) \theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})=\omega_{\mathrm{k}}([\mathrm{X}, \mathrm{Y}])-\phi(\mathrm{X})\left(\omega_{\mathrm{k}}(\mathrm{Y})\right)+\phi(\mathrm{Y})\left(\omega_{\mathrm{k}}(\mathrm{X})\right)=-\mathrm{d} \omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})$

$$
\text { for } \mathrm{X}, \mathrm{Y} \in \mathrm{q}
$$

$$
\mathrm{P} \theta_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})=\mathrm{P} \mathrm{P}_{\mathrm{k}}([\mathrm{X}, \mathrm{Y}])=\omega_{\mathrm{k}}^{1}([\mathrm{X}, \mathrm{Y}]) \quad \text { for } \quad \mathrm{X}, \mathrm{Y} \in \mathrm{G} .
$$

7.8 is the key identity linking the deformation equations 7.3 with cohomology. ( $\mathrm{d} \omega_{\mathrm{k}}$ is of course the coboundary of the cochain $\omega_{\mathrm{k}}$ with respect to the representation $\phi$ of $G$ in V.)

## VIII. DEFORMATIONS OF COMPLEX STRUCTURES IN MANIFOLDS

There is a close relation between the deformation-of-subalgebra problem and the Spencer theory of deformations of pseudogroups on manifolds [11].

This way of developing the theory should provide a realistic algebraic model for D. C. Spencer's monumental work, and provide a unifying framework for many differential-geometric problems. Since the deformation of complex structures has served as a model for most of the work of Kodaira and Spencer, it will be instructive to study it from our point of view before proceeding further.

At this point we will have to use the theory of manifolds, for which we refer to Helga son's book [1] which also contains, in Chapter 8, a short exposition of the notion of complex manifold. (All manifolds, maps, tensorfields, etc., will be of differentiability class $\mathrm{C}^{\infty}$ ). Let M be a manifold. $F(M)$ denotes the ring of real-valued functions on $M$. V(M) denotes the set of vector fields in $M$ : Each element $X \in V(M)$ is a derivation $f \rightarrow X(f)$ of $F(M)$. V(M) is both a Lie algebra over the real numbers(relative to the Jacobi bracket operation $(X, Y) \rightarrow[X, Y])$ and a module over $F(M)$, i.e., if $f \in F(M), X \in V(M)$, fX is the derivation $\mathrm{f}^{\prime} \rightarrow \mathrm{fX}(\mathrm{f})$ of $\mathrm{F}(\mathrm{M})$. The relation between these two types of algebraic structures on $V(M)$ is given by the following rule:

$$
[\mathrm{X}, \mathrm{f} \mathrm{Y}]=\mathrm{X}(\mathrm{f}) \mathrm{Y}+\mathrm{f}[\mathrm{X}, \mathrm{Y}] \quad \text { for } \quad \mathrm{f} \in \mathrm{~F}(\mathrm{M}), \mathrm{X}, \mathrm{Y} \in \mathrm{~V}(\mathrm{M})
$$

A complex analytic structure on $M$ is defined by an $F(M)$ - linear map, typically denoted by $J$, of $V(M) \rightarrow V(M)$ such that:
a) $\mathrm{J}^{2}=-$ (identity)
b) $\quad[\mathrm{X}, \mathrm{Y}]+\mathrm{J}[\mathrm{JX}, \mathrm{Y}]=\mathrm{J}[\mathrm{X}, \mathrm{JY}]+[\mathrm{JX}, \mathrm{JY}]$
8.1

Such an operator can be used to define the notion of complex analytic function on M ; A complex-valued function $\mathrm{f}+\mathrm{ig}$ is complex analytic if

$$
\mathrm{X}(\mathrm{f})=J \mathrm{X}(\mathrm{~g}) \text { for all } \mathrm{X} \in \mathrm{~V}(\mathrm{M})
$$

(For example, consider the case $M=R^{2}$, i.e., the space of two real variable $x$ and $y . \frac{\partial}{\partial x}$ and $\frac{\partial}{\partial y}$ are vector fields. J is defined by

$$
J\left(\frac{\partial}{\partial x}\right)=\frac{\partial}{\partial y} ; J\left(\frac{\partial}{\partial y}\right)=-\frac{\partial}{\partial x} .
$$

Equations 8.2 are then just the Cauchy-Riemann equations.)
This differential-geometric version of the notion of complex manifold emphasizes the relation to the underlying "real" manifold structure, and its similarity to other sorts of differential geometric structure, such as Riemannian manifolds, homogeneous spaces, symplectic manifolds, etc. In this picture, however, the integrability conditions 8.1 are in a rather unmanagably complicated form. As is customary in this subject, we introduce complex-valued functions and vector-fields on $M$ in order to simplify it. $F(M, C)$ is the ring of complex-valued functions on $M$, i.e., $F(M, C)=F(M)$ $+\mathrm{iF}(\mathrm{M}) \cdot \mathrm{V}(\mathrm{M}, \mathrm{C})$ is the set of derivations of $\mathrm{F}(\mathrm{M}, \mathrm{C})$, which is in fact, just the "complexification" of $V(M)$, i.e.,

$$
V(M, C)=V(M)+i V(M)
$$

Consider a J satisfying 8.1. Extend it to an F (M, C)-linear map of $\mathrm{V}(\mathrm{M}, \mathrm{C}) \rightarrow \mathrm{V}(\mathrm{M}, \mathrm{C})$ by the rule:

$$
J(V(M)+i V(M))=J(V(M))+i J(V(M))
$$

Put:

$$
P=\frac{1}{2}(I+i J) \quad(I=\text { identity operator })
$$

Then:

$$
P^{2}=\frac{1}{4}\left(I-J^{2}+2 i J\right)=\frac{1}{2}(I+i J)=P
$$

```
i.e., P is a projection operator V(M,C) ->V(M,C) .
```

Notice that:

$$
P^{*}(\text { the complex conjugate of } P)=\frac{1}{2}(I-i J)=I-P
$$

i.e., $P^{*}$ is the projection operator on the complementary subspace to $\mathrm{P}(\mathrm{V}(\mathrm{M}, \mathrm{C}))$.

The advantage of introducing these notions is that the integrability condition 8.1 b) takes the very convenient form:

$$
\begin{align*}
& \mathrm{P}(\mathrm{~V}(\mathrm{M}, \mathrm{C})) \text { is a subalgebra of } \mathrm{V}(\mathrm{M}, \mathrm{C}) \text {, i. e., - } \\
& \mathrm{P}[\mathrm{PX}, \mathrm{PY}]=[\mathrm{PX}, \mathrm{PY}] \text { for } \mathrm{X}, \mathrm{Y} \in \mathrm{~V}(\mathrm{M}, \mathrm{C})
\end{align*}
$$

Conversely, an operator $P$ satisfying 8.2-4 defines a complex analytic structure on $M$ : Define $J=-i(2 P-I)$, and verify reality that 8.1 is satisfied.

Of course, a deformation of a complex structure on $M$ would be a oneparameter family $\lambda \rightarrow J_{\lambda}$ of $J$-operators, each satisfying 8.1 , reducing to the given one at $\lambda=0$. Alternately, we can consider it as a one-parameter family $\lambda \rightarrow P_{\lambda}$ of $F(M, C)$-linear operators: $V(M, C) \rightarrow V(M, C)$, satisfying 8.2-4 for every $\lambda$, reducing to the given $P$ at $\lambda=0$. Hence, we are in a special case of the general theory sketched in the last chapter:

$$
\begin{aligned}
\mathrm{L}=\mathrm{V}(\mathrm{M}, \mathrm{C}), \mathrm{G} & =\mathrm{P}(\mathrm{~V}(\mathrm{M}, \mathrm{C})), \mathrm{V}=(\mathrm{I}-\mathrm{P})(\mathrm{V}(\mathrm{M}, \mathrm{C}))=\mathrm{P}^{*}(\mathrm{~V}(\mathrm{M}, \mathrm{C})) \\
\phi(\mathrm{X})(\mathrm{Y}) & =\mathrm{P}^{*}[\mathrm{X}, \mathrm{Y}] \text { for } \mathrm{X} \in \mathrm{G}_{\alpha} \mathrm{Y} \in \mathrm{~V}
\end{aligned}
$$

Notic: now that both $G$ and $V$ are stable under multiplication by $F(M, C)$, i.e., - brith are $F(M, C)$ - modules. If

$$
P_{\lambda}=\sum_{k} P_{k} \lambda^{k}, \text { and } \quad \omega_{k}=P^{*} P_{k}
$$

with each $\omega_{k}$ interpreted as a 1-cochain: $G \rightarrow V$, notice that each $\omega_{k}$ is F(M, C)-1inear. This suggests a study (that we will begin in Section 9) from a purely al!ebraic point of view of Lie algebra cohomology with an additional module structure imposed. We can immediately check that $\mathrm{d} \omega_{\mathrm{k}}$. is also F(M, C)-linear:

$$
\begin{aligned}
& \text { For } f \in F(\mathrm{M}, \mathrm{C}), \mathrm{X}, \mathrm{Y} \epsilon \mathrm{G}, \\
& \begin{aligned}
\mathrm{d} \omega_{k}(\mathrm{X}, \mathrm{fY}) & \cdots \phi(\mathrm{X})\left(\omega_{k}(\mathrm{fY})\right)-\phi(\mathrm{fY})\left(\omega_{\mathrm{k}}(\mathrm{X})\right)-\omega_{k}(\mathrm{X}, \mathrm{fY}) \\
& =\mathrm{P}^{*}\left[\mathrm{X}, \mathrm{P}^{*} \mathrm{P}_{\mathrm{k}}(\mathrm{fY})\right]-\mathrm{P}^{*}\left[\mathrm{fY}, \mathrm{P}^{*} \mathrm{P}_{\mathrm{k}}(\mathrm{X})\right]-\mathrm{P}^{*} \mathrm{P}_{\mathrm{k}}[\mathrm{X}, \quad \mathrm{Y}] \\
& =\mathrm{X}(\mathrm{f}) \mathrm{P}^{*} \mathrm{P}^{*} \mathrm{P}_{\mathrm{k}}(\mathrm{Y})+\mathrm{P}^{*} \mathrm{P}_{\mathrm{k}}(\mathrm{X})(\mathrm{f}) \mathrm{P}^{*}(\mathrm{Y})-\mathrm{X}(\mathrm{f}) \mathrm{P}^{*} \mathrm{P}_{\mathrm{k}}(\mathrm{Y})+\mathrm{fd} \omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Y}) \\
& \therefore \mathrm{fd} \omega_{\mathrm{k}}(\mathrm{X}, \mathrm{Y})
\end{aligned}
\end{aligned}
$$

Thin: suggests that, in constructing cohomology groups, we restrict ourselves ", cochains that are $F(M, C)$-linear. They, in turn, can (in accordance with the eneral $r^{\text {rinciples }}$ of differential geometry [1]) be interpreted as tensor-ficlds on M. The corresponding cohomology groups are called the Dolbeanll cohon:wgy groups for the complex structure on M.

Let us look in a geometric interpretation for the 0-cycles, i.e., - the elemenl: $X \in V$ s:ich that:

$$
\phi(G)(Z)=0 \text {, i.e., }[G, Z] \subset G_{m}
$$

If $Z$ satisfies this condition, so does $X=\frac{1}{2}\left(Z+Z^{*}\right) \quad X$ is a real vector field (i.e., in $V(M)$ itself), and is, in fact, just the "real part" of the complex vector field Z . ( $\mathrm{Z}^{*}$ denotes the complex conjugate: If $\mathrm{Z}=\mathrm{X}+\mathrm{iY}$, with $\mathrm{X}, \mathrm{Y} \in \mathrm{V}(\mathrm{M})$, then $\mathrm{Z}^{*}=\mathrm{X}$ - iY.$) \quad \mathrm{Z}^{*}$ also satisfies:

$$
\left[\mathrm{G}^{*}, \mathrm{Z}^{*}\right]=\mathrm{g}^{*}
$$

From this, one sees that AdZ commutes with P, hence also with J, i.e., -

$$
[\mathrm{X}, \mathrm{JY}]=J[\mathrm{X}, \mathrm{Y}] \text { for } \mathrm{Y} \in \mathrm{~V}(\mathrm{M})
$$

This says that X is a vector-field generating a one-parameter group that preserves the complex analytic structure, i.e., is what one calls (in the theory of complex analytic manifolds) a holomorphic vector field. They form a Lie algebra, that we denote by $S$. Thus, we have a sequence of vector spaces.

$$
0 \rightarrow \underset{\sim N}{S \rightarrow} \stackrel{\mathrm{~V}(\mathrm{M}) \xrightarrow{\rightarrow} \mathrm{C}^{1}(\phi) \rightarrow \ldots}{ }
$$

$S$ is the Lie algebra of the "pseudogroup" of all complex analytic transformations of M . This sequence (called the "Spencer resolition" of the pseudogroup) is exact, (i.e., the image of each homomorphism = the kernel of the succeeding one) if and only if the Dolbeault cohomology groups vanish.

We will leave discussion of this well-known (to mathematicians) example at this point, since we have merely meant it as "geometric" motivation for the general treatment in the next section.

Consider a geometric structure on a manifold $M$ which leads to a Lie algebra $\underset{\sim}{S}$ of vector fields on $M$. The Spencer resolution construction gives a sequence $E_{1}, E_{2}, \ldots$ of vector bundles over $M$, together with a sequence $\mathrm{D}_{\mathrm{i}}: \Gamma\left(\mathrm{E}_{\mathrm{i}}\right) \rightarrow \Gamma\left(\mathrm{E}_{\mathrm{i}+1}\right)$ of linear maps, $\mathrm{i}=1,2, \ldots\left(\Gamma\left(\mathrm{E}_{\mathrm{i}}\right)\right.$ is the space of cross section of the $i$-th bundle) such that:
a) $\quad \Gamma\left(\mathrm{E}_{1}\right)=V(\mathrm{M})$
b) $\quad S=$ kernel $D_{1}$
c) $D_{i+1} D_{i}=0$, i.e., image $D_{i} \subset$ kernel $D_{i=1}, i=1,1, \ldots$

Thus, we have a sequence

$$
\stackrel{\mathrm{D}_{1}}{\rightarrow} \Gamma\left(\mathrm{E}_{2}\right) \quad \ldots
$$

The main problems of the theory are, first, to construct the resolution, then to prove that under certain "convexity" conditions on $M$ that the sequence is exact, i.e., image $D_{i}=$ kernel $D_{i+1}, i=1,2, \ldots$ We will now present an algebraic construction that might serve as a model for some of the ideas.

Suppose again that ${\underset{W}{w}}^{G}$ is a subalgebra of a Lie algebra ${\underset{W}{k}}$ and that $\mathrm{V}=\mathrm{G} / \mathrm{L}$. Let $\phi$ be the representation of G in V obtained by passing to the quotient via the adjoint action of $G$ in $\underset{m}{L}$. Let $C^{r}(\phi)$ be the $r$-cochains of $\mathrm{G}_{\mathrm{m}}$ with coefficients in $\mathrm{V}, \mathrm{r}=0,1,2, \ldots$ Let $\mathrm{d}: \mathrm{C}^{\mathrm{r}}(\phi) \rightarrow \mathrm{C}^{\mathrm{r}+1}(\phi)$ be the coboundary operator. Let $\mathrm{Z}^{\mathrm{r}}(\phi)$ be the cocycles $\mathrm{C}^{\mathrm{r}}(\phi)$, i.e., the kernel of $d$. Then, of course, we have a sequence

$$
0 \rightarrow \mathrm{Z}^{\mathrm{o}}(\phi) \rightarrow \mathrm{C}^{\mathrm{o}}(\phi) \stackrel{\mathrm{d}}{\rightarrow} \mathrm{C}^{1}(\phi) \xrightarrow{\mathrm{d}} \mathrm{C}^{2}(\phi) \rightarrow \ldots
$$

It is exact if and only if all cohomology groups of dimension $\geq 1$ are zero. Now, we have:

Theorem 9.1 Let $N(G)$ be the normalizer of $G$ in $L$. Then $Z^{\circ}(\phi)$ is isomorphic to $N(G) / G=S$, hence, we have an exact sequence:

$$
0 \rightarrow S_{\psi \rightarrow W} \xrightarrow{d} C^{1}(\phi) \rightarrow \cdots
$$

The proof should be obvious. If $Z \in L$ the kernel of $d$ if and only if

$$
[\mathrm{x}, \mathrm{G}] \subset \mathrm{G},
$$

i.e., $Z$ is in the normalizer. Further, the quotient map $N(G) \rightarrow V$ has $\underset{\text { m }}{G}$ as kernel. q.e.d.

Now we may inquire under what condition $C^{0}(\phi)=V$ itself can be made into a Lie algebra so that the map $\underset{\sim}{S} \rightarrow \mathrm{~V}$ of 9.2 is a Lie algebra homomorphism. We shall give one such condition.
 algebras, i.e., $V$ can, as a vector space, be identified with $\mathrm{G}_{\mathrm{f}}$. We must find the condition that the map $N(G) / G \rightarrow G^{\prime}$ is a Lie algebra homomorphism.

Suppose that $Z, Z_{1} \in N(G)$, with $Z=X+X^{\prime}, Z_{1}=X_{1}+X_{1}{ }^{\prime} ; X, X_{1} \in G^{\prime}$, and $X^{\prime}, X_{1}^{\prime} \in \mathrm{G}_{\mathrm{m}}^{\prime} . \quad$ Now

$$
\begin{align*}
& {\left[\mathrm{z}, \mathrm{x}_{1}\right]=\left[\mathrm{z}, \mathrm{z}_{1}\right]-\left[\mathrm{z}, \mathrm{x}_{1}^{\prime}\right] \in \underset{\mathrm{m}}{\mathrm{G}} .} \\
& {\left[\mathrm{x}, \mathrm{z}_{1}\right]=\left[\mathrm{z}, \mathrm{z}_{1}\right]-\left[\mathrm{x}^{\prime}, \mathrm{z}_{1}\right] \in \underset{\mathrm{m}}{\mathrm{G}}, \text { hence }} \\
& {\left[\mathrm{z}, \mathrm{X}_{1}^{\prime}\right]-\left[\mathrm{x}^{\prime}, \mathrm{z}_{1}\right] \in \mathrm{G}_{\mathrm{m}}}
\end{align*}
$$

Then,

$$
2\left[\mathrm{Z}, \mathrm{Z}_{1}\right]-\left[\mathrm{Z}, \mathrm{X}_{1}^{\prime}\right]-\left[\mathrm{X}^{\prime}, \mathrm{Z}_{1}\right] \epsilon_{\mathrm{M}}^{\mathrm{G}} \text { or }\left[\mathrm{z}, \mathrm{Z}_{1}\right]-\left[\mathrm{z}, \mathrm{X}_{1}^{\prime}\right] \in \mathrm{G}_{\mathrm{M}}
$$

Now, we have:
Theorem 9.2 Suppose $N(G)=G(N)\left(N(G) \cap N\left(G_{N}^{\prime}\right)\right)$. Then, the map $S=N(G) / G \rightarrow G_{m i n}^{\prime}=C^{0}(\phi)$ is a homomorphism.
Proof Suppose that $Z, Z_{1} \in N(G) \cap N\left(G_{\text {Noil }}^{\prime}\right)$.
By 9.4, projection of $\left[\mathrm{Z}, \mathrm{Z}_{1}\right]$ on $\mathrm{G}_{\mathrm{m}}^{\prime}=\operatorname{projection}$ of $\left[\mathrm{Z}, \mathrm{X}_{1}^{\prime}\right]$ on $\mathrm{G}_{\mathrm{yk}}^{\prime}=$, by 9.4 , the projection of $\left[\mathrm{X}^{\prime}, \mathrm{Z}_{1}\right]$ on $\mathrm{G}^{\prime}$. Now, $\left[\mathrm{X}^{\prime}, \mathrm{Z}_{1}\right]$ belongs to $\mathrm{G}^{\prime}$, but also equals $\left[X^{\prime}, X_{1}\right]+\left[X^{\prime}, X_{1}^{\prime}\right]$. Note that:

$$
\left[\mathrm{X}^{\prime}, \mathrm{X}_{1}\right]=\left[\mathrm{X}^{\prime}, \mathrm{Z}_{1}\right]-\left[\mathrm{X}^{\prime}, \mathrm{X}_{1}^{\prime}\right] \epsilon \mathrm{G}^{\prime}=\left[\mathrm{Z}, \mathrm{X}_{1}\right]-\left[\mathrm{X}, \mathrm{X}_{1}\right] \in \mathrm{G}
$$

Since $\underset{\tan }{G} \cap \mathbb{G N}^{\prime}=(0),\left[X^{\prime}, X_{1}\right]=0$, i. e.,
$\left[\begin{array}{ccc}\left(\text { projection of } N(G) \cap N\left(G^{\prime}\right) \text { on } G\right), \text { projection of } N(G) \cap N\left(G^{\prime}\right) \text { on } G^{\prime} \\ \hline\end{array}\right]=0.5$ This implies that projection of $\left[\mathrm{Z}, \mathrm{Z}_{1}\right]$ on $\mathrm{G}^{\prime}=\left[\mathrm{X}^{\prime}, \mathrm{X}_{1}^{\prime}\right]$, which shows that, with the identification $C^{0}(\phi)=G^{\prime}$, the map $\underset{\sim}{S} \rightarrow G^{\prime}$ is a homomorphism.

## X. LIE ALGEBRA COHOMOLOGY WITH AN ASSOCIATED MODULE STRUCTURE

In the last section we have abstracted out one feature of the complexmanifold theory that has general algebraic validity. Now, we will present another general feature.

Suppose that $G$ is a Lie algebra, and also a module over the ring $F$. We will denote elements of $G$ by $X$, elements of $F$ by $f$. Suppose that to each $X \in G_{\mathrm{m}}$ we are given a derivation $\mathrm{f} \rightarrow \mathrm{X}(\mathrm{f})$ of F , and that:

$$
[X, f Y]=X(f) Y+f[X, Y], \text { for } X, Y \in G_{\mathcal{W}} f \in F
$$

Suppose that $X \rightarrow \phi(X)$ defines a representation of $G$ by linear transformation on a vector space $V$, that $V$ is also a module under $F$, with

$$
\begin{aligned}
& \phi(X)(f v)=X(f) v+f \phi(X)(v) f \\
& \phi(f X)(v)=f \phi(X)(v) \\
& \text { for } X \in G, \quad v \in V
\end{aligned}
$$

Let $C_{F}^{r}(\phi)$ be the submodule of $C^{r}(\phi)$ (the r-cochains of ${ }_{M}^{G}$ with coefficients on V) consisting of those r-cochains which are also F-multilinear, i.e., the functions $X_{1}, \ldots, X_{r} \rightarrow \omega\left(X_{1}, \ldots, X_{r}\right)$ that satisfy:

$$
\begin{aligned}
& \omega\left(\mathrm{fX}_{1}, X_{2}, \ldots, X_{r}\right)=f \omega\left(X_{1}, \ldots, X_{r}\right) \\
& \text { for } f \in F, X_{1}, \ldots, X_{r} \in G_{A}
\end{aligned}
$$

As a consequence of 10.1 , one proves easily that:

$$
X(f \omega)=X(f) \omega+f X(\omega) \text { for } \omega \in C^{r}(\phi), f \in F
$$

$(X(\omega)$ denotes the Lie derivative of the cochain $\omega)$
Theorem 10.1 If $\omega \in \mathrm{C}_{\mathrm{F}}^{\mathrm{r}}(\phi), \mathrm{X} \in \mathrm{G}_{\boldsymbol{\lambda}}$ then $\mathrm{X}(\omega) \in \mathrm{C}_{\mathrm{F}}^{\mathrm{r}}(\phi)$.
Proof For $f \in F$,

$$
\begin{aligned}
& X(\omega)\left(f X_{1}, \ldots, X_{r}\right)=\phi(X)\left(\omega\left(\mathrm{fX}_{1}, \ldots, X_{r}\right)\right)-\omega\left(\left[X^{\prime}, \mathrm{fX}_{1}\right], \ldots, X_{r}\right)-\ldots \\
& -\omega\left(\mathrm{fX}_{1}, \ldots,\left[\mathbf{X}, \mathrm{X}_{\mathrm{r}}\right]\right)=\mathrm{X}(\mathrm{f}) \omega\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right)+\mathrm{I} \phi(\mathbf{X})\left(\omega\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right)\right) \\
& -X(f) \omega\left(X_{1}, \ldots, X_{r}\right)-f \omega\left(\left[X, X_{1}\right], \ldots, X_{r}\right) \\
& -\ldots-f_{\omega}\left(X_{1}, \ldots,\left[X, X_{r}\right]\right)=\left(f X(\omega)\left(X_{1}, \ldots, X_{r}\right)\right)
\end{aligned}
$$

Theorem 10.2 $d\left(C_{F}^{r}(\phi)\right) \subset C_{F}^{r+1}(\phi), \quad r=0,1, \ldots$

Proof We proceed by induction. For $r=0: \dot{\omega} \epsilon C_{F}^{0}(\phi)$ means $\omega \in V$

$$
\begin{aligned}
\mathrm{d} \omega(\mathrm{X}) & =\phi(\mathrm{X})(\omega) \\
\mathrm{d} \omega(\mathrm{fX}) & =\phi(\mathrm{fX})(\omega)=\mathrm{f} \phi(\mathrm{X})(\omega)=\mathrm{fd} \omega(\mathrm{X})
\end{aligned}
$$

Assume it is true for forms of degree $<\mathbf{r}$

$$
\begin{aligned}
\mathrm{d} \omega\left(\mathrm{X}, \mathrm{~F}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right) & =(\mathrm{X}\lrcorner \mathrm{d} \omega)\left(\mathrm{fX}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right) \\
& \left.=\mathrm{X}(\omega)\left(\mathrm{fX}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right)+\mathrm{d}(\mathrm{X}\rfloor \omega\right)\left(\mathrm{fX}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right) \\
& =\mathrm{fX}(\omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right)+\mathrm{fd}(\mathrm{X} \downharpoonleft \omega)\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right)
\end{aligned}
$$

(by Theorem 10.1 and the induction hypothesis),

$$
=\mathrm{fd} \omega\left(\mathrm{X}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{\mathrm{r}}\right) \quad \text { q.e.d. }
$$

Thus, we can use cochains that are F-multilinear to construct a cohomology group. They are obviously the appropriate group to discuss deformation of homomorphisms, subalgebras, etc., that are F -linear.

Notice the following way of defining an interesting cohomology situation: Suppose ${ }^{G}$ is a Lie algebra that is also an $F$-module, with $工$ also acting as derivations in $F$, as before. Suppose that $G$ is a Lie subalgebra of $L$ that is also a submodule of $G$. Then, $V=G / G$ is an $F$-module, and the cohomology theory sketched above can be used.
XI. DEFORMATIONS OF COMPLEX SUBMANIFOLDS

OF COMPLEX MANIFOLDS

Now, we proceed to abstract out of Kodaira's work [3] on deformation of complex submanifolds an interesting algebraic structure. Let $M$ be a manifold, $J: V(M) \rightarrow V(M)$ a tensor-field, (i.e., an $F(M)$-linear map). Satisfying 8.1. For $p \in M$, let $M_{p}$ be the tangent space to $M$ at $p$. Each vector field
$\mathrm{X} \in \mathrm{V}(\mathrm{M})$ determines a tangent vector at $p$, i.e., an element of $M_{p}$, which is Its "value" at $p$, which we denote by $X(p)$. J has a "value" at $p$ also, which is a linear map (which we also denote by $J$ of $M_{p} \rightarrow M_{p}$ such that $J^{2}=$ - (identity). Then, as definition,

$$
J(X)(p)=J(X(p))
$$

Let $N$ be a submanifold of $M$. For each point $p$ of $N$, its tangent space, $N_{p}$, is a subspace of $M_{p} . J\left(N_{p}\right)$ may or may not be equal to $N_{p}$. If it is, for each $p \in N$, then obviously $N$ inherits a J-tensor. If this is so, it is readily verified that the "integrability condition" 8.1 is satisfied on N also, i.e., $N$ has a complex manifold structure.

Now, we can consider "deformations," i.e., a one-parameter family $\lambda \rightarrow N^{\lambda}$ of complex submanifolds of $M$. The "trivial" deformations are those of the form

$$
\mathrm{N}^{\lambda}=\phi_{\lambda}(\mathbb{N})
$$

where $\lambda \rightarrow \phi_{\lambda}$ is a one-parameter family of transformations of $M$ that preserve the complex-analytic structure on $M$, i.e., that are complex-analytic transformations on $M$.

Let us formulate this more algebraically. Suppose $F(M, N)$ consists of the functions of $M$ that are zero on $N$. Then, $F(M, N)$ is an ideal in the ring $F(N)$, and $F(N)$, the functions on $N$, can be identified with the quotient ring $F(M) / F(M, N)$. A vector field $X \in V$ is tangent to $N$ if:

$$
\mathrm{x}(\mathrm{~F}(\mathrm{M}, \mathrm{~N})) \subset \mathrm{F}(\mathrm{M}, \mathrm{~N})
$$

Thus, the action of such an $X$ by derivation on $F(M)$ induces an action by derivation on $F(N)=F(M) / F(M, N)$. This defines a vector field on $N$, which is just the induced vector field on $N$. Let $V(M, N)$ denote the set of these vector fields that are tangent to $N$. Then, the condition that $N$ be a complex submanifold is

$$
\mathrm{J}(\mathrm{~V}(\mathrm{M}, \mathrm{~N})) \subset \mathrm{V}(\mathrm{M}, \mathrm{~N})
$$

Notice that

$$
[\mathrm{V},(\mathrm{M}, \mathrm{~N}), \mathrm{V}(\mathrm{M}, \mathrm{~N})] \subset \mathrm{V}(\mathrm{M}, \mathrm{~N})
$$

i.e., $V(M, N)$ is a subalgebra of $V(M)$.

Also $V(M, N)$ is an $F(M)$-submodule of $V(M)$. Thus, a deformation of submanifolds, $\lambda \rightarrow \mathrm{N}^{\boldsymbol{\lambda}}$ (independently of the condition that each submanifold be complex), can be considered as a deformation $\lambda \rightarrow V\left(M, N^{\lambda}\right)$ of a subalgebra of $\mathrm{V}(\mathrm{M})$.

Now, we can handle deformations of complex submanifolds. As before, "complexify" $\mathrm{F}(\mathrm{M})$ and $\mathrm{V}(\mathrm{M})$ to $\mathrm{F}(\mathrm{M}, \mathrm{C})$ and $\mathrm{V}(\mathrm{M}, \mathrm{C})$. Put $\mathrm{P}=1 / 2(\mathrm{I}+\mathrm{i})$ : $F(M, N)$ and $V(M, N)$ can be complexified to $F(M, N, C)$ and $V(M, N, C)$. Then. $P(V(M, N, C))$ is a subalgebra of $P(V(M, C))$. A deformation $\lambda \rightarrow N^{\lambda}$ of complex submanifolds leads to a deformation $\lambda \rightarrow P\left(V\left(M, N^{\lambda}, C\right)\right)$ of subalgebras of $\mathrm{P}(\mathrm{V}(\mathrm{M}, \mathrm{C}))$.

We have carried the analysis sufficiently far to make it clear that the algebraic formalism sketched above applied to this șituation also. However, there is a new feature: We have Lie algebra $L^{L}(=P(V(M, C))$ ), a subalgebra $\mathrm{G}^{( }=\mathrm{P}(\mathrm{V}(\mathrm{M}, \mathrm{N}, \mathrm{C}))$ ), and we count those deformations $\lambda \rightarrow \mathrm{G}_{1}^{\lambda}$ of $\underset{\text { Gen }}{ }$ as "trivial" which are obtained by acting on $G$ by a one-parameter family of automorphisms of

L taken from a given group of automorphisms. In this case, the Lie algebra
of the group of automorphisms is $S_{m}$ the normalizer of $P(V(M, C))$ in $V(M, C)$, modulo $\mathrm{P}(\mathrm{V}(\mathrm{M}, \mathrm{C})$ ) itself, i.e., the group is the group of automorphisms that is induced by the complex analytic transformations of $M$ on $V(M, C)$. This, is a slightly more general deformation problem that is considered here or in Richardson's paper [10], but the same methods apply to it: We shall return to this in another paper.
XII. DEFORMATIONS THAT ARE LINEAR

IN THE DEFORMATION PARAMETER

Let us turn to another problem that is closely related to the "multiplicative" structure on the cochains, namely the problem of deciding when a given deformation is equivalent to one which is linear in the deformation parameter. (For example, the "Gell-Mann formula" type of analytic continuation of Lie algebra representations [2] leads to such types of deformations, in a very natural way.) Since we will only begin this discussion in this paper, we will consider the simplest case, the deformation of Lie algebra homomorphisms.

Let $L_{m}$ and $G_{n-m}$ be Lie algebra, and let $\phi: G_{n \rightarrow} \rightarrow L_{n}$ be a homomorphism from $G$ to $L$ Let $V$ be the underlying vector space to $L^{L}$ and let $\phi^{\prime}$ be the


$$
\phi^{\prime}(\mathrm{X})(\mathrm{Y})=[\phi(\mathrm{X}), \mathrm{Y}] \text { for } X \in \in_{\Omega} \mathrm{Y} \in \mathrm{~L}
$$

Let $\omega \in \mathrm{C}^{2}\left(\phi^{\prime}\right)$, i.e., $\quad \omega$ is a linear map $G \in \underset{M}{L}$. Consider:

$$
\phi_{\lambda}(\mathrm{X})=\phi(\mathrm{X})+\lambda \omega(\mathrm{X}) \quad \text { for } \quad \mathrm{X} \in \mathrm{~L}_{\mathcal{M}} .
$$

Then,

$$
\begin{aligned}
\phi_{\lambda}([\mathrm{X}, \mathrm{Y}]) & =\phi([\mathrm{X}, \mathrm{Y}])+\lambda \omega([\mathrm{X}, \mathrm{Y}])\left[\phi_{\lambda}(\mathrm{X}), \phi_{\lambda}(\mathrm{Y})\right] \\
& =[\phi(\mathrm{X})=\lambda \omega(\mathrm{X}), \phi(\mathrm{Y})+\lambda \omega(\mathrm{Y})] \\
& =[\phi(\mathrm{X}), \phi(\mathrm{Y})]+\lambda[\omega(\mathrm{X}), \phi(\mathrm{Y})]+\lambda[\phi(\mathrm{X}), \omega(\mathrm{Y})]+\lambda^{2}[\omega(\mathrm{X}), \omega(\mathrm{Y})]
\end{aligned}
$$

Now, let $\alpha: L \times \underset{\sim}{L} \rightarrow$ be the map $\alpha(X, Y)=[X, Y]$. Then $\alpha$ induces a multiplication

$$
\mathrm{C}^{\mathrm{r}}\left(\phi^{\prime}\right) \times \mathrm{C}^{\mathrm{R}}\left(\phi^{\prime}\right) \rightarrow \mathrm{C}^{\mathrm{r}+\mathrm{R}}\left(\phi^{\prime}\right)
$$

on cochains, as described above.

$$
\alpha(\omega, \omega)(\mathrm{X}, \mathrm{Y})=[\omega(\mathrm{X}), \omega(\mathrm{Y})]
$$

We see that $\phi_{\lambda}$ is a homomorphism for every $\lambda$, if and only if :

$$
\begin{array}{r}
\mathrm{d} \omega=0 \\
\alpha(\omega, \omega)=0
\end{array}
$$

$$
12.1
$$

Suppose now that a given $\omega \epsilon \mathrm{C}^{1}\left(\phi^{\prime}\right)$ satisfies 12.1 , but not 12.2. Then 12.1 says that $\omega_{1}$ is a cocycle, hence determines a cohomology class that we denote by $\bar{\omega}_{1}$. Can we change $\omega_{1}$ within its cohomology class so that 12.2 is also satisfied. Now, $\alpha$ induces, as we have seen, a multiplication

$$
\mathrm{H}^{1}\left(\phi^{\prime}\right) \times \mathrm{H}^{1}\left(\phi^{\prime}\right) \rightarrow \mathrm{H}^{2}\left(\phi^{\prime}\right)
$$

Thus, a necessary condition is that

$$
\alpha(\bar{\omega}, \bar{\omega})=0
$$

Now, it is easy to see that it is not always a sufficient condition. However, we can add another condition which makes it also sufficient, and that is satisfied in many examples.

Theorem 12.1 Suppose $\omega \epsilon Z^{1}\left(\phi^{\prime}\right)$ satisfies

$$
\alpha(\bar{\omega}, \bar{\omega})=0
$$

Suppose also that $\mathrm{Z}^{1}(\phi)$ can be split up as a direct sum

$$
\mathrm{dC}^{0}(\phi) \oplus \mathrm{w}^{1}
$$

where $\mathrm{W}^{1}$ is a subspace of $\mathrm{Z}^{1}(\phi)$ satisfying:

$$
\alpha\left(W^{1}, W^{1}\right) \cap \mathrm{dC}^{1}\left(\phi^{\prime}\right)=(0)
$$

Conclusion:
If $\omega^{\prime}$ is the element of $W^{1}$ which is the same cohomology class as $\omega$ then $\phi_{\lambda}$ defined by:

$$
\phi_{\lambda}(\mathrm{X})=\phi(\mathrm{X})+\lambda \omega^{\prime}(\mathrm{X})
$$

is, for each $\lambda$, a homomorphism of $G$ into $\AA_{W}$
The proof is trivial: $\quad 12.3$ says that $\alpha(\bar{\omega}, \bar{\omega})=\alpha\left(\bar{\omega}, \bar{\omega}^{\prime}\right)=0, \quad$ i.e., $\alpha\left(\omega^{\prime}, \omega^{\prime}\right) \in \mathrm{dC}^{2}\left(\phi^{\prime}\right)$, while 12.4 then implies that $\alpha\left(\omega^{\prime}, \omega^{\prime}\right)=0$. Then, 12.1-2 are satisfied with $\omega$ replaced by $\omega^{\prime}$, whence the conclusion.
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