An End-to-End Performance Measurement Architecture for the Pakistan Educational Research Network (PERN)
Abstract
Currently the Pakistan Education Research Network (PERN) is being under-measured. The problem is only getting worse with PERN’s rapid growth. To efficiently manage a network it is critical to measure and understand the current and long-term performance and identify the location and sizes of bottlenecks. The goal of this proposal is to build a “measurement infrastructure” for PERN, in which a collection of measurement platforms (monitoring hosts) cooperatively measure the properties of PERN backbone paths and End-to-End performance measurement between the collaborating universities. 
The key emphasis in the first year is to provide persistent long term, yet near real-time, measurements of the end-to-end performance of the major network paths in PERN and paths accessed through PERN (e.g. international paths). These will be archived, analyzed, visualized and presented via the web. The visualization will include both tabular and graphical time series with navigation to the paths and metrics measured, selection of time windows, aggregation groups (e.g. all sites in say the Punjab, or all sites collaborating in some Grid project). This will enable the viewer to quickly see long term-trends, compare the performance of say various regions within Pakistan (Punjab, NWFP, Sindh and Balochistan), spot problems such as sudden unexpected changes in performance (anomalies), and provide higher level (e.g. Government, Higher Education Commission (HEC)) decision making information. Since the data, archiving, analysis and visualization tools will be shared with the worldwide PingER project this will also enable rapid comparison of how PERN is performing compared to other Academic and Research networks in developing and developed regions (e.g. partner countries in the Asia Pacific Advanced Network (APAN)). We will also develop tools to simplify the management task of running the measurement infrastructure.
If funded for two years, we will extend the monitoring to meet the needs of higher performance networks such as are needed by Grid projects such as the NUST and Quaid-e-Azam universities collaboration with the CERN Large Hadron Collider (LHC). This monitoring toolkit/infrastructure will focus on a limited set of high performance links, utilizing more intense active end-to-end network measurements to provide estimates of available bandwidth, achievable throughput, routing histories together with effective visualization tools. The reports will include tabular and graphical time series, histograms and scatter plots. In addition since there will be many graphs for network personnel to review each morning, if one is looking for anomalous performance, we will develop comprehensive methods to automatically detect anomalies and report them to the network administrators. This will enable the network administrators to focus their efforts more effectively and to become more pro-active.
  Realizing the possibility of Grid technologies as an infrastructure for e-learning in PERN, will require high speed and reliable network links between collaborating universities inside and outside Pakistan. E-learning infrastructure includes bandwidth-intensive applications (for example streaming video) and sophisticated protocols that enable real-time interactivity (e.g. real-time video with feedback, instrument control etc.). To enable this, the network will need to deliver high bandwidth, low latency and jitter in a reliable fashion. If funded for the third year, we will work on the reliability of the network performance and service assurance, through identifying the magnitude, locations and making forecasts concerning bottlenecks in monitored network paths.. We will closely cooperate with PERN to access network router/switch interface utilization and capacity measurements (via SNMP MIBs). This will enable us to develop techniques to discover anomalous network wide behavior, clearly identify and track bottlenecks on paths. We will build on the work being done by the U.S. Energy Science Network (ESnet), the Pan-European Géant network, the Canadian and Internet2 to develop co-operating measurement infrastructures. We will also extend the end-to-end measurements to include jitter and correlate the internal network measurements (from router/switch SNMP MIBs) with those from year two’s end-tp-end measurements. The third year’s work will position the PERN network to be able to enable improved quality of service to work around network bottlenecks.
