SLAC Facilities
SLAC has an OC12 (622Mbit/s) Internet connection to ESnet, and a 1 Gigabit Ethernet connection to Stanford University and thus to CalREN/Internet2. In addition we will soon (currently planned for Summer 2006) have a 10 Gbits/s production plus a 10Gbits/s test network connections to the ESnet Bay Area Metropolitan Area Network (MAN). We also have two high performance hosts at the Sunnyvale PoP that are connected at 10Gbit/s onto Ultra Science Net for testing and tuning purposes. SLAC is connected to the IPv6 direct connection onto ESnet with 3 hosts making measurements for IPv6.

We recently demonstrated utilization of 35Gbit/s (in both direction) using only two 10Gbit/s connections as part of our record breaking Bandwidth Challenge at the SuperComputing 2005 conference. Contributing with Caltech and Fermilab, we managed to transfer real physics data at a rate of 150Gbit/s peak during a two hour window.

SLAC has hosts dedicated to network measurement from the following projects: AMP, NIMI, PingER, RIPE, Monalisa, OWAMP and IEPM-BW. SLAC has two GPS aerials and connections to provide accurate time synchronization. In addition the SLAC IEPM group has a small cluster of five high performance Linux hosts with dual 2.4 or 3GHz processors, 2/4GB of memory and with 133MHz PCI-X buses. Two of these hosts have 10GE Intel interfaces and the other have 1 GE interfaces. We have also recently acquired two Sun V20z (Dual Opteron) with 10Gbit/s Neterion cards. These hosts are used for high performance testing including the all the previous successful bandwidth challenges (winning the bandwidth challenge year on year since 2003) and the Internet 2 Land Speed Records.

The SLAC data center contains two Sun E6800 20 and 24 symmetric multiprocessor and an SGI Altix. In addition there is a Linux cluster of over 3,700 CPUs, an 800 CPU Solaris cluster. For data storage there are 550TByte of online disk, and automated access tape storage with a capacity of 10 PetaBytes.and utilization of over a PetaByte

SLAC is the home site of the BaBar High Energy Physics (HEP) experiment that has large data transfer needs with collaborators in the US and Europe. It is the home site of the Stanford Synchrotron Radiation Laboratory that includes the SPEAR-3 photon source and will be the future home of the Linear Coherent Light Source. Both of these have or will have challenging data network needs that we hope to partially address in the current proposal.

