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1.  PROJECT SUMMARY

	Given the constantly changing nature, the deliberate transparency etc., understanding network performance is a non-trivial task, particularly for distributed collaborators. Scientific communities (i.e. collaborating teams, virtual organizations) usually span multiple physical organizations. This distributed nature of the virtual organizations/teams makes it difficult for network engineers or end-users to effectively find or fix end-to-end performance problems. Usually a significant amount of time and effort is spent on convincing physical organizations to begin testing. Even if the testing starts, it is challenging to isolate the faulty component and even more time is spent on finding solutions to the problems. Consequently, it is increasingly difficult to perform tuning and troubleshooting in distributed environments due to the need to access information from several sources.

Keeping in view the fact that Higher Education Commission of Pakistan (HEC) is pushing forward for the establishment of an Education Network – PERN – connecting eighteen universities nationwide
 (with more to follow), it is necessary that a measurement infrastructure is in place that not only provides end-to-end performance evaluation and properties of the PERN backbone, but also aids the process of analysis of the information gathered, detection of significant events, alerting, their diagnosis and comprehensible visualizations. 

It is for this reason that we propose the PETWORK – PERN Network Performance Monitoring and Event Diagnosis – project. This measurement infrastructure shall be based on the perfSONAR framework in which a collection of measurement hosts cooperatively measure and make available, with autnetication and policy applied,  the properties of PERN backbone paths and End-to-End (E2E) performance between the collaborating universities. This information is critical to managing networks, and to providing alerts and diagnostics for trouble shooting. It will enable network engineers, system administrators and end-users to dramatically reduce the extraordinary amount of time they utilize today coordinating debugging efforts across multiple domains. The information is also needed for grid applications for forecasting and to help decide where to locate/access replicated data. 

This proposal aims at providing the maximum benefit to the PERN members by leveraging our expertise and extensive contacts with other measurement communities. SLAC
, supported by NIIT
 possesses the knowledge and experience of designing, implementing and deploying measurement infrastructures for the Internet such as IEPM
 and PingER
. With our expertise in analysis, event-detection, alerting, diagnosis, and visualization, this project will position PERN and its end-users to better monitor and understand network performance. In addition this proposal will enable PERN to join an international community of NRENs in the US, Europe and elsewhere, as well as the CERN LHC Network, to measure and share information across multiple autonomous domains.
This project will not only facilitate Pakistan in setting up a monitoring infrastructure for PERN but will also provide an implicit opportunity to the participating scholars (connected by PERN) to contribute to the international efforts made by the perfSONAR consortium. It will also provide the students with access to advanced high-speed networks in the US and Europe, and to work with acknowledged experts in the network monitoring field. Thereby they will be developing highly skilled human resources for Pakistan by conducting applied research and developing network monitoring and end-to-end network performance measurement tools/infrastructure. 




2.  PROPOSED GOALS/OBJECTIVES (please identify quantifiable goals)
	GOALS/OBJECTIVES 

The requirements of gathering, analyzing, presenting, and sharing networking performance statistics have been partially addressed by many projects and independent tools including MonALISA
, PingER
, IEPM-BW
, Surveyor and AMP
. All of these have been homogeneous products mainly developed by a single group, with limited deployment, that either have/will disappear as funding ceases, and/or are not open source (thus not encouraging multiple contributors and ongoing support), and/or are limited in their extension capabilities, do not provide authentication or policy, and do not provide a collaboration between network providers and users. Below are not only the objectives of PETWORK but also the requirements for a network performance system which are not available in totality in any extant software.

1. To develop and deploy a perfSONAR monitoring setup for PERN enabling a comprehensive monitoring infrastructure for high speed networks (such as PERN) by designing, implementing and deploying the core perfSONAR services customized to better suit the evolving bandwidth environment of Pakistan.

a. To provide ease of extensibility to new data sources in the context of network performance monitoring. New tools are produced frequently and the system must not be biased towards any particular tool or type of tool.

b. To provide a secure, policy based access to the participants. This has been a major concern for the network administrators which limits the sharing of information.  Providing the ability to protect who can access what and under which circumstances at the local level.

c. Developing a single, monolithic, global measurement system has proved neither practical nor possible in the long term. The concept of federations, neutral information discovery and exchange, standards-based formats and modular hybrid architectures are necessary. In this manner local autonomy is preserved while promoting global unity. In addition continued development and support is provided by multiple, separate groups with different skills and interests. Thus we intend to pursue the approach of federations in integrating existing software in the perfSONAR framework.

2. This project also aims to develop new forecasting tools and identify network anomalies. This will be performed on well known traffic actively inserted into the network, and on passively measured network traffic. The forecasting will use advanced statistical models such as Holt-Winters
 and ARMA
 and ARIMA (Box-Jenkins).

a. In the later stages of the proposal, as the forecasting becomes a reliable service, we will work with Grid middleware and applications developers to enable applications to directly use the forecasts (by means of web services
 [1]) to steer an application, for example for replica selection.

3. We will evaluate and validate the E2E measurements, automatically detect, report and help diagnose network anomalies (e.g. events that persist, and differ markedly from forecasts), and identify bottleneck locations, and characterize site traffic.

4. Another objective is to nurture and train select NIIT graduate students to contribute to research and development of computer networks to benefit the Pakistani research and education community.

a. Students will spend time at SLAC, which is highly regarded as one of the foremost research facilities in the world; work with world class researchers; and have access to high performance computing and networking facilities not currently available in Pakistan.

END USER/ BENEFICIARY

1. PERN – Pakistan’s Education and Research Network – and HEC
The realization of this project will result in a monitoring infrastructure for PERN which will permit not only the system administrators of PERN but also the participating universities to observe the network behaviour, optimize its usage based on observations and diagnose abnormal activities. The automation software shall expedite the process of identifying events, diagnosing them and, in special cases, later taking action. Conducting this project will also provide an opportunity to the management and system administrators to obtain human resource which is well trained, well versed in modern technology and aware of problems that can arise in a large scale network.

Currently, network administrators spend an extraordinary amount of time coordinating debugging efforts due to multi-domain issues, even for relatively trivial problems. PETWORK will enable remote network administrators (at PERN, end sites connected and at in other autonomous network domains) to debug performance issues much more efficiently by reducing the need for coordination. Specifically, coordination will be a one-time authorization configuration using a federated model. This will lead to more responsive problem resolution, which will, in turn, lead to more effective utilization of the network.

2. Academic Institutes 

Academic institutes participating in this project will have access to a large scale monitoring network in Pakistan which will provide them practical hands-on experience. Students and researcher from these institutes shall be able to incorporate their own research ideas into this infrastructure

This infrastructure will make it easier for educators to bring the network into the classroom. Early prototype components of the perfSONAR system have been featured in courses at the University of Delaware. Daily use of the network for routine teaching activities depends on a network infrastructure that can meet the needs of the teaching application. A perfSONAR-enabled network will allow educators and support staff to easily verify and demonstrate that the network is operating properly. 

Members of the perfSONAR consortium are already engaged with resolving performance issues on production networks. By continuing to work with operations staff, local administrators and faculty, the team will promote the tools and the advantages of self service over waiting for third parties to run tests. For example Georgia Institute of Technology and SLAC are deploying campus wide network monitoring infrastructure. These infrastructures will be perfSONAR enabled, allowing faculty and central support staff to view performance and schedule tests within and beyond campus.

3. Students

Selected students will have a chance to work with leading researchers of the world in a similar field and to utilize, explore, develop for and on high speed networks such as will be available in Pakistan in he future. This will greatly increase their skills in very relevant areas for Pakistan.



3.   INTRODUCTION 
	Scientific Hypothesis

To efficiently manage any network one needs to be able to measure it. This includes measuring and understanding current and long-term performance, identifying and reporting problems both end-to-end (E2E) and within the network itself, and providing forecasts of both long and near term performance. Without such information the manager lacks planning information, the users and network administrators do not know what to expect; problems are reported by the users and the network administrators spend all their time fire-fighting; locations and sizes of bottlenecks and their behavior are unknown; and users and applications are unable to dynamically optimize their network usage.

Precise nature of the project

The focus of this proposal is to deploy the services of the perfSONAR consortium in order to monitor the PERN infra-structure. Additionally, we intend to develop network performance analysis and evaluation tools for end to end measurements customized for monitoring congested networks particularly the last mile links (prevalent in Pakistan) and integrate the code into the perfSONAR framework. Since SLAC is an active member of the perfSONAR consortium, NIIT (while maintaining strong collaboration with SLAC) will indirectly get an opportunity contribute to and benefit from this effort. These analysis tools encompass issues such as network weather forecasting, event detection, diagnosis and alerting. It would be worth mentioning that commercial organizations such as Naytatel [21] have beenbriefed on our findings, are very interested in the analysis of last mile links and have agreed to setup a measurement host for the PingER project. 

Proposed objectives 
Illustrating the objectives listed in section 2, the following are the specific focus areas for the PETWORK project. 

SLAC being an active member of the perfSONAR consortium is entrusted with the responsibility of developing the topology discovery service, the visualization tools and the translation service. Thus in collaboration with SLAC we propose to facilitate the investigation into the following areas, making the perfSONAR project more useful for the analysis and diagnostics of network related problems not only for the perfSONAR consortium but also for the customized deployment for PERN: 
1. Deploy the perfSONAR framework for PERN
· Design and implement topology discovery system(s) for deployment in as many administrative domains as possible. The information from such a service will include physical layer 1 links, layer 2 link protocols and IP layer 3 to overlay information to give a better view of the complete network topology. This will involve designing new tools and integration of existing topology database(s) and/or discovery methods into a consistent framework. A service will then be constructed to facilitate perfSONAR communication. 

· Design, implement and test visualization and analysis clients to interrogate perfSONAR services to facilitate the navigation and presentation of network topology, status and performance in both static (ie reports) and dynamic formats (interactive front-ends). Examples include network weather-maps, performance histories of network metrics and data link layer information. Such a client will test the interoperability of exist perfSONAR services and utilize the Authentication Services to be deployed. 

· Design, implement and deploy a translation service to for the conversion of statistics gathered from legacy tools to standardized formats as well as between formats understood by different legacy software. 
· Analyze and evaluate a variety of methods for network weather forecasting including algorithms such as the Holt-Winters method and Box-Jenkins.

· Evaluate and validate the E2E measurements, automatically detect, report and help diagnose network anomalies (e.g. events that persist, and differ markedly from forecasts), and identify bottleneck locations, and characterize site traffic.


4A.  BACKGROUND OF THE RESEARCH PROBLEMS TO BE ADDRESSED (Not to exceed two pages)
	i.
In case of basic research, a comprehensive and up-to-date literature survey clearly highlighting the existing gaps and what new information will be added to the existing pool of knowledge.

ii.
In case of applied research, please also identify the industry in Pakistan, which should benefit from the process/product. Please justify how the proposed research will contribute to the national economy/social sector.  Please justify your claim by giving figures of import/export, present market, future trends etc. The principal Investigator is encouraged to discuss the proposed research with the proposed beneficiary and attach supporting documentation.

Modern science relies on the global Internet to create large and physically distributed scientific work environments. Advancements in network connectivity have improved the scientists’ ability to collaborate and have helped accelerate the rate of scientific discovery. However, as networks have become more integral to the pursuit of science, scientists have become more dependent on networking and therefore network problems have an increasingly significant impact on science.  

In addition to the usual problems of understanding the Internet (e.g. constant change, deliberate transparency, lack of central control etc.), understanding network performance poses a number of challenges for distributed collaborators. Scientific communities (i.e., virtual organizations) may span many physical organizations. The distributed nature of these virtual organizations makes it difficult for campus network engineers or end-users to effectively find or fix end-to-end performance problems.  Worldwide, campus networks are usually interconnected via regional GigaPoPs or Regional Optical Networks (RONs) and national backbones and same is expected to be the case with PERN. A typical physical path from one scientist to a remote instrument or collaborator requires the crossing of five administrative domains (i.e., campus, regional, backbone, regional, and campus). Each of those domains usually maintains explicit control over who can access diagnostic information and what performance data is shared with peer domains.  Often, considerable time and effort must be expended to convince the physical organizations to begin testing. Once testing has begun, it can still be a difficult task to isolate the faulty network segment, and even more time can be spent evaluating different solutions. As a result, it is increasingly difficult to perform tuning and troubleshooting in distributed environments due to the need to access information from many different sources. 

Also, the rapid detection and correction of network performance problems and infrastructure faults represent unresolved problems facing all these scientific communities. It is difficult to overstate the amount of effort that large-scale distributed projects spend on network debugging and performance tuning. That this effort is duplicated across projects represents a significant waste of time and energy. Moreover, many scientists are forced to become part-time network engineers, which is an inefficient use of their time and effort.

Network Performance data is important for more than just addressing network pathology. Computer and network researchers have long examined the use of network information to improve distributed computing applications. Application adaptation based on network performance, or network proximity, has been somewhat successful thus far, but the scientific community is only just beginning to reap the benefits. Some Grid computing platforms take rudimentary network information as input to their scheduling algorithms. Currently, measurements for this purpose are made from the ‘edge’, but it is clear that reporting on the state of the network with collusion of the network elements, through common cyber-infrastructure would be desirable. 

Network pathology alone does not drive the need for network performance information; even when a precisely pinpointed problem is found in the network, there is often nothing that can be done. In these cases, application communities must be able to adapt their use of the network based on feedback about its current state. Job distribution in environments such as the Open Science Grid can make use of metrics of network performance to determine the most advantageous location to launch the jobs [8].

The perfSONAR [2] consortium has been working in recent years to provide an open set of protocols, and a reference implementation to address cross-domain sharing of network measurements and metrics. This project is focused on building open source, flexible, modular and extensible performance middleware to greatly simplify the process of gathering and sharing network performance information across multiple administrative domains to simplify the process of debugging network issues and to provide performance data to network sensitive applications without redundant measurements. The University of Delaware, Internet2 [3] and the DOE Energy Sciences Network (ESnet) [5] have been participating in this effort since its inception, but the primary focus of development has been in the EU-funded GÉANT2 [4] project. The perfSONAR system seeks to enable federated authentication and rich policy expression in terms of authorization and resource utilization, thereby allowing network operations staff and end-users aloke to access and generate network performance data, subject to the locally-controlled access policies of the parties involved. The system also provides open protocols and API to data gathering tools (e.g. SNMP [9], BWCTL/Iperf [10]

 REF _Ref162901880 \r \h 
 \* MERGEFORMAT [11], OWAMP[12]) and to analysis and visualization tools (e.g.CNM[13], MonALISA [17], perfSONAR UI[14], ICE[15], Visual perfSONAR[16]). This allows network researchers to innovate in the data gathering arena and in the analysis and visualization arena without bring shackled by the lack of a common performance middleware.
Here we propose a collaborative effort between NUST Institute of Information Technology (NIIT) [6] and Stanford Linear Accelerator Center (SLAC) [7] to deploy the perfSONAR framework for the monitoring of PERN and extend its services by developing and integrating production quality code for analysis, evaluation, event detection, diagnosis and forecasting into the existing perfSONAR framework. 


4B.  RESEARCH  PLAN: SCHEDULE/PHASING  (Not to exceed one page)
	Task Description:

The primary objective of PETWORK is to deploy, enhance and customize perfSONAR middleware services for an Autonomous System (PERN) in Pakistan. In addition to this we intend to analyze and evaluate algorithms for network weather forecasting, event detection and diagnoses. The technologies employed in these procedures will include relational, round robin databases to store measurement data, XML database e.g. eXist to store metadata for the request and response XML messages, object oriented programming (mostly using perl [22]), service oriented architecture and decentralize service discovery protocol. PETWORK will deal with the deployment, extension of the services and integration of new tools into the perfSONAR framework. The perfSONAR services that this proposal addresses are as follows:
1. Active and Passive Measurement: perfSONAR Measurement Point (MP) service is a wrapper service over monitoring data. It provides access to active and passive network monitoring tools available in the perfSONAR framework. Here, we intend to investigate suitable network monitoring tools required to gather network performance statistics for analysis and determine the feasibility of making them available in the perfSonar framework.   

2. Measurement and Storage: perfSONAR Measurement Archive (MA) service fetches and stores utilization and link status of routers in an administrative domain. It acts as an access-wrapper around the available network data. This would facilitate network engineers to detect, diagnose and resolve network issues. e.g. congestion may be dealt with by locating the routers being utilized unfairly due to link(s) failure or routing errors.

3. Topology Service: It is a non-trivial task to engineer the network without having an understanding of the topology. This service will provide the topology of the network to the perfSONAR framework. This topology will be used extensively in visualization of the weather maps which will help network engineers to analyze the network efficiently. 

4. Decentralized discovery: Maintaining the list of services manually or having static labels for them is not a suitable for a dynamic environment. Thus it is reasonable not only to have a lookup service, but also a decentralized lookup service to determine the access points the services. The idea is to engineer a lookup service in the image of a DNS with the intention that every node may operate as a root server. The lookup service is supposed to be based on XML open standards. This allows for the evolution of the service and also for adaptation to the storage requirements of a variety of data. This service is critical in nature due the fact that it maintains the view of all perfSONAR services.
5. Security: It is apparent that sharing information regarding an Autonomous Systems with users without suitable Authentication, Authorization or even Accounting (AAA) is not a reasonable concept. Thus there is a need to provide suitable AAA services to the infrastructure. This would allow for authorized access to trusted user groups only with a provision for logging the events. 
During the initial phase of PETWORK, we plan to deploy and in some cases extend the common components which facilitate the establishment of a federation of the perfSONAR framework services. The most important service in this regard is the lookup service. It is required from the lookup service that it should have the minimum possible downtime. In this regard, the hardening of the implementation is of critical importance.

The next phase would be to design, develop, test and deploy the topology discovery service. Though the lookup services are aware of the local services, yet in order to monitor the infrastructure, it is required that there is a mechanism to make topologically-related queries for services. For example it is necessary to find Measurement Points in the vicinity of a network path being monitored.
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Common requirements for the framework are the Authentication, Authorization and Accounting (AAA) procedures. This requires us to deploy the Authentication Service. The perfSONAR infrastructure doesn’t suggests the implementation of new Authentication Services, instead it suggests to utilize the existing efforts made by Shibboleth [18] and eduGAIN [19] to provide identity management using existing SAML [20] standards. The Authentication Service really is only necessary for measurement services in the context of Authorization. When a service needs to determine if it should allocate resources for request, there are two basic questions to be answered: first, is there enough of the given resource? and, second, is this particular identity allowed to consume the available resource? This question is addressed by the Resource Protector Service.

The next major phase is to provide diagnostic services. This encompasses the deployment of Measurement Points. The concept of the perfSONAR framework is to build an infrastructure where various diagnostic tools may be integrated. The network research community has focused on the development of sophisticated diagnostic tools, however their integration into perfSONAR would not be possible without the implementation of good-quality examples. In this regard, we intend to develop and integrate Event Detection and Diagnosis Services as well as Network Weather Forecasting Services into the perfSONAR framework. Also an alert mechanism in the form of a Translation Service will be required to notify relevant network administrators in the event of an anomaly. This service shall cater for such issues. As per the notion of perfSONAR, these tools will not only be integrated locally, rather they will be accessible through-out the whole monitoring infrastructure via Authentication and Authorization. This phase also incorporates the deployment of Measurement Archives. 

Lastly, but equally importantly, there is a requirement to aggregate the relevant performance measurement information and visualize it in a manner what is in accordance with the best practices. Examples would include interactive graphs of network nodes with performance charts and static reports of the network.
In addition to deployment, extension and in some cases integration of new services into perfSONAR, following are the areas of interest while considering are research plans:

1. Netflow Data Analysis and Presentation: Passive monitoring will become important in the future as network speeds increase - as the action of active network testing more and more difficult. Netflow [23] is a standardized information format from which real network traffic information from routers can be processed and analyzed. This project will investigate into the creating and presenting Netflow data with emphasis on comparison between active and passive measurement techniques. 
2. Anomaly Detection Methods & Analysis of Alerting Techniques: Some basic functionality is already in place to provide alerts within the IEPM-BW framework when performance changes occur. This project will both provide a more generic method to the automated analysis of network performance data, and also investigate and implement advanced algorithms for such analysis and reporting. 
3. Event Isolation and Diagnosis Techniques: Currently, diagnosis of network problems requires much administrative manpower and time to determine the cause of the problem(s). The need to quickly and automatically identify and diagnosis network problems to dramatically decrease the period that users experience degraded performance. This project aims to automatically gather relevant information, and use heuristical analysis to enable location (e.g. network or host issues), identification (narrowing down of the cause), and verification (double-checking against maintenance tickets etc.) of events.
4. Analysis of Forecasting Techniques: The prediction of network performance will greatly aid large scale data replication applications. However, such techniques are currently not very well understood. This project will investigate and report upon techniques to provide reliable forecasts of network performance based upon past performance.
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5.  IMPACT (of proposed research on teaching/training of manpower, institutional capability building and on local industry)
	In order to understand the impact of this project for the participants, users, the research community and the local industry, it would be beneficial to note how these groups deal with network performance measurement and monitoring issues these days. Consider two scholars from different universities (but part of PERN) arranging a video conference to facilitate their collaboration. Hypothetically, when they setup the call, one scholar finds that the video stream is poor. The scholar then contacts his/her local network administrator seeking help in resolving  the matter. After some preliminary tests the network administrator suspects that the reason for the poor video quality is insufficient available bandwidth. For this reason he/she plans to use the Iperf tool to test the links. However, in order to use the utility there is a requirement of a server component. Consequently, after hours of coordination over the telephone with network administrators within each administrative domain, the tests are conducted and a single link is identified to be behaving as the bottleneck. Later the network administrators corroborate to fix the problem and scholars are informed that the link would be available after the repair has been made. This all is with the assumption that the network administrators within each administrative domain forming the link were available to support the tests. Thus in such scenarios it is safe to say that days of efforts from multiple network administrators is required to first, identify the problem, and later fix it.
One of the primary objectives of the perfSONAR project is to reduce the hours and number of participants involved in determining, reporting such problems. Knowing where a problem is, and when it is likely to be repaired can help the scholars manage their contingency plans and thus reduce their frustration.

Impact on PERN Monitoring and Networking Research

System administrators and network engineers have always strived to develop sophisticated network monitoring and performance measurement tools that gather reliable statistics reflecting the network behaviour. To accomplish this, the system design requires that there should be active participation from both ends i.e. the monitoring node and the monitored node. This is usually realized by implementing the software using a client-server model. Though this solution is one of the most practical solutions, yet it has a stringent requirement that the network administrators of the monitored nodes have to permit the long-term use of this software. Also, the software must be robust enough to deal with a variety of failures. By implementing the perfSONAR Resource Protector Service for PERN, this issue may be amiably addressed and required tools may be deployed as per a client server model which may later be used by several authorized people.
Another issue is that of a uniform data exchange format. Since conventional tools are designed by independent teams; each tool gathers statistics, analyzes the information gather and presents it to the user. In some cases the information is saved in the form of an independent monitored session. Unfortunately, there is no uniform standard that defines the schema as per which the inform is to be saved. Consequently, different analysis tools may not be used simultaneously for a data collected by either of them until and unless a translator is explicitly developed. The perfSONAR project addresses this issue by defining generic formats. The information gathered by integrated tools is also stored by the Measurement Archives for later use. In addition to this the perfSONAR framework allows multiple tools to generate or consume data from the Measurement Archive service. Also, the perfSONAR Transformation service may be used at occasions to convert data as per the requirements of a legacy software.
Impact for System Administrators / Network Engineers

At this point in time, the system administrators and network engineers spend tremendous amount of time on resolving multi-domain issues, even in the case of trivial matters. This is an issue of grave concern for networks such as PERN where currently 18 universities are participating with the expectation of more to join later. With the implementation of the perfSONAR framework’s federated services, the network administrators would be able to conduct remote administration via required Authentication and Authorization checks. Once the perfSONAR framework is deployed, the dependency of network administrators on their peers for debugging would be significantly reduced.

Impact on Education
With the development and implementation of the perfSONAR framework for PERN, the Professors would be facilitated in bring the networks to the classrooms. The daily use of the network for routine teaching activities depends on a network infrastructure that can meet the needs of the teaching application. A perfSONAR-enabled network will allow teachers and staff to easily verify and demonstrate that the network is operating properly.

Also educators will be able to incorporate the perfSONAR services into the learning process. New avenues of research into tool design will emerge where some tools specialize in generating specific traffic flows to prove the network for very specific problems. Other tools will emerge that analyze data stored in perfSONAR archives. These specialized tools can be easily and widely deployed because they rely on the deployed infrastructure, not on the goodwill of end users.




6.  COLLABORATING LABS 
	In case of collaboration with national/international research group or local industry, please identify clearly the parts of research that will be carried out in the participating laboratories and please identify complimentarily and/or justify the need for collaboration) P.I.s are encouraged to find collaborating partners within Pakistan, particularly in less developed areas. Include a letter from Collaborating agency expressing willingness to collaborate
.
Need for Collaboration

This project will be an active collaboration involving, in Pakistan, engineers and scientists at PERN, students, researchers and faculty at NIIT, together with researchers, and engineers at SLAC in California USA. The PERN experts will provide: access to network information including router utilization, guidance and follow up to problem reports, specifications for and feedback on network performance reports, collocation space and support for equipment. The NIIT students under guidance from SLAC and NIIT staff will design, develop, test, integrate, install, document and support network measurement, analysis and presentation tools, plus infrastructure management tools.

This project will also build upon, leverage and contribute to the perfSONAR framework including major contributors from Internet2, the European Union-funded GEANT2 project, the DoE energy Sciences Network (ESNet), Georgia Institute of Technology (GaTech) and Stanford Linear Accelerator Center (SLAC). This widely accepted perfSONAR project provides a common framework from which the back-end systems will facilitate the analysis and presentation methods outlined in this proposal.

Part of the funding for this proposal is to provide select Pakistani graduate students to work and gain valuable experience at SLAC and bring back their knowledge and expertise to benefit Pakistan/PERN network activities. At the same time, network efficiency and availability should increase as SLAC’s expertise in network monitoring and problem isolation is passed onto the Pakistani collaborators.

Tasks to be done at SLAC 

SLAC will provide technical support to NIIT Faculty, research students and other related people involved in this project. This technical support shall be provided using following methods.

· It will provide opportunities for the NIIT faculty to visit the high quality research environment at SLAC and acquire the latest trends in Network and related technologies. This would enable the faculty members to gain valuable experience and promote the research culture in their classrooms, sowing the seeds of a long-term improvement in their teaching methods

· It will provide an opportunity for the graduate and PhD students to carry out their research work in a world class research center, thus enabling them to work with the best in the industry. It will also enable the students to take courses at Stanford University. This way, not only will they contribute to the development of new technologies but also share the experience and will be in a position to contribute positively to the Pakistani society and economy. Over the last two and a half years, SLAC has a proven track record in supervising and training Pakistani NIIT students to be productive and acquire knowledge that is both beneficial to all parties.

· It will enhance the capabilities of PERN to function as a network with over 56 universities throughout the country. The collaborators of this proposal believe that just connecting the universities is not sufficient; planning maintenance and continual improvement of service levels is also equally important, as is the ability to pro-actively respond to problems. With the team’s rich expertise in Network Monitoring and Measurement of the digital divide, the analyzed data would be highly valuable to the decision makers in the Pakistani government.

It will help understand the magnitude and nature of problems that Service Providers have in their network and enable them to provide better service level to their customers, thus improving the industry standards in Pakistan. 



7.  FACILITIES AND FUNDING 

	7A. Facilities: equipment available for the research project IN THE HOST UNIVERSITY/INSTITUTION

NUST Institute of IT possesses the basic facilities to conduct such research and development projects. A noteworthy project – MAGGIE – has been successfully conducted over the past three years in collaboration with SLAC which has developed several measurement and analysis tools available in the public domain. Apart from the equipment required to deploy the production quality software, the following facilities are available at NIIT required top conduct the project.

NIIT has advanced computing facilities with over 276 stations loaded with latest licensed operating systems and software packages, 13 servers, 43 switches, 3 ATM Switches, 6 Routers and 1 PIX Firewall. The network infrastructure has a Mail Server, Proxy Server, Database Server, File Server, MIS Server and a Teradata Server. All server nodes and laboratory workstations are supported with UPS.  NIIT is equipped with latest multimedia facilities such as Multimedia projectors, Scanners, CD Writers, Printers, and Digital Cameras etc. NIIT has several computer labs for undergraduate and graduate students.  Apart from that, each faculty member and research student is provided with a dedicated computer and internet access. 

	7B. Scientific Personnel

a. Available

1. Dr. Arshad Ali (Principal Investigator/DG NIIT)

2. Dr. Les Cottrell (DD SLAC computing services)

3. Dr. Yee Ting Lee (UA SLAC computing services)

4. Mr. Umar Kalim (Faculty Member NIIT)

5. Mr Adnan Iqbal (PhD student, NIIT, visited SLAC for 1 year)

6. Mr. Mohammad Asif Khan (research assistant, currently at SLAC)

7. Mr. Akbar Mehdi (research assistant, currently at SLAC)

8. Mr. Shahryar Khan (research assistant, currently at SLAC)

9. Mr. Qasim Bilal (research assistant)

10. Mr. Ahmed Hassan (research assistant)

11. Mr. Faran Javed (UG student)

12. Mr. Fahad Satti (UG student)

13. Mr. Nauman Shah (UG student)

b. Required*

In addition to the research assistants working with us additional scholars are required to participate in the research activity and accomplish the planned tasks within the planned time frame. Also, since research assistants intend to pursue higher studies, there is a need to replace departing graduates with motivated scholars to continue with ongoing projects. Approximately 5-8 research students are required every year to help faculty members carry out this project with precision and in timely fashion. Students sent to SLAC for one year experience are to be selected among these students every year. 

Also, one Assistant Network Administrator is required to prepare/deploy and upgrade servers at selected monitoring sites.


	7C. Other funding available for the proposed studies (if any)

Currently we do not possess any funding for the proposed project. 




8.  PRINCIPAL INVESTIGATOR
	Prof. Dr Arshad Ali is a senior IT professional and academicians. He completed his PhD studies in 1992 from University of Pittsburgh, USA in the Design, Simulation and Fabrication of Optical Waveguides for Optical Computers. He has over 26 national and international publications to his credit. Dr Arshad has been awarded Pakistan Academy of Sciences and COMSTECH gold medal for IT research. Currently he is working as Dean, NUST Institute of Information Technology (NIIT), Rawalpindi. 

Dr Arshad enjoys good rapport with IT industry which helped in establishment of CISCO Local Academy program, attracted donation of state of the art computer Lab from INTEL, USA and a teradata Lab from NCR Pakistan for NUST Institute of IT (NIIT). 

Dr Arshad initiated research collaboration with Center for European Nuclear Research (CERN), Switzerland and earned the Associate Institute status of CMS-CERN for National University of Sciences & Technology (NUST). Dr Harvey Newman from CALTECH USA (29 faculty members include Nobel Laureates) has committed 40,000/= US dollars per year grant to strengthen this research collaboration initiative. The research collaboration with Stanford University (SLAC Project), USA has also helped in attracting 100,000/= US dollars funding from US State department.

Dr Arshad formed a joint consortium with University of the West of England UK, Beijing Institute of Technology China, University of Savoie France and NUST Pakistan which attracted 400,000/= Euro research funding from European Union. He is actively pursuing research in Distributed computing and Grid Technologies in collaboration with University of Melbourne Australia and University of Portsmouth UK. Prof. Dr Arshad is also contributing in launching of open source resource center in collaboration with Pakistan Software Export Board, Comtec (Communication Technologies) Japan and NUST, Pakistan.

	1.
Please attach C.V.

2.
Number of Publications during the last five years & page 
National:
8                Please see pages :  IX- XVII of ANNEX A   


numbers on the C.V. where these publications are listed
International: 78          Please see pages :   IX- XVII of ANNEX A

3.
Number of research projects completed & page number 
Basic:    0                     Please see pages      V – VII of ANNEX A


where this information appears
Applied:  8                   Please see pages     V – VII of ANNEX A




9A.  ESTIMATED BUDGET FOR THE PROPOSED RESEARCH PERIOD

	DESCRIPTION
	% of time devoted to Project
	YEAR  1
	YEAR  2
	YEAR  3
	Amount (in million Rs.)

	A. Salaries and Honorarium

	PI:       One month/year of basic salary @ Rs. 200,000
	15%
	200,000
	212,000
	224,720
	0.64

	Co-PI: One month basic salary for the entire duration @ Rs. 200,000
	15%
	200,000
	0.20

	One Assistant Network Administrator  @ Rs. 25,000 per month
	100%
	300,000
	318,000
	337,080
	0.96

	One Technical Supervisor (faculty member) - 50% of salary @ Rs. 30,000 per month
	50%
	360,000
	381,600
	404,496
	1.15

	Six Research Assistants @ 12,000 per month
	100%
	864,000
	915,840
	970,790
	2.75

	Subtotal:
	 
	1,060,000
	911,600
	966,296
	5.69

	
	
	
	
	
	

	B. Permanent Equipment (Please attach invoice/quotation and expected delivery date for items costing over Rs. 0.1 million.)

	Measurement Point (MP) Servers @ 85,000 (18, 6 each year)
	510,000
	540,600
	573,036
	1.62

	Measurement Archive (MA) Servers @ 85,000 (3, 1 each year) 
	85,000
	90,100
	95,506
	0.27

	Lookup Servers @ 85,000 (6, 2 each year)
	170,000
	180,200
	191,012
	0.54

	Authentication Servers @ 85,000 (3, 1 each year)
	85,000
	90,100
	95,506
	0.27

	Transformation Servers @ 85,000 (3, 1 each year)
	85,000
	90,100
	95,506
	0.27

	Resource Protection Servers @ 85,000 (3, 1 each year)
	85,000
	90,100
	95,506
	0.27

	Topology Servers @ 85,000 (3, 1 each year)
	85,000
	90,100
	95,506
	0.27

	Subtotal:
	1,105,000
	1,171,300
	1,241,578
	3.52

	
	
	
	
	
	

	C.       Expendable supplies 

	Internet Services - 2 MB dedicated bandwidth @ 92,000 per month per MB
	2,208,000
	2,340,480
	2,480,909
	7.03

	         Maintenance costs @ 30,000 per year
	30,000
	31,800
	33,708
	0.10

	Subtotal:
	2,238,000
	2,372,280
	2,514,617
	7.12


9A. ESTIMATED BUDGET FOR THE PROPOSED RESEARCH PERIOD (continued)

	DESCRIPTION
	 
	YEAR 1
	YEAR 2
	YEAR 3
	Amount (in million Rs.)

	D. Others 

	D1. Literature, documentation, information, online literature search, contingencies, postage, etc.

	Access to literature and research publications @ 10,000 per year
	10,000
	10,600
	11,236
	0.03

	Subtotal: 
	10,000
	10,600
	11,236
	0.03

	
	
	
	
	
	

	D2a. International Travel  (Destination and Purpose)

	

	D2.a. (1) Research Students internship at SLAC (USA)

	Two Grad students per year visit SLAC (US) air fare @ 130,000
	260,000
	275,600
	292,136
	0.83

	Two Grad students per year stay at SLAC(US) for 12 months at $1800 per month ~ 110,000
	2,640,000
	2,798,400
	2,966,304
	8.40

	D2.a. (2) Faculty visit to SLAC (USA) for collaborative meetings

	Two persons (faculty) per year visit SLAC (US) air fare @ 130,000
	260,000
	275,600
	292,136
	0.83

	Two person (faculty) per year, 2 week stay at SLAC per diem @ US $ 150 per day ~ 9,150
	256,200
	271,572
	287,866
	0.82

	D2.a. (3) Co-PI's visit to NIIT, Pakistan for collaborative meetings

	One person (Co-PI) per year visit NIIT, Pakistan air fare @ 130,000
	130,000
	137,800
	146,068
	0.41

	One person (Co-PI) per year, 2 week stay NIIT Pakistan per diem @ US $ 150 per day ~ 9,150
	128,100
	135,786
	143,933
	0.41

	D2.a. (4) International Conference Travel & per diem

	Two person (faculty/research assistant) per year for one week @ 130,000 + US $ 1000 (air fare + DA) 
	382,000
	404,920
	429,215
	1.22

	Subtotal: 
	4,056,300
	4,299,678
	4,557,659
	12.91

	
	
	
	
	
	

	D2b. Local Travel  (Destination and Purpose)

	

	D2.b. (1) Local Conference Travel & per diem - for out of station only

	Two person (faculty/research assistant) per year for one week @ 50000 (air fare + DA)
	120,000
	127,200
	134,832
	0.38

	D2.b. (2) Collaboration with Local Universities

	Two person (faculty/research assistant) per year for one week @ 60000 (air fare + DA)
	120,000
	127,200
	134,832
	0.38

	Subtotal: 
	240,000
	254,400
	269,664
	0.76

	Subtotal (D2a + D2b):
	4,296,300
	4,554,078
	4,827,323
	13.68

	
	
	
	
	
	

	D3. Miscellaneous

	

	Tution Fee for two research assistants for one course at Stanford University per year @ US$ 3000
	366,000
	387,960
	411,238
	1.17

	            Audit Fee (Max. Rs 10,000)
	0.01

	            Accountant Fee (Max. Rs. 10,000)
	0.01

	Subtotal: 
	 
	 
	 
	1.19

	Subtotal (D1 + D2 + D3):
	4,326,300
	4,564,678
	4,838,559
	14.89

	
	
	
	
	
	

	E. Indirect cost (University overheads)

	02 % of Total direct cost to meet office support, utilities, etc.
	1,745,860
	1,803,972
	1,912,210
	5.46

	Grand Total (A + B + C + D+E):
	10,475,160
	10,823,830
	11,473,259
	36.69


9B. JUSTIFICATION (Please justify your request in a background of the existing facilities available at the host Institute.)
	A.
Salaries & Allowances (All positions, other than PI and Co-PI, must be fully justified. Please give qualifications/requirements of each of the new full-time positions requested for in the Proposal.) 

Co-PI: Dr. R. Les. Cottrell received his BSc (Hons) in 1962 and his PhD in Nuclear Physics in 1967 from Manchester University, England. He then joined the Stanford Linear Accelerator Center (SLAC) as a research physicist in High Energy Physics, focusing on real-time data-acquisition and analysis in the Nobel 1990 prize winning group that discovered the quark. In 1972/3 he spent a year’s leave of absence as a visiting scientist at CERN in Geneva, Switzerland. In 1979/50 he spent another year’s leave of absence this time as a visiting scientist at the IBM UK Laboratories at Hursley, England. While at IBM he developed a dynamic graphical cursor that was granted United States Patent 4,688,181.

On returning from IBM UK, in 1980, he became the manager of SLAC’s computer networking. In 1982 he became the Assistant Director of SLAC’s Computer Services (SCS). From 1995-1997 he was the Acting Director of SCS. He is currently the Assistant Director of SCS and leads SLAC’s computer networking, telecommunications, and remote collaboration support groups. He is also SLAC’s representative on the ESnet Site Coordinating Committee (ESCC), the chairman of the International Committee on Future Accelerators (ICFA) Standing Committee on Inter-regional Connectivity (SCIC) Network Monitoring Working Group. He has served on many advisory groups such as for the Superconducting Super Collider (SSC), the American Institute of Physics, IHEP/Beijing, Internet2, and FNAL, as well as technical committees such as chairing the ESCC Network Monitoring Working Group, and being a member of the Global Grid Foundation’s Network Monitoring Working Group. He is also the PI of the DoE funded Internet End-to-end Performance Monitoring (IEPM) project which has attracted funding of almost $2M since 1997.

He was the leader of the effort that in 1994 established the first permanent Internet connection to mainland China. He was co-PI of teams that won the Internet2 Land Speed record twice, an achievement listed in the Guinness Book of Records (2004). He was a co-leader of teams from Caltech and SLAC and other institutes that won the prestigious SuperComputing Bandwidth Challenge three years in succession
Asst. Network Administrator: This project involves deploying servers at 18 different sites. This activity requires preparation of such servers, their deployment at approved site and constant monitoring. These servers may be upgraded every now and than with new tools developed by researches. To fulfill this job a full time network assistant is required for the duration of project. 

Technical Supervisor: This project involves the development of software by research assistants. A faculty member involved in relevant research shall be providing technical supervision to support the design, implementation and testing of the software. He shall also be responsible for supporting the research conducted by the PI and Co-PI by developing software to test the hypothesis.
Research Assistants: The project involves development of software that would realize the perfSONAR infrastructure. This includes the tools at the measurement points, the routines at the measurement archives, the topology discovery, authentication, transformation, resource protection and lookup services etc. Dedicated research assistants would be responsible for implementing the test software to validate the hypothesis and later develop production quality software.
B.
Permanent Equipment (Please identify major items (over Rs. 25,000). Major pieces of equipment costing over Rs. 0.1 million must be fully justified. Minor items (under Rs. 25,000) may be lumped into one.)  

The major items are as follows. These server nodes are dedicated machines that would host software which are critical for the perfSONAR infrastructure. This infrastructure will be deployed over PERN in 3 phases, each spread over a year. After the completion, each participating university shall be hosting at least one MP to support monitoring procedures. 

1. Measurement Point (MP) Servers @ 85,000 (18, 6 each year)

2. Measurement Archive (MA) Servers @ 85,000 (3, 1 each year) 

3. Lookup Servers @ 85,000 (6, 2 each year)

4. Authentication Servers @ 85,000 (3, 1 each year)

5. Transformation Servers @ 85,000 (3, 1 each year)

6. Resource Protection Servers @ 85,000 (3, 1 each year)

7. Topology Servers @ 85,000 (3, 1 each year)
C.
Expendable supplies 

The perfSONAR infrastructure shall not only be setup over PERN but may also be connected to the global perfSONAR setup developed by Internet2, GEANT, ESnet and SLAC. In order to develop software and test software a dedicated link for Internet access is required. Though NIIT possesses three Internet connections of an aggregate bandwidth of 5 MB, however these links are over-subscribed due to the utilization by NIIT faculty and students. These activities include Internet access for literature and reference material, video conferences facilitating international collaborations, correspondence etc.
D.
Other Costs.  (Travel must be justified.)
i) Research Students visit / stay at SLAC (US): Major part of this collaborative effort is to provide students with high quality research environment. Six students are to be sent to SLAC for a research visit of one year duration. During this visit students will have a chance to grow in an environment which has a proven track record of basic and applied research. During this visit students will also be able to take courses at Stanford University.  
ii) NIIT Faculty visit/stay at SLAC for collaborative meetings: This collaborative project requires frequent meetings between NIIT and SLAC mentors and students. Most of the communication is through e-mails which is very useful but not enough. It is required that faculty of NIIT working on this visits SLAC for a period of 2 week so that faculty members are able to guide students in a better fashion.

iii) SLAC supervisors visit to NIIT: Some students working with this research group will have a chance to visit SLAC as internees. For guidance of other students it is required that SLAC mentors visit NIIT once a year so that even if a student does not visit SLAC may not lose direction.

iv) Conference Travel & per diem: We are anticipating two publications per year in this project. We have decided to publish one of those in international conferences to establish the usefulness and importance of our research. We have also decided to publish one of the research paper in any domestic conference so that other Pakistani institutes and students also benefit from our work.

v)  Local travel: This category involves travel by Network Assistant or research student for the installation/upgrade/ deployment of the server(s). This is an ongoing activity which shall continue for the whole duration of project.









� The perfSonar framework is supported by the perfSonar consortium (� HYPERLINK "http://www.perfsonar.net" ��http://www.perfsonar.net�) recently initiated by the joint collaboration of Internet2, the European Union-funded GEANT2 project, the DoE energy Sciences Network (ESNet), Georgia Institute of Technology (GaTech) and the Stanford Linear Accelerator Center (SLAC). Since NIIT is working in strong collaboration with SLAC, PERN shall be able to benefit from the experience of our collaboration by virtue of PETWORK.


� http://www.pern.edu.pk/


� http://www.slac.stanford.edu/comp/net/


� http://maggie.niit.edu.pk


� http://www-iepm.slac.stanford.edu/bw/


� http://www-iepm.slac.stanford.edu/pinger/


� See for example: http://monalisa.caltech.edu/


� W. Matthews, R. L. Cottrell, “The PingER Project: Active Internet Performance Monitoring for the HEP Community”, IEEE Communications Magazine, May 2000


� R. L. Cottrell, C. Logg, “Overview of IEPM-BW Bandwidth Testing of Bulk Data Transport”, SLAC-PUB 9202, July 2003


� “Introduction to the NLANR Project for HPC Sites”, available at http://amp.nlanr.net/AMP/


� See for example: http://www-iepm.slac.stanford.edu/monitoring/forecast/hw.htmlhttp://www-iepm.slac.stanford.edu/monitoring/forecast/hw.html


� Box, George and Jenkins, Gwilym (1970) Time series analysis: Forecasting and control, San Francisco: Holden-Day


� Diego Lopez. “eduGAIN: Federation Interoperation by Design”. TNC2006, May 2006.





�Need to get letter of willingness to work from SLAC and other participants
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