Scope
We will utilize the Internet End-to-end Performance Monitoring (IEPM) BandWidth (BW) testbed [iepm] to evaluate the performance of the new network protocols. This testbed has been in operation since 2002 and is based on production Academic and Research (AR) networks. It has many features included to facilitate robust operation. It currently extends to sites in over 12 countries with bottleneck path bandwidths between 500 kbits/s and 1 Gbits/s. The minimum Round Trip Times (RTT) associated with these paths vary from a few msec. to 400 msec. Such as testbed enables us to evaluate and compare new and existing protocols on a wide range of paths with production network equipment and configurations and real cross-traffic etc.
Our project will evaluate how the new protocols developed in the current proposal perform both on their own and in the presence of other protocols. 

Statement of Work
Phase I

We will extend the IEPM-BW network monitoring infrastructure to add new sites with large minimum RTTs. We plan on adding sites in Novosibisrk (Russia), Rio de Janiero or Sao Paola (Brazil), Bangalore (India), Rawalpindi (Pakistan) and NASA. The first steps in adding new sites are to establish contacts, work with the contacts to explain what we are doing and what is needed. This is followed by getting agreement, followed by installing the appropriate software toolkit at a host specified by the contact. This installation may be done by the site administrator or by SLAC personnel. The choice is up to the remote site and often depends on security requirements at the site. The more flexible is for SLAC to make the installation but this requires an ssh account and password at the remotely monitored site. The software is then configured at the monitoring site (SLAC).
In addition SLAC will set up a network emulation facility (e.g. see [nist]). This will include evaluating possibilities, selecting, procuring, installing and configuring the emulator hardware/software. 
We will then compare and contrast measurements made with various emulator settings with measurements made on the real testbed.  The measurements will include TCP/IP memory to memory data transport tests using iperf [iperf], file transfer tests using GridFTP [gridftp] and bbftp [bbftp], and  ping and traceroute measurements. We will work to understand differences and improve the emulator settings to more closely reflect reality.

Phase II 

As the new protocols developed in this project become available and new modifications become available we will install them in the testbed end hosts. Using the emulator and the production testbed, we will devise tests to evaluate the performance of the new protocols and compare and contrast them with more standard protocols. These tests will include:

· The throughput performance of the protocols;

· the “fairness” of the protocols, i.e. how well different streams of the same protocol share the bandwidth (intra-protocol fairness), and how well the new protocols share bandwidth with other protocols (inter-protocol fairness);

· the stability of the protocols, i.e. how stable the protocols behave in the presence of changes in competing traffic;
· the impact of quality of service (QoS) on the performance.

We will also make measurements with both the default standard TCP/IP (Reno based) and new advanced TCP transports such as FAST [fast], HS-TCP [hstcp] and non TCP based transports such as UDT [udt]. 
The tests will be performed on a wide range of RTTs, bottleneck bandwidths and losses to understand how the protocols scale and their realms of applicability.

We will work closely with the developers to provide feedback, devise new tests, and make new measurements of improved versions, and document and publish the findings for others to use.
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