Energy Efficient Adaptive Network Protocols for planetary missions

SLAC Component
1. Project Description

1.1.1 Space link measurements, characterization and emulation
As part of this project, we will collect data on space link characteristics. We will carry out measurements on existing space links. We have made initial contacts with NASA program managers (specifically the CHIPSat satellite at UC Berkeley and Surrey Satellite team) who can provide access to satellite links. If successful in establishing collaborative ties, we will employ Ping and other tools that the satellite supports such as FTP to measure delay, jitter, loss and throughput characteristics of these links over long periods. We are also exploring the public use of any available link data within NASA as well as providing a facility for passively capturing data and flow information of traffic exchanged with satellites. The collected data will be analyzed to provide a characterization of space links. The collected data will be hosted on a web site as well for other researchers to pursue research on space communications. The link characterization will put special emphasis on understanding the variability of link characteristics. This will enable us to design better algorithms for adaptive protocols. For example, understanding variability in channel loss rates will enable us to design better FEC algorithms for different applications. We will employ the developed models in the emulation test beds that we will employ in testing the network protocols.

Satellites such as CHIPSat have a complete copy (emulator) of the satellite based on earth. We will develop a network emulator for the satellite and place this in front of the satellite emulator. This will enable testing of the effect of the satellite link charactreristics (loss, delay, jitter etc.) on the performance of the new protocols for real satellite applications.

We will also utilize the Internet End-to-end Performance Monitoring (IEPM) BandWidth (BW) testbed [iepm] to evaluate the performance of the new network protocols. This testbed has been in operation since 2002 and is based on production Academic and Research (AR) networks. It has many features included to facilitate robust operation. It currently extends to sites in over 12 countries with bottleneck path bandwidths between 500 kbits/s and 1 Gbits/s. The minimum Round Trip Times (RTT) associated with these paths vary from a few msec. to 400 msec. Such a testbed enables us to evaluate and compare new and existing protocols on a wide range of paths with production network equipment and configurations and real cross-traffic etc.

Our project will evaluate how the new protocols developed in the current proposal perform both on their own and in the presence of other protocols. 
2. Statement of Work

2.1. Space link measurements, characterization and emulation

2.1.1 Scope

Phase I: We will develop ways to measure and test IP protocols in situations expected in satellite operation. This will include a terrestrial testbed (IEPM-BW) with a wide range of delays and bandwidths, a network emulator, and capturing real satellite data for chosen applications. 

Phase II: We will further extend the testing setup by providing access to a real satellite copy (the CHIPSat copy at UCB) via a network emulator. We use the various test setups to measure, test and evaluate the new protocols developed in the current project, compare them with other implementations, provide feedback to the developers and report on their effectiveness and ranges of applicability.
2.1.2 Objectives
Phase I: We will extend the IEPM-BW network monitoring infrastructure to add new sites with large minimum RTTs. We plan on adding sites in Novosibirsk (Russia), Rio de Janiero or Sao Paola (Brazil), Bangalore (India), Rawalpindi (Pakistan) and NASA. We will establish contacts, work with the contacts to explain what we are doing and what is needed; get agreement, and install the appropriate software toolkit at a host specified by the contact. This installation may be done by the site administrator or by SLAC personnel. The choice is up to the remote site and will usually depend on site security requirements. The more flexible is for SLAC to make the installation but this requires an ssh account and password at the remotely monitored site. The software is then configured at the monitoring site (SLAC).

In addition SLAC will set up a network emulation facility (e.g. see [nist]). This will include evaluating possibilities, selecting, procuring, installing and configuring the emulator hardware/software to represent the desired satellite link features. 
We will work with the UCB CHIPSat people to capture and analyze real satellite traffic for various applications supported by CHIPSat (e.g. ping and FTP).
We will compare and contrast measurements made with various emulator settings with measurements made on the IEPM-BW testbed and the satellite traffic data.  The measurements will include TCP/IP memory to memory data transport tests using iperf [iperf], file transfer tests using GridFTP [gridftp] and bbftp [bbftp], and ping and traceroute measurements. We will work to understand differences and improve the emulator settings to more closely reflect reality.
We will contact and work with the IP satellite community to gain access to IP satellites (e.g. UoSAT-12 and Surrey Satellite Technology Limited). We will also work with CHIPSat and others to explore increasing the lifetime of the satellite’s operations.
Phase II: As the new protocols developed in this project become available and new modifications become available we will install them in the IEPM-BW testbed end hosts, and in the network emulator end hosts. 
We will work with the UCB CHIPSat team: to install a network emulator in the path to the CHIPS satellite copy; and to install in the satellite the required code updates to support the new protocols.

Using the network emulators and the IEPM-BW testbed, we will devise tests to evaluate the performance of the new protocols and compare and contrast them with existing protocols. These tests will include:

· The throughput performance of the protocols;

· the “fairness” of the protocols, i.e. how well different streams of the same protocol share the bandwidth (intra-protocol fairness), and how well the new protocols share bandwidth with other protocols (inter-protocol fairness);

· the stability of the protocols, i.e. how stable the protocols behave in the presence of changes in competing traffic;

· the impact of quality of service (QOS) on the performance.
· the behavior of protocols in the presence of reverse traffic 
We will also make measurements with both the default standard TCP/IP (Reno based) and new advanced TCP transports such as FAST [fast], HS-TCP [hstcp] and non TCP based transports such as UDT [udt]. 

The tests will be performed on a wide range of RTTs, bottleneck bandwidths and losses to understand how the protocols scale and their realms of applicability.

Using the CHIPSat satellite copy we will evaluate the effectiveness of the new protocols when used with real satellite applications.

We will work closely with the developers to provide feedback, devise new tests, and make new measurements of improved versions, and document and publish the findings for others to use.
If we have suitable access to an IP satellite we  will build a facility to capture traffic traces, measure the flows, gather the data, analyze, and characterize the measurements and publish the data on a regular basis. The results will be compared with those from the emulator and from the testbed.

2.1.3 Schedules and Milestones

	Year
	Month
	Task

	1
	1-2
	Evaluate possible emulators and select 

	1
	3-4
	Procure emulator, install, configure, understand

	1
	5-8
	Make measurements with emulator, extend for satellite use

	1
	1
	Design possible alternative ways to capture satellite communications CHIPsat traffic, communicate ideas and get feedback from UCB

	1
	2
	Prepare for and visit UCB team and finalize initial way to capture traffic

	1
	3
	Develop chosen method for traffic capture, get access and understand applications that will generate traffic

	1
	4
	Visit UCB and make initial measurements

	1
	5-6
	Analyze measurements, understand and decide on how to improve measurements

	1
	7-8
	Make more extended measurements

	1
	9-10
	Analyze new measurements

	1
	11-12
	Document and present results

	1
	2-4
	Extend the monitoring sites for IEPM-BW to add sites with large RTTs

	
	
	Total


2.1.4 Tasks Phase II

	Year 
	Month
	Task

	2
	1
	Design more permanent satellite measurement facility

	2
	2-3
	Select and procure measurement facility components, install, configure

	2
	4-6
	Install chosen advanced TCP stacks and UDP transport on measurement facility application host

	2
	5-7
	Make FTP measurements for chosen TCP stacks

	2
	6-7
	Install alpha version of TCP stack developed in this project in the measurement facility

	2
	7-8
	Make measurements of project TCP stack with satellite measurement facility

	2
	6-9
	Analyze and understand measurements

	2
	8-9
	Make relevant emulator measurements to understand project TCP stack measurements

	2
	6-12
	Compare the various transport mechanisms, provide feedback to authors, improve measurements and analysis, document and publish results

	3
	4-12
	Test, evaluate the beta protocols in the emulator, the production testbed and the satellite measurement facility

	3
	9-12
	Test effects of less than best effort QoS on the protocols in the testbed

	4
	1-6
	Add flow measurement and analysis to characterize satellite traffic, includes selecting techniques procuring router, data gather and analysis hosts, configuring

	4
	
	Technology transfer

	4
	
	Document, publish present final results

	
	
	


2.1.5 Acceptance Criteria

2.1.6 Deliverables

Phase I: 

· An extended terrestrial testbed of production network paths with widely varying bottleneck bandwidths and RTTs.

· A network emulator configured for emulating earth satellite links.

· Techniques for evaluating TCP and UDP based transport protocol performance.

· Comparison of emulation versus testbed techniques for evaluating transport protocols.

· Evaluation and comparison of the performance of various advanced transport protocols.

· Satellite link captured traffic traces for CHIPSat.

· Characterization of satellite traffic in terms of utilization, accessibility, loss, RTT, jitter distributions, protocol and application use etc.

Phase II:

· New protocols installed on Linux hosts

· Evaluation of the new protocols in terms of throughput, fairness, stability, effect of QOS, impact of cross-traffic, and realms of applicability.

· Comparison of new protocols with existing protocols.

· A satellite emulation facility including network path emulation.

· Evaluation of the effectiveness of the new protocols for real satellite applications.

· Presentations and publications of the results.
