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Section II.  Detailed Proposal Information 

1. Proposal Abstract
This project will develop energy-efficient adaptive protocols for planetary missions. The protocols will be based on IP technology to leverage research and development of terrestrial networks. The protocols will maximize data throughputs, honor Quality of Service (QoS) requirements for control/command operations, minimize energy consumption, adapt to changing channel conditions, exploit path diversity and tolerate network disconnections. The protocols will enable communications and routing between mobile rovers, robots and humans. The developed protocols will exploit data storage on orbiters and deployed robots and humans to allow flexible data transmission while improving QoS for control/command operations. 
Robots, rovers, and humans on planetary missions could form networks for communications. They need to communicate with orbiters and earth-based control centers in tight-budget energy constraints and adapt to changing communication channel characteristics. The high-latency communication paths, unreliable channels and periodic disruptions due to planetary rotations will require nontraditional solutions.  Transport protocols need to be designed to be aware of network QoS characteristics, employ forward error correction for improving reliability, exploit path diversity to improve availability and data rates, and operate in store-and-forward mode to tolerate disconnections. In addition, QOS needs of applications and energy-efficiency of communications will require careful scheduling of network transport operations. 
Project Goals: The developed protocols will improve performance by an order of magnitude over high-error-prone links and by a factor of 2-5 over high-latency links compared to an unmodified TCP/IP stack. The developed protocols will improve power efficiency by a factor of 2-5. The developed protocols will enable store-and-forward operation when the network is disconnected. The space link characterization data will be shared with other researchers to spur more networking research in this area.
Technical Challenges: Current protocols do not consider power-efficiency and are not designed to adapt to diverse, changing channel conditions of space communications. Current protocols lose efficiency quickly in the presence of channel errors and high-latency links. This project will tackle several technical challenges, including development of protocols for heterogensous networks consisting of satellites, rovers, robots and humans. The project will address issues of energy efficiency, QoS, adaptation to changing channel conditions, and temporary disconnections.
Deliverables: In year 1 of the project, we will (a) carry out systematic measurements to develop space link  characterization in terms of delays, loss, jitter, throughput and other properties; (b) develop a small testbed consisting of 8 mobile devices representing robots and rovers. On this testbed, we will demonstrate our year 1 design of mobile routing and transport protocols, and quantify the performance of the proposed protocols. (c) TCP/UDP based protocols that will improve the performance in high-delay, error-prone space links by a factor of 2-5 over unmodified TCP; (d) algorithms for automatic scheduling of message delivery in disconnected networks deployed in support of space exploration missions; (e) identify new Space Network Architectures that will improve the connectivity of deep-space networks; and (f) develop emulation frameworks for deep space links and network communications during NASA’s missions. Based on the results from the year 1 evaluations, we will develop improved protocols that will be evaluated on a larger testbed. The goals of the remaining three years of the project will be to develop, evaluate and demonstrate "scalable" protocols that achieve our goals such as energy-efficiency and QoS. Specifically, Phase II will strive to (a) develop our understanding of space links through collection and dissemination of link measurement data, (b) improve energy-efficiency of mobile networking protocols by exploiting channel, antennae
, and path diversity, (c) improve message delivery in disconnected deep-space networks and planetary surface networks, (d) adapt to changing channel conditions through adaptive FEC to maximize bandwidth utilization and application QoS, (e) propose new architectures to imrpove connecitivy of space networks and (f) integrate, evaluate the developed protocols to eventually develop a flight-qualified protocol stack for future NASA missions.
Partnership approach and PI Expertise: The PIs have complementary skills in these areas. PI Reddy has been developing protocols for extreme environments (high-delay, high-loss rates) and IP-based storage architectures.  Co-PI Vaidya's research is focused on mobile networks, routing and power control. Co-PI Rich Slywczak of NASA Glenn Research center has been working on IP based architectures and protocols for spacecraft, LEO satellites and planet missions. Co-PI Les Cottrell's work is focused on network measurements and testbeds for testing network protocols. Co-PIs Ammar and Zegura have been working on disconnection (and delay) tolerant network (DTN) architectures. Co-PI Mortari has been working on orbits and satellite constellation design. These skills are complementary and match with the proposed project needs. All the PIs will collaborate in developing the architectures and protocols. PI Reddy will leverage his current work on protocols for extreme network environments. Co-PI Vaidya will leverage his work on mobile network protocols. Co-PI Ammar and Zegura will leverage their current work on DTN architectures for deep-space communications. Co-PI Mortari will leverage his work on satellite constellations for designing multi-hop space networks. SLAC's testbed with  transcontinental links will be employed in initial testing of protocols and their experience will be leveraged to make measurements with IP satellites such as CHIPSat.. We will also leverage SLAC's participation in the Gamma-ray Large Area Space Telescope with NASA. We will leverage NASA's expertise in space communications. 
2. Statement of Justification
This project will develop energy-efficient adaptive protocols for planetary missions. The protocols will be based on IP technology to leverage research and development of terrestrial networks. The challenging channel conditions of space networks and tight energy constraints of communication devices require an emphasis on energy-efficiency and adaptivity of the network protocols. 
Networks deployed in support of deep space exploration missions are subject to persistent disconnection and disruption because of the challenging communication envirnoments as well as the mobility of the communicating entities. Hence, there is a need to study routing mechanisms for mobile disruption tolerant networks in the development of space network architectures that will enhance network connectivity in the future. 
This proposal will meet the needs of CCEI's  area of "Space backbone networks and space wide area networks", specifically 
(i) Network and protocol innovations to address high-delay links, 
(ii) IP compatible network protocols, 
(iii) Media access control standard similar to CSMA/CA (Carrier Sense Mutliple Access / Collision Avoidance) for autonomous link set-up. 
In addition, the proposal will meet the needs of CCEI’s area of "Surface wireless local area networks and vehicle local area networks", especially power-saving, ad-hoc and link protocol technologies which are reliable in the space environment.
Impact of proposed technology on future exploration systems: The proposed research and testbed development will be of  significant benefit to future missions that will use increasingly larger number of components in the network, as well as an increasingly diverse set of components. This research will develop networking protocols that can deal with this anticipated scale and diversity, while achieving important goals of energy-efficiency and robustness in the face of hostile environments.
The developed protocols will enable scalable, sustainable networks between on-surface assets with orbiters and earth-based control centers. The developed protocols will enable seamless communications even as the deployed assets move around on the planet surface.  The protocols' emphasis on power-efficiency and adaptivity is expected to signficantly improve space communications. The developed protocols will enable the automation of  scheduling store-and-forward communications based on satellite link availability, duration of the link availability, priorities of various messages. This is expected to reduce the human intelligence required in scheduling communication on deep space networks. The proposal will put together a set of new space architectures to enable improved connectivity of deep space networks.
3. Project Description

This project will design, develop and evaluate energy-efficient, adaptive protocols for planetary missions. The protocols will be based on IP technology to leverage research and development of terrestrial networks. 
Architectural framework

In this proposal, the general problem of network communications with planetary missions is broken into the following components: (a) networking of mobile planetary assets such as rovers, robots and humans, (b) networking of mobile assets to planetary satellites, (c) deep space communication between distant satellites, orbiters with satellites close to earth, (d) networking between earth-based satellites to control centers and individual users. Our project will address networking issues in all of these components with an emphasis on energy-efficiency and adaptivity. Satellites, rovers and other deployed assets have to operate within tight energy budgets and hence the need for energy-efficient protocols for communications. The space links and channels are subject to a variety of changes with the movement of satellites, planets, remaining battery power, elevation of aircraft etc. Hence, our emphasis on network protocols that can adapt to changing, diverse channel conditions.
Communication among the mobile planetary assets will be facilitated through mobile networks. The ad hoc networking approach allows the network to adapt dynamically to time-varying environmental conditions (such as location of assets and wireless channel quality) so as to improve energy-efficiency. Networking of mobile assets to planetary satellites and earth-based centers with satellites observe wireless channels with high error rates. Moreover, these link characteristics vary over orders of magnitude based on satellite elevation, antennae orientation etc.[omni-nro]. Deep space networks may experience large link latencies of the order of seconds to minutes. While control/command applications require minimal retransmissions and high reliability, image and video transfers from planetary rovers are tolerant to losses and delays. These dynamic and challenging link characteristics and different application requirements require a special emphasis on designing adaptive, flexible network protocols. This project proposes to (i) study and characterize space links systematically through measurements and collection of available data, and (ii) design network protocols that  can adapt to the observed link characteristics.
Networks deployed in support of deep space exploration missions are subject to persistent disconnection and disruption because of the challenging communication envirnoments as well as the mobility of the communicating entities. Such networks need to be based on novel paradigms and explore innovative mechanisms to provide meaningful communication services. This project addresses this issue in two directions. First, it proposes to study routing mechanisms for mobile disruption tolerant networks and develop a novel architecture based on the deployment of message ferries.  Second, it proposes to study space network architectures that will enhance network connectivity in the future. 
This project plans to design, develop, evaluate and integrate the proposed protocols for different components. 
Energy-efficient protocols for planetary surface networks of mobile assets
Energy consumption of planetary assets includes many components, including energy required for communication. Due to the limited ability to replenish energy reserves, energy-efficiency is an important issue on planetary missions. We will explore two broad approaches for conserving energy in planetary surface network communications:
· Exploiting available resource diversity: We propose to explore various forms of diversity, specifically, channel, antenna and routing diversity to improve energy efficiency.

· Power Save: We propose to explore multi-level power save mechanisms by turning off devices when not necessary for communication. 

Exploiting Diversity to Reduce Energy Consumption

The term diversity is used to refer to mechanisms that utilize one of many available resource instances (e.g., antennas), or mechanisms that simultaneously use multiple instances of a resource in constructive ways to decrease energy consumption and improve performance. For multi-hop wireless networks, this project will develop CSMA-based MAC (Medium Access Control) protocols and routing protocols that can exploit resource diversity. The proposed research will focus on three forms of diversity: channel diversity, antenna diversity and path diversity. We will utilize mechanisms that will increase the hardware complexity minimally, while yielding significant gains in energy consumption of communication protocols.
Channel diversity: Channel diversity arises due to the availability of multiple channels for communication. We will explore two forms of channel diversity: (a) multiple channels with similar propagation characteristics (i.e., in the same frequency band) and (b) different channels in significantly different bands with differing propagation characteristics. With similar channels, energy savings can be realized by using the channel with the best gain at any given time. Since the gains are time-dependent (due to fading), this strategy has the potential to improve energy consumption significantly. When the channels have different propagation characteristics (e.g., the IEEE 802.11 devices operating in the 915 MHz band and 5 GHz), the differences in transmission ranges can also be exploited. The connectivity of the network can be improved by using the lower frequency band, while also realizing the higher rates available in the higher frequency band. This hybrid approach has the potential to yield the “best of both worlds” in terms of connectivity and capacity. Energy efficiency may be achieved by reducing the overhead of route maintenance (by exploiting the denser topology in the low band), and by minimizing packet losses with judicious use of the two frequency bands.
Antenna diversity:  Antenna diversity arises from the use of multiple antennas, or antennas that can be configured to operate in multiple modes. Our focus is on developing protocols to exploit low-cost (in terms of energy and weight) realizations of antenna diversity to improve energy consumption. In the past, mobile wireless devices have incorporated antenna diversity – for instance, some IEEE 802.11 devices employ two antennas, choosing to use the antenna that receives the stronger signal at any given time. In these instances, however, the antenna diversity is hidden from the upper layers of the protocol stack.  While this abstraction allows simplification of  protocol design, it also limits the benefits of antenna diversity. The previous protocols for wireless networks with antennas that can form narrow beamforms and that perform fast antenna switching, are not always applicable when “cheap” forms of antenna diversity and reconfigurability are used. Particularly, antennas of interest in this project will not be able to form very narrow beams (to avoid large signal processing costs) and their switching delays may be high. Our goal is to develop energy-efficient protocols that exploit simple forms of antenna diversity.
Path diversity: Path diversity refers to the availability of multiple paths (routes) between a given pair of hosts. Such diversity is often available in multi-hop wireless networks, and existing routing protocols for ad hoc networks already make use of this diversity to choose a route from among the available routes. Our research will explore path diversity arising from the use of channel and antenna diversities discussed above. In particular, with the availability of channel diversity, it is not enough to characterize a “link” on the route with the identities of the end hosts, but it is also necessary to determine the channel to be used for transmission on that link. The choice of channels can have a significant impact on energy efficiency. Similarly, it can be beneficial to allow the routing protocols to decide which antenna modes to use for a particular link. Particularly, when the switching delay is large compared to packet transmission times, it is not efficient to switch the antenna configuration on a per-packet basis.  Instead, it will be more effective to keep each antenna in a given configuration for long intervals of time. The choice of the antenna configurations at the various hosts in the network amounts to a form of topology control.  Cost of a link between a pair of devices is a function of the antenna modes chosen by the two hosts. When selecting the antenna modes, however, it will be important to base the choice on a suitable metric for goodness of the resulting topology. One of the objectives of this project is to develop distributed protocols to perform the above form of topology control by allowing each host to dynamically (and possibly periodically) determine the antenna mode to be used by that host to improve energy efficiency.
Multi-Level Adaptive Power Save Mechanisms

The diversity strategies discussed above will reduce energy consumption when a wireless device is in use. Power save strategies are complementary, and turn off devices, to save energy, when they are not necessary for communication. Wake-up protocols are needed to wake up sleeping nodes when communication is desired.   We will investigate multi-level power save strategies, including appropriate wake-up schemes. A trade-off exists between energy savings of a power save scheme, and the latency in performing the wake-up operation. Thus, our multi-level strategies will be organized in “levels”, with different levels characterized by different scales of delays tolerable in the wake-up procedure. For instance, delay tolerance for packet forwarding in a multi-hop network is usually smaller than delays tolerable in less frequent operations such as route repair. We will develop different interoperable wake-up mechanisms with different delay tolerances. We will also incorporate adaptive mechanisms to make the power save strategies more responsive to time-varying traffic patterns. More specifically, we will address:

· Improving energy consumption of CSMA-based MAC protocols by exploiting estimates of traffic patterns.

· Network layer mechanisms to distributed determination of “sleep” schedules for assets in the planetary network.

· Study the interactions between transport protocols and the lower layer power save mechanisms.

Adaptive protocols for communication between planetary assets and satellites
Space communications are prone to higher loss rates and may experience longer latencies. Bit Error Rates (BER) of 10-4  have been observed on space links [omni-nro] compared to  10-9 - 10-12 on terrestial links. Latencies of seconds (to moon) to minutes (to Mars) are experienced on deep space links. IP protocols are not designed to tolerate such high error rates or latencies. It has been shown that the performance of IP protocols degrades drastically in such environments [BPSK97]. Much of the work in tolerating channel errors considers terrestial networks [BB95,YB94,BS97,WT98,BSAK95,CLM99,BK98] and has not dealt effectively with space communications [AD60,OAK96]. For example, ARQ schemes and in-order delivery employed in link layers (such as 802.11) seriously hamper effective communication when links with large latencies are considered. 
Different applications have different requirements of network performance and error tolerance. While control/command applications require reliable delivery, video/image transmission from rovers could tolerate certain loss rates. The network conditions exhibit diverse characteristics. It has been shown that certain space links may experience orders of magnitudes of difference in BER depending on the satellite elevation.  While high-BER links may require aggressive Forward Error Correction (FEC), such an approach may result in the loss of precious bandwidth on already low-bandwidth space channels. Hence, protocols need to be designed to be adaptive to both the needs of applications and the channel conditions.
We will design and develop protocols based on both TCP and UDP for space networks. We will extend TCP’s performance in high-latency, high-loss links. This will enable simple reuse of applications over space links. When TCP cannot be efficiently employed, adaptive UDP-based solutions will be developed. We will develop a middleware stack on top of UDP that will allow reuse by many applications. We will also explore the interoperation of existing TCP applications with UDP based solutions for space links. 
Extending TCP’s operating range:

TCP’s congestion response to channel errors and the consequent impact on protocol performance has received considerable research attention. We propose to change the paradigm of TCP that all losses are due to congestion to the paradigm that all losses are due to channel errors for a period of time.  Such a paradigm is better suited for rate-limited error-prone space links. We have recently proposed TCP-DCR based on this principle to tolerate non-congestion events gracefully [BSRV04, BR04]. TCP-DCR employs the following key ideas: (a) delay congestion response for a short period of time, creating room to handle any non-congestion events, (b) employ local recovery techniques to recover from losses during this short interval leaving TCP to handle congestion events after the delay and (c) employ window control to keep individual flows rate-limited in order to accommodate QoS goals of the space links.  
We propose a simple layering technique (Layered TCP or LTCP) for TCP to scale in high-delay networks at a minimal implementation overhead. LTCP is designed to speedup the process for claiming available bandwidth and to reduce the time for recovering from a packet loss, resulting in significant improvement of performance. The key contribution of LTCP is that it emulates multiple virtual flows that adapt to dynamic network conditions. LTCP and TCP-DCR modify TCP at the sender-side and require no modification of the network infrastructure or the receivers.

TCP-DCR and LTCP can be combined into one protocol that not only scales to high-delay networks, but that can also tolerate channel errors gracefully. These enhancements will improve performance significantly in space networks and will extend the range of TCP applications. 
UDP-based solutions: 

UDP based solutions may provide more flexibility to deal with dynamic and extreme characteristics of space networks. NASA’s OMNI employs UDP and FEC at the link layer to deal with the channel errors [omni-nro]. While this enables channel errors to be handled effectively for all protocols and applications, it lacks the flexibility that will be required for different applications. While some applications require high reliability, others may find more effective use of bandwidth due to their error tolerance. In addition, the developed protocol needs to adapt to changing channel conditions as the BER measurements show wide diversity. We propose to develop adaptive protocols that will enable maximization of bandwidth utilization while satisfying the error protection requirements of applications. This problem is compounded by the long latencies seen in such links. The received packets may not quite accurately reflect the current channel conditions. Bursts of errors may make us overprotect the channels more than necessary. The availability of multiple links (through multiple satellites) can improve the chances of successfully transmitting information. When the channels have different properties (loss rates, burstiness etc.), the protocols could exploit this diversity to maximize throughput while minimizing retransmissions. 
In Phase II, we will explore these various issues in space communications. We will build a framework that will couple a measurement-based approach with adaptive FEC schemes. The developed protocols could be deployed as a library or middleware on top of UDP and expose a number of network characteristics similar to existing Sockets library. Applications with different QoS requirements can take advantage of the different network characteristics exposed by the library. FEC has been shown to be effective for VOIP applications [PRM98, ZMS04]. However, protocols for adapting to changing channel conditions are not yet developed. We will leverage the suite of protocols developed by SCPS [SCPS04] and others [DF04, Xip04, Skip04, MDP95] for improving IP’s operation over space links to incorporate different forms of adaptivity highlighted above. The buffering provided by DTN may also provide opportunities for adaptation among multiple protocols. For example, link 1 (to terrestrial satellite) on a path may employ TCP and link 2 (from the satellite to Mars) may employ UDP/FEC.

Adaptive FEC based communication will improve energy-efficiency. This will be a direct result of the reduced average redundancy in transmitting information. We will study compatibility issues with CCSDS [CCSDS04] data formats in our adaptive FEC schemes. 
3.1.1 Space link measurements, characterization and emulation
As part of this project, we will collect data on space link characteristics. We will carry out measurements on existing space links. We have made initial contacts with NASA program managers (specifically the CHIPSat  at UC Berkeley and Surrey Satellite team) who can provide access to satellite links. If successful in establishing collaborative ties, we will employ Ping and other tools that the satellites support such as FTP to measure delay, jitter, loss and throughput characteristics of these links over long periods. We are also exploring the public use of any available link data within NASA as well as providing a facility for passively capturing data and flow information of traffic exchanged with satellites. The collected data will be analyzed to provide a characterization of space links. The collected data will be hosted on a web site as well for other researchers to pursue research on space communications. The link characterization will put special emphasis on understanding the variability of link characteristics. This will enable us to design better algorithms for adaptive protocols. For example, understanding variability in channel loss rates will enable us to design better FEC algorithms. We will employ the developed models in the emulation test beds used in testing the network protocols.
Satellites such as CHIPSat have a complete copy (emulator) of the satellite based on earth. We will develop a network emulator for the satellite and place this in front of the satellite emulator. This will enable testing of the effect of the satellite link characteristics (loss, delay, jitter etc.) on the performance of the new protocols for real satellite applications.
We will also utilize the Internet End-to-end Performance Monitoring (IEPM) BandWidth (BW) testbed [iepm] to evaluate the performance of the new network protocols [pfld]. This testbed has been in operation since 2002 and extends to sites in over 12 countries with bottleneck path bandwidths between 500 kbits/s and 1 Gbits/s. The minimum Round Trip Times (RTT) on these paths vary from a few msec. to 400 msec. Such a testbed enables us to evaluate and compare new and existing protocols on a wide range of paths with production network equipment and real cross-traffic etc. Our project will evaluate how the new protocols developed in the current proposal perform both on their own and in the presence of other protocols. 

Delay and Disruption Tolerant Network Paradigms for Space Communication

Deep space networks are expected to be Disruption (& Delay) Tolerant Networks (DTNs) [F03]. A DTN is disconnected at many or all points in time.  Disconnection may arise because nodes move out of radio range of one another, deliberate power saving modes,  or arise because of environmental conditions (e.g., poor weather), or because of failures (e.g., a node is destroyed). 
A DTN node should be able to store and carry a message, while waiting for a transmission opportunity (link) to arise.  With this ability, an end-to-end path need not exist at any given point in time; rather an end-to-end path can be constructed over time.  In DTNRG parlance [F03], data in the form of bundles originates at various sources.  Bundles are forwarded between nodes in one or more hops based on transmission opportunities at nodes along the path. 
Recent interest in DTNs includes domains as varied as wildlife tracking [J02, SH03], sensor networks [S03], communications in remote areas [HFP03, BLB02], and vehicle-to-vehicle networks [CKV01]. Fundamental results point to the fact that these challenged networks can be designed to provide acceptable QoS [GK00, GT01, G04]. Our work proposed here is distinguished by the emphasis on incorporating the specific challenges arising in communication among planet surface entities and the integration of such networks with orbiting assets. Our work will complement existing efforts on the Interplanetary Internet [B03] and the DTNRG in that it will consider the specifics of DTNs operating on the planet surface and integrating with space networks.
Our work will consider two scenarios:

· Phase I: For networks with given characteristics (e.g., node mobility patterns, traffic requirements), we will consider the development of data routing and delivery algorithms, their implementation and practical deployment.
· Phase II: For networks where there is some flexibility in dictating mobility patterns or of introducing additional network elements, we will consider issues of network design to achieve desired performance.

3.1.2 Routing and Data Delivery Algorithms for DTNs
We consider the design of routing algorithms for space exploration networks with mobile entities on and off a planet’s surface. Our premise in Phase I is that the mobility and operation of these assets is mission specific and cannot (or should not) be controlled to accommodate communication requirements. In phase II of the project, we will consider alternative designs that incorporate controlled mobility and the insertion of specialized message ferries within the network to improve performance.
We will focus on two services of unicast and geocast. Unicast provides delivery to a specific node while geocast provides delivery to any node in a region until a time-to-live for the message expires.  We will employ a space-time routing graph to describe the network operation in precise terms. A forwarding decision in a store-carry-and-forward DTN is not simply a decision about where to forward the packet, but also a decision about when, a process called space-time routing.  
Figure 1 illustrates a space-time path between a source node s and a destination node d, traversing intermediate nodes v1 through v4.  The state of each link over time is illustrated by a row in the diagram, where a “high” level indicates an active link and a “low” level indicates an inactive link.  Routing in DTNs, then becomes a question of determining space-time paths consistent with achieving some overall routing objective.  Our approach here is to first distill the knowledge available into the form of a space-time graph. We will then develop algorithms to determine the appropriate space-time paths on this graph.
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Figure 1 Illustration of forwarding a message from s to d in a DTN.
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Figure 2. An example space-time graph with temporal and spatial links.


When motion is completely predictable, the space-time graph model is a layered graph, where each layer corresponds to a discrete time interval (of length τ) in the life of the network. Starting from the set of nodes V in the network, multiple copies of each node are made and “stacked” as layers on each other as illustrated in Figure 2. A column of vertices (e.g., A0 through A3) in this layered graph corresponds to a single node (A) in the network.  Directed temporal links connect “time-copies” of the same node between consecutive intervals of time. Traversing a temporal link denotes “carrying” a message by a node. Forwarding a message from one to node to another in the network is represented by a traversal of a spatial link. Construction of spatial links (e.g., A0 to C1) on this layered graph is based on link functions that describe the time periods (t = 0) when the link is active. 
In this project, we will consider the following dimensions of unpredictability for DTNs:

· Finite time horizon. In these networks, node motion is predictable up to a finite time horizon, producing a sliding window of predictability.  
· Finite choice. In these networks, nodes move on a small number of different paths, chosen randomly but perhaps with predictability. 

· Frame-of-reference with detours. In these networks, node movement follows a known reference path, but with a variety of detours that might include changes in speed and/or a detour in space away from and back to the reference path.
· Mixed predictable and unknown movement. Some nodes may follow predictable paths, while others have unknown movement.  

Geocasting:  We will consider extending the applicability of space-time routing to geocasting. One approach would be to make the nodes in the space-time graph represent regions in space as opposed to physical devices. Links between regions form when devices are present in those regions and they are within radio range of each other.  We will explore this approach and other possibilities that will extend the applicability of space-time graphs to geocasting.

Space Network Architectures (SNAs) described later in the proposal will explore the issues in improving the connectivity of deep space networks. 
3.1.3 Incorporating controlled-mobility message ferries in DTNs
In Phase II, we will consider network situations where node mobility may be controlled to assist in communication tasks.  More specifically, we consider providing performance improvements in DTNs through planned deployment of message ferries. We will consider additional design questions such as: How should the mobility of existing nodes be controlled and how does this affect the nodes in the performance of their non-communication related tasks? What is the exact capability provided by additional nodes and how should they be controlled? What is the tradeoff between the overhead represented by such schemes and the improvement in performance? Do such schemes introduce additional vulnerabilities to the system? 
Another aspect of network design that we consider is power management.  First we observe that transmission opportunities from node A to node B in a DTN occur when node B’s receiver is within range of A’s transmitter and when node B’s receiver is “awake”. Keeping a node’s receiver awake all the time, may consume unnecessary power.  In a predictable mobility scenario, it is possible to wake up a node’s receiver at exactly the right time. In a DTN environment, with unpredictable mobility this becomes a more challenging question. We are specifically interested in how controlled mobility can assist power management schemes in trading off energy consumption with other network performance measures.
In our preliminary work [ZA03, ZAZ04], we observed that DTNs with message ferries have significant ability to save power and to trade power for delay, as compared to networks that are designed to be connected.  The key insight is that, unlike traditional ad-hoc networks, DTNs with ferries make a distinction between nodes that are primarily sources and destinations for packets, and those nodes that are responsible for the carrying and forwarding of packets for other nodes.  As a result, many nodes can conserve power by maintaining low power states for communication much of the time, and transitioning to a high power state when a ferry is near.  In contrast, nodes in standard ad-hoc networks must be ready to forward packets at all times, regardless of their own role in generating or receiving traffic.
To summarize, in this part of the project we consider influencing the performance of a DTN by deliberately incorporating network components and controlling network behavior in a desirable manner. We identified three design dimensions: (1) incorporating new nodes, (2) controlling the mobility of nodes, and (3) controlling node transmitters and receivers to conserve power.  These three dimensions are not mutually exclusive and in fact designs in one dimension can go hand-in-hand with designs in another to provide a highly efficient data delivery context for DTNs.
New deep-space network architectures
Interplanetary communications are presently performed by means of single-hop links. In this simple architecture there is one node at the exploration planet (e.g. Mars) and one node at the Earth (specifically, the antennae of the NASA Deep Space Network). This simple architecture presents two severe constraints: it requires direct visibility (and hence limited duration operation) and it does not tolerate the node failure. In order to avoid these critical constraints and to improve the communications necessary for human planetary missions, we will develop new Space Network Architectures (SNA). SNA could potentially consist of multi-hop links, a constellation of spacecrafts connecting the Earth with a mission planet and would drive to improve the connectivity of the deep space network.
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Figure 3. Three node SNA for Moon
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Figure 4 An example SNA for Mars


The design of SNA for new Moon missions can take advantage from the fact that the Moon is gravity gradient stabilized with the Earth. In this case, the dual-purpose three node configuration (EM-L1, EM-L2, and Moon polar orbit) given in Fig. 3 may be adopted for Moon coverage and communications. Similar configurations for a spinning planet (Mars; nodes: SM-L1, SM-L2, and polar orbit) can also be useful for mapping (see Fig 3). With  2 additional nodes on the Earth orbit (S1,S2) a multiple-hop communication net is obtained (Fig. 4).
In general, 3 different conceptual configurations will be investigated:

 (1) Using Halo Orbits and Libration points. For the Moon L1 and L2 observe always the Moon’s Earth side and dark side, respectively. The Halo nodes are always visible to each other and to the Earth at all times (Fig. 1). L1 and L2 offer certain obvious advantages, however orbit stability will dictate station-keeping requirements.  Alternatively, for the Earth-Moon system, it is known that positions near L4 and L5 are more stable than L1 and L2 and, therefore, a trade study will be carried out to establish the most attractive configuration considering both orbit maintenance requirements and communication system metrics.
(2) Using Flower constellations (FC): Multi-stationary constellations with a minimum number of satellites can be devised (see Fig 3). The Flower Constellations (FC) is a new methodology to design satellite constellations characterized by axial-symmetric dynamic behavior. The “Flower Constellations Visualization and Analysis Tool.”  (FCVAT), based on our recent research [M2, M8],  that allows efficient and systematic design of new constellations based on user constraints [M3,M7], will be extended to design FCs about any planet, the Sun, and the Moon. By setting the time period proportional to the Earth/Mars synodic period through a rational parameter, the resulting FC will be synchronized with the Earth/Mars relative motion.
(3) Using Hybrid configurations: Figs. 1 and 2 show a dual-purpose (mapping, communication) hybrid solution for Mars mission that highlights the connectivity when the Earth-S1 link is down. Accordingly, two independent methodologies to identify the optimal network architecture configurations will be investigated. These are: a) using the Flower Constellations theory [M1,M2,M5] and b) using Halo orbits about Lagrangian points. Optimal configurations will be found using genetic algorithms, while optimal trajectories will be obtained using Lambert solvers driven by genetic algorithms, and using Halo orbit Hopping methods [M6]. The use of novel orbits [M4,M9] will be also taken into consideration.
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Figure 5 An example Flower Constellation.
PIs Reddy, Ammar will collaborate with Co-PI Daniele Mortari, expert on satellites constellation design, to study new architectures for reducing the latency, disconnectedness of deep-space communications. We will also explore the fault-tolerance aspects of these networks as would be required for human missions.

Testbed, integration and evaluation
NASA/GRC is currently developing and enhancing a software-based emulation system called the Satellite Communications Emulation Facility (SCEF) [SLYW04]. The SCEF environment provides a flexible platform for the emulation of NASA’s space operations including the emulation of satellites, orbital motion of planets, satellites, data transfers among various entities (satellites, planets, control centers), control/command transfers among various entities, network protocol operation etc. This environment is ideally suited as a testbed and for the integration and evaluation of the different components proposed in earlier sections. The emulation group at NASA/GRC is currently adding a new complementary component, which is a flexible, autonomous, Internet-based satellite node to the SCEF environment.
The SCEF software architecture will consist of five modules.  The modules and the associated hardware environment are described as follows:

Hardware Environment:  Controller

· Emulation Manager – provides a GUI for user input/output and controls the flow of information between the nodes and the controller machine.

· Node Emulation – responsible for resource allocations and assigning of Virtual Ethernet (Veth) devices.

· Communication Emulation – contains the code for the Veth devices and the latency, BERs and QoS modules to emulate space communications.

Hardware Environment:  Node

· Operations Node – software modules that permits the central operational node to control the orbits, adaptive routing, and instruments scheduling.

· Satellite Node – software that emulates the components of a satellite.  Each on-board component can be customized.

The Satellite Node provides a functional “satellite” in the emulation environment that contains the components of a real satellite [SLYW03].  The user can customize the architecture of the satellite node to contain the components required for the emulation.  The emulation will create the defined satellite with the orbital parameters specified during the scenario creation process.  The satellite node will provide a platform for the development of autonomous satellite operations and on-board decision-making.  The current satellite definition consists of the following modules:  

· On-board Clock: responsible for maintaining an accurate centralized time source.  Any process on the satellite bus can query the clock for the current time.

· Emulated Instruments:  will emulate an on-board science instrument that will record random “measurements” upon request.  

· Command and Data Handling (C&DH): provides a controlling mechanism for satellite operations and executes commands sent from the ground.

· Antenna and Control System (ACS): responsible for controlling the antennas on the satellite.  

· Scheduler:  responsible for executing the queued commands of different instruments.

· Uplink/Downlink Interface:  responsible for communication between the satellite and the ground station.  It will implement the data rate for the transfer set by the user.

· On-board Recorder: responsible for storing the measurements taken by the instruments.
The satellite in SCEF assumes that each component is an IP-based device connected to an Ethernet backbone and provides a set of services through an Application Programming Interface (API).  The technology for today’s satellites is based on the MIL-STD 1553 or 1773 [MILSTD].
The emulated architecture promotes the idea of the “Internet in Space” or “IP in Space” envisioned for future NASA missions.  Each satellite on-board component is (a) individually accessible via an IP address allowing the possibility to access these resources remotely, and (b) emulated by a UNIX process and functions as a service.   For example, if the scheduler needs the time, it will query the on-board clock.  Another example would be for an instrument to request an antenna to turn a certain number of degrees.  Since the antenna might turn slowly or the request could be postponed given more urgent requirements, the ACS component will take responsibility to inform the instrument of the current and final status.  
A SCEF objective is to provide emulation capabilities for potential missions under conditions that the satellites will encounter after launch and to emulate any component on the satellite for research or mission purposes.  SCEF will be beneficial for the following emulations: 
· Mission Scenarios:  The testbed will permit the definition of different mission scenarios based on orbital parameters, such as semi-major axis, eccentricity, inclination, argument of perigee, right ascension of ascending node (RAAN), epoch time, and orbital period. 
· Research Algorithms:  The testbed provides the flexibility for researchers to replace and/or modify algorithms on-board the satellite. Such algorithms include command and data handling, data storage, antenna control, clocking, and scheduling.  
· Security:  With the use of the IP-based protocols, security will become a major component in satellite development. Since the testbed uses the common network protocol IP, any advanced security features (e.g., IPSEC [KENT98], VPNs [GLEE00]) can be integrated into the testbed.

· Communications:  The testbed will allow modifying protocols stacks and testing with advanced protocols.  For example, to improve the throughput, TCP [POST81] with modified congestion control algorithms or the SCPS [SCPS04] protocol suite may be implemented.

· Networking:  Users have access to a combination of minimum spanning tree and link limiting algorithms with the Discrete Time Dynamic Virtual Topology Routing (DT-DVTR) as the default or can integrate and test a customized routing algorithm.

We will use this testbed for integration and testing of the various components of our research proposed in earlier sections. 

4. Statement of Work

The statement of work described here directly corresponds to the different components of the project description earlier. 

Energy-efficient protocols for planetary surface networks of mobile assets
Scope:

Phase I:  We will develop enhancement to CSMA/CA MAC protocols and routing protocols to exploit channel diversity, and to perform asynchronous power save. These mechanisms will together help reduce energy consumption. We will also develop a proof-of-concept testbed.
Phase II: Phase II will build on phase I and develop additional protocol mechanisms to exploit antenna and route diversity, and to develop multi-level power save mechanisms. Co-existence of these mechanisms, as well as adaptation to application requirements will be criteria when designing the protocols.
Objectives:
Phase I: An important goal of this project is to develop energy-efficient protocols for planetary networks by exploiting various forms of diversity, in conjunction with appropriate power save protocols. In phase 1 of the project, we will consider exploiting channel diversity and asynchronous wake-up protocols for energy-efficiency. We will explore protocols designed to exploit availability of multiple channels at the network layer as well as MAC layer. Asynchronous power save protocols that can co-exists with channel diversity schemes will also be explored. Network layer protocols to exploit channel diversity, and asynchronous wake-up protocols can both be potentially implemented on hardware that is not designed specifically for this purpose, so long as the ability to switch channels and turn devices on/off is provided by the hardware. Thus, these mechanisms can potentially be implemented in a backward compatible manner. Therefore, in phase 1, we also intend to demonstrate an implementation of channel diversity and asynchronous power save protocols using IEEE 802.11 devices or Motes. We will attempt to reduce energy consumption by a factor of at least 4 under certain traffic models.
Phase II: In phase II, we will further develop protocols to exploit diversity, particularly, antenna diversity, and route diversity arising from the use of channel and antenna diversities. We will also explore synchronous, asynchronous and hybrid power save mechanisms, and multi-level power-save mechanisms. Since the diversity mechanisms and power save mechanisms can affect each other’s performance, we will pay attention to such interactions when designing the protocols. Together, the proposed protocol mechanisms are expected to improve energy consumption by a factor of 10 under certain traffic models. Selected protocols will be demonstrated on a testbed implemented using remote-controlled cars carrying wireless devices.

Tasks and Schedule:

	Phase I (Year 1)

	Year
	Months
	Task

	1
	0-1
	Problem Definition

	1
	2-4
	Development of CSMA/CA based MAC protocols to exploit channel diversity

	1
	4-6
	Simulation-based evaluation of channel diversity protocols

	1
	3-6
	Identification of asynchronous power save mechanisms 

	1
	6-8
	Evaluation of power save mechanisms 

	1
	9-10
	Integrated simulation of channel diversity and asynchronous power saven

	1
	7-12
	Proof-of-concept implementation


	Phase II (Year 2, 3, 4)

	Year
	Months
	Task

	2
	1-8
	Design of protocols to exploit route diversity arising from channel diversity, and their simulation-based evaluation

	2
	1-6
	Improving phase I protocols for channel diversity, and simulations. 

	2
	8-12
	Updating testbed to incorporate selected protocol mechanisms

	2
	8-12
	Synchronous power save protocols

	3
	1-6
	Protocols for exploiting antenna diversity

	3
	6-12
	Protocols to exploit route diversity arising from antenna diversity

	3
	6-12
	Augmenting testbed to implement selected protocols for antenna diversity

	3
	9-12
	Design of multi-level power save mechanisms

	4
	1-3
	Design and simultion of multi-level power save mechanisms

	4
	3-6
	Integration of multi-level power save and diversity schemes

	4
	6-9
	Testbed implementation of a two-level power save scheme

	4
	9-12
	Evaluation of the testbed implmentation

	4
	12
	Final report preparation


Deliverables:

The project deliverables of this component of the project will be of three types: (a) protocol designs to exploit various forms of diversity, and power-save protocols, (b) simulation-based evaluations of various protocols and analysis of the simulation results, and (c) proof-of-concept testbed implementation of selected protocols, and evaluation of the testbed. We will provide all software (simulations and testbed), as well technical reports describing the interesting protocols developed in the project and evaluation results. Specific deliverables from the project include:
· CSMA/CA MAC protocols and routing protocols to exploit channel diversity – phase I

· Synchronous power save mechanisms – phase I

· Simulation modules for various protocols – phases I and II

· Protocols to exploit antenna and route diversity – phase II

· Proof-of-concept implementation – phases I and II

· Technical report describing important research contributions – phases I and II
Adaptive Protocols for communication between planetary assets and satellites
Scope

Phase I: We will develop enhancements to TCP stack that will extend TCP’s acceptable range of performance over space links. We will also develop adaptive protocols based on UDP that will enable exposing different characteristics to applications. 
Phase II: We will develop protocols that adapt to space link characteristics based on observed characteristics of loss rates, latencies and bandwidths. These protocols will attempt to maximize bandwidth utilization while requiring minimum number of retransmissions to tolerate channel errors. They will enable different applications to optimize the network transmissions and performance based on the application needs.  

Objectives

Phase I: We will develop adaptive protocols based on both TCP and UDP. TCP’s effective operating range will be expanded. We will enhance TCP to tolerate channel errors gracefully and to operate on larger latency (RTT) links. We expect to tolerate up to 10% frame error rates without any loss in TCP’s performance. We expect to improve TCP’s performance by a factor of 10 compared to unmodified TCP-SACK protocol in such channels. We expect to improve TCP’s performance by a factor of 2-5 in high-latency links. Study adaptive FEC based protocols for future development.
Phase II: We will develop a library of adaptive-FEC based routines for UDP. The developed library will employ measurements and history-based information to adaptively tune the UDP transmissions to suit the application needs. We will develop adaptive-FEC based mechanisms that can tolerate up to 30-40% frame loss rates while minimizing the retransmissions or delivery latencies of individual packets. We will develop these schemes in order to reduce energy consumption by 20-50% while meeting application needs.  
Tasks and Schedule:
	Phase I (Year 1)

	Year
	Months
	Task

	1
	0-6
	Enhancements to TCP to adapt to higher channel error rates

	1
	6-12
	Enhancements to TCP to adapt to higher link latencies.

	1
	1-12
	Enhancements to TCP to make individal flows rate limited.

	1
	1-12
	Study adaptive UDP/FEC schemes for channels with small latencies.

	1
	1-12
	Simulations of adaptive FEC schemes for channels with small latencies.

	1
	1-12
	Start development of UDP based library.

	1
	12
	Tasks and deliverables definitions for Phase II

	Phase II (Year 2,3,4)

	Year
	Months
	Task

	2
	1-12
	Evaluation of enhacements to TCP.

	2
	1-12
	Development of adaptive FEC/UDP schemes for small latency channels.

	2
	1-12
	Study measurement/history based schemes for long-latency channels.

	3
	1-12
	Study throughput maximization and retransmission minimization  schemes for long-latency channels.

	3
	1-12
	Evalute adaptive FEC/UDP schemes for small latency channels.

	3
	1-12
	Development of  UDP-based application-QOS maximization schemes.

	3
	1-12
	Study schemes for heterogenous TCP/UDP protocols on different links.

	4
	1-12
	Evaluate adaptive FEC/UDP schemes for long-latency channels.

	4
	1-12
	Development/evaluate of heterogenous TCP/UDP protocols on different links.

	4
	1-12
	Technology transfer of developed protocols.


Deliverables:
Phase I: In phase I, we will deliver (a) kernel level patches to Linux that will improve TCP stack’s performance in high-latency error-prone wireless links that are typical in space communications (b) a report on study of adaptive FEC schemes on UDP for space links. 
Phase II: In phase II, we will deliver (a) a library or middleware on top of UDP that will implement adaptive FEC schemes to satisfy application QOS needs, including schemes for maximization of throughput, minimization of retransmissions and others, (b) a report on feasibility study and evaluation of employing history based adaptivity for long-latency links, (c) mechanisms that will employ both history-based and measurement based adaptation to changing link conditions, (d) mechanisms for employing heterogeneous protocols on different links to maximize application QOS. 
Acceptance Criteria:

Phase I: TCP enhancements to Linux kernel stack that outperforms unmodified TCP-SACK by a factor of 5. TCP enhancements to Linux kernel stack that can tolerate up to 10% frame error rates gracefully. 
Phase II: Adaptive FEC/UDP library that allows throughput maximization, retransmission minimization and other application QOS metrics. UDP based library that employs measurements and history based adaptation to tolerate changing channel conditions. 

4.1.1 Space link measurements, characterization and emulation
Scope

Phase I: We will develop ways to measure and test IP protocols in situations expected in satellite operation. This will include a terrestrial testbed (IEPM-BW) with a wide range of delays and bandwidths, a network emulator, and capturing real satellite data for chosen applications. 
Phase II: We will further extend the testing setup by providing access to a real satellite copy (the CHIPSat copy at UCB) via a network emulator. We use the various test setups to measure, test and evaluate the new protocols developed in the current project, compare them with other implementations, provide feedback to the developers and report on their effectiveness and ranges of applicability.
Objectives
Phase I: We will extend the IEPM-BW network monitoring infrastructure to add new sites with large minimum RTTs. We plan on adding sites in Novosibirsk (Russia), Rio de Janiero or Sao Paola (Brazil), Bangalore (India), Rawalpindi (Pakistan) and NASA. We will establish contacts, work with the contacts to explain what we are doing and what is needed; get agreement, and install the appropriate software toolkit at a host specified by the contact. This installation may be done by the site administrator or by SLAC personnel. The choice is up to the remote site and will usually depend on site security requirements. The more flexible is for SLAC to make the installation but this requires an ssh account and password at the remotely monitored site. The software is then configured at the monitoring site (SLAC).

In addition SLAC will set up a network emulation facility (e.g. see [nist]). This will include evaluating possibilities, selecting, procuring, installing and configuring the emulator hardware/software to represent the desired satellite link features. 

We will work with the UCB CHIPSat people to capture and analyze real satellite traffic for various applications supported by CHIPSat (e.g. ping and FTP).

We will compare and contrast measurements made with various emulator settings with measurements made on the IEPM-BW testbed and the satellite traffic data.  The measurements will include TCP/IP memory to memory data transport tests using iperf [iperf], file transfer tests using GridFTP [gridftp] and bbftp [bbftp], and ping and traceroute measurements. We will work to understand differences and improve the emulator settings to more closely reflect reality.

We will contact and work with the IP satellite community to gain access to IP satellites (e.g. UoSAT-12 and Surrey Satellite Technology Limited). We will also work with CHIPSat and others to explore increasing the lifetime of the satellite’s operations.

Phase II: As the new protocols developed in this project become available and new modifications become available we will install them in the IEPM-BW testbed end hosts, and in the network emulator end hosts. 

We will work with the UCB CHIPSat team to install a network emulator in the path to the CHIPS satellite copy; and to install in the satellite the required code updates to support the new protocols.

Using the network emulators and the IEPM-BW testbed, we will devise tests to evaluate the performance of the new protocols and compare and contrast them with existing protocols. These tests will include:

· The throughput performance of the protocols;

· the “fairness” of the protocols, i.e. how well different streams of the same protocol share the bandwidth (intra-protocol fairness), and how well the new protocols share bandwidth with other protocols (inter-protocol fairness);

· the stability of the protocols, i.e. how stable the protocols behave in the presence of changes in competing traffic;

· the impact of quality of service (QOS) on the performance.

· the behavior of protocols in the presence of reverse traffic 

We will also make measurements with both the default standard TCP/IP (Reno based) and new advanced TCP transports such as FAST [fast], HS-TCP [hstcp] and non TCP based transports such as UDT [udt]. 

The tests will be performed on a wide range of RTTs, bottleneck bandwidths and losses to understand how the protocols scale and their realms of applicability.

Using the CHIPSat satellite copy we will evaluate the effectiveness of the new protocols when used with real satellite applications.

We will work closely with the developers to provide feedback, devise new tests, and make new measurements of improved versions, and document and publish the findings for others to use.

If we have suitable access to an IP satellite we  will build a facility to capture traffic traces, measure the flows, gather the data, analyze, and characterize the measurements and publish the data on a regular basis. The results will be compared with those from the emulator and from the testbed.

4.1.2 Tasks and Schedule –Phase I

	Year
	Month
	Task

	1
	1-2
	Evaluate possible emulators and select 

	1
	3-4
	Procure emulator, install, configure, understand

	1
	5-8
	Make measurements with emulator, extend for satellite use

	1
	1
	Design possible alternative ways to capture satellite communications CHIPsat traffic, communicate ideas and get feedback from UCB

	1
	2
	Prepare for and visit UCB team and finalize initial way to capture traffic

	1
	3
	Develop chosen method for traffic capture, get access and understand applications that will generate traffic

	1
	4
	Visit UCB and make initial measurements

	1
	5-6
	Analyze measurements, understand and decide on how to improve measurements

	1
	7-8
	Make more extended measurements

	1
	9-10
	Analyze new measurements

	1
	11-12
	Document and present results

	1
	2-4
	Extend the monitoring sites for IEPM-BW to add sites with large RTTs

	
	
	


4.1.3 Tasks and Schedule -- Phase II

	Year 
	Month
	Task

	2
	1
	Design more permanent satellite measurement facility

	2
	2-3
	Select and procure measurement facility components, install, configure

	2
	4-6
	Install chosen advanced TCP stacks and UDP transport on measurement facility application host

	2
	5-7
	Make FTP measurements for chosen TCP stacks

	2
	6-7
	Install alpha version of TCP stack developed in this project in the measurement facility

	2
	7-8
	Make measurements of project TCP stack with satellite measurement facility

	2
	6-9
	Analyze and understand measurements

	2
	8-9
	Make relevant emulator measurements to understand project TCP stack measurements

	2
	6-12
	Compare the various transport mechanisms, provide feedback to authors, improve measurements and analysis, document and publish results

	3
	4-12
	Test, evaluate the beta protocols in the emulator, the production testbed and the satellite measurement facility

	3
	9-12
	Test effects of less than best effort QoS on the protocols in the testbed

	4
	1-6
	Add flow measurement and analysis to characterize satellite traffic, includes selecting techniques procuring router, data gather and analysis hosts, configuring

	4
	
	Technology transfer

	4
	
	Document, publish present final results

	
	
	


4.1.4 Acceptance Criteria
4.1.5 Phase I: Demonstration of a working production terrestrial testbed for evaluating the effects of RTTs from a few to hundreds of msecs. Documented and tested validation techniques for evaluating transport protocols using emulation and real network paths.

4.1.6 Phase II:  Critical evaluation of the effectiveness and applicability of new IP based transport protocols relevant to earth satellite communications.
4.1.7 Deliverables

Phase I: 

· An extended terrestrial testbed of production network paths with widely varying bottleneck bandwidths and RTTs.

· A network emulator configured for emulating earth satellite links.

· Techniques for evaluating TCP and UDP based transport protocol performance.

· Comparison of emulation versus testbed techniques for evaluating transport protocols.

· Evaluation and comparison of the performance of various advanced transport protocols.

· Satellite link captured traffic traces for CHIPSat.

· Characterization of satellite traffic in terms of utilization, accessibility, loss, RTT, jitter distributions, protocol and application use etc.

Phase II:

· New protocols installed on Unix based hosts

· Evaluation of the new protocols in terms of throughput, fairness, stability, effect of QOS, impact of cross-traffic, and realms of applicability.

· Comparison of new protocols with existing protocols.

· A satellite emulation facility including network path emulation.

· Evaluation of the effectiveness of the new protocols for real satellite applications.

· Presentations and publications of the results.

Delay and Disruption Tolerant Network Paradigms for Space Communications
Scope

 Phase I: We will consider providing successful data delivery in networks deployed in support of space exploration missions with assets on and off a planet’s surface. Our interest is in how these networks operate independently as well as in an integrated fashion to provide mission-critical data communication. Mobility, power preservation, planet surface terrain features and sparse deployment can lead such networks to become disconnected at instants of time. Mobility, however, allows for paths to form over time and allows the operation of such network using emerging DTN paradigms. In Phase I, we consider protocols and algorithms for the operation of such networks with the premise that we cannot control the network components nor introduce additional assets. We will focus on development of algorithms and evaluation via simulation. We will also focus on single-domain networks, relegating the question of multiple domain deployment to Phase II.

Phase II:  We continue our investigation of the network scenario considered in Phase I focusing on the remaining issues: a) development of prototype software and experimentation over an experimental testbed, and b) consideration of multiple-domain operation of such networks (e.g. one domain representing on-surface assets and another domain representing of—surface assets). 

Objectives
Phase I: We aim to design, develop, implement and investigate data routing schemes under different models of node mobility predictability. One of our important goals in this phase is to fully develop a framework for modeling the behavior of such networks. Ultimately we aim to understand the limitation and tradeoffs on data delivery performance in various mobility knowledge contexts. 

Phase II: The primary objectives of this phase are  to a) continue the efforts regarding the network context described in Phase I with the goal of building and testing prototype software to instantiate our algorithms and to validate our simulation results and b) to develop insights into the various design dimensions for DTNs that are i) amenable to introducing additional assets to aid in communication tasks, ii) allow for the controlling the mobility of some or all entities and iii) incorporate features for power management. Our objectives here parallel our objectives for the other un-controllable network scenario we consider, namely to develop algorithms and investigate their fundamental performance via analytical studies and simulations. Then we aim to take this understanding and apply it to the development and testing of prototypes. 

Tasks

Phase I: 

Task 1 - Complete the development of space-time routing graphs as models that incorporate mobility and disconnection features of networks deployed in support of space exploration.
Task 2 - Design and evaluate unicast routing algorithms for the space-time graph models developed in task 1. 
Task 3 – Design and evaluate geocast routing algorithms for the space-time graph models developed in task 1 leveraging the experience from task 2.
Task 4- Develop/adapt a simulator for use in evaluating all research ideas, as well as demonstrating reliable and trusted delivery.  If a simulator is available from the DTNRG, we will consider adapting that for our use.  If not, we have considerable experience in the development and use of discrete event network simulators (including scalable parallel and distributed simulators).
Phase II:

Task 1:  Design, implement and test prototypes instantiating the routing algorithms developed in Phase I.

Task 2: Extend and evaluate the routing algorithms, simulations and prototypes developed in Phase I for a multi-domain environment.

Task 3:  Design and evaluate schemes for introducing message ferries into a DTN   environment in order to improve performance metrics to include, delay, throughput, data delivery reliability and network vulnerability to failure. Central to this task is an evaluation of the tradeoffs between the overheads inherent in the introduction of ferrying capability and the performance enhancement achievable with this introduction.

Task 4:  Design and evaluate schemes for improving the reliability of DTNs that use message ferrying capability. Schemes for ferry replacement and ferry election will be proposed and evaluated as well as the use of backup DTN routing approaches to reduce reliance on ferries in case of failures.

Task 5: Investigate the potential for power savings through the use of message ferries in DTNs. We will focus in particular on characterizing the tradeoff between power savings and performance in DTN networks.

Task 6: Instantiate the algorithms resulting from Tasks 3-5 into running code and test on prototype systems.

Schedule 

Phase I:   Task 1:  Months 1-2

                 Task 2: Months 2-8

                 Task 3: Months 6-12

                 Task 4: Months 2-8 

Phase II:   Task 1: Yr 2: Months 1-10

                Task 2:  Yr 2: Months 1-12

                 Task 3:  Yr 2:  Months 6-12, Yr 3: Months 1-6

                 Task 4:  Yr 3:  Months 1-12., Yr 4: Months 1-3

                 Task 5:  Yr 3: Months 1-12

                 Task 6:   Yr 2: Months 8-12, Yr 3: Months 1-12, Yr 4: Months 1-12

Acceptance Criteria

Phase I:  The successful development and validation (through simulations and analysis) of routing algorithms within DTN networks with given characteristics. The algorithms should span a large spectrum of potential mobility and predictability models derived from networks deployed in support of space exploration missions.

Phase II;  a) The successful demonstration of a working prototype of protocols and algorithms developed in Phase I along with demonstration and validation of expected performance in a number of situations.

b) The successful development and testing of routing in the presence of message ferries and in the presence of power management schemes.

Deliverables

The project deliverables are of three primary types: (1) algorithms and mechanisms, which will be implemented in a DTN simulation suite, (2) experimental simulation results providing extensive evaluation of the proposed algorithms and mechanisms, and (3) .  We will provide software and software documentation for all code developed under this effort.  We will also release much of the code as open-source software, a practice our team has prior experience doing.  We will further provide simulation scripts and experimental results.  More specifically, the project deliverables will include:

· A detailed and validated space-time routing framework with general applicability to DTNs – Phase I.

· Unicast and Geocast routing algorithms optimized for various mobility models – Phase I.

· Code and scripts implementing routing algorithms for use in simulation experiments – Phase I.

· Prototyps  of unicast routing  algorithms running over mobile network testbed – Phase II.

· Techniques for integrating on surface with off-surface DTNs incorporating features of the DTNRG architecture – Phase I .

· Methods to identify opportunities for selective network design and control – Phase II.

· Architectural design of novel network components (ferries) that can significantly enhance network performance – Phase II.

· Mechanisms for improving the reliabaility and fault-tolerance of DTNs  -- Phase II.

· Power management and conservation schemes for DTNs incorporating message ferries – Phase II.

· Analysis of the costs and benefits of using message ferries and controlled mobility – Phase II.

· Code and Scripts implementing proactive mobility and power management techniques for use in simulation and prototyping efforts – Phase II.

Space Network Architectures

Scope
The scope of this subtask is to identify and design autonomous and efficient advanced space network architectures for communications with the future NASA planetary missions in order to improve the connectivity of the deep-space networks.
Objectives
Efficient and autonomous Space Network Architectures (SNA), constituted by a minimum number of satellites (nodes), suitably allocated and oriented, will be analyzed to allow reliable communication between Earth and the target mission planet. Three different approaches will be adopted to find out the optimal configurations: a) using Halo orbits and/or Libration Point orbits, b) using the “Flower Constellations” theory, and c) using hybrid solutions.
The stability of the orbits and the frequency/delta velocity required to maintain the orbits in the presence of perturbations and typical injection errors will be studied and used to establish relative advantages of alternate configurations.
Minimum cost solutions, which are significantly more compact and efficient, will be identified among those fully complying with the network requirements and constraints, and analyzed. In particular, multiple-purpose architectures (e.g., for communication, navigation, planet observation), will be investigated. The final objective is a detailed mission design that includes feasibility, planning, maintenance, and costs for the optimal configurations. The effects of the orbital geometry on the network topology and the resulting effects of path delay and handover on network traffic (due to the great distances involved) will be described. 

A wide variety of requirements and constraints will be taken into consideration while proposing the solution scenarios. These can be:

1. Service continuity: if anyone of the nodes becomes inoperative (either, permanently or momentarily), then the communications are still guaranteed.

2. Power efficiency: minimize inter-node angles variations (to narrow the antennae FOV), minimize inter-node distances (to limit communication power), etc,

3. Time efficiency: minimize the overall distance (to limit communication times).

4. Fuel efficiency: seek to minimize the orbit maintenance requirements by optimizing amongst feasible orbit configurations.

Tasks and Schedule
	Phase I (Year 1)

	Year
	Months
	Task

	1
	0-1
	Problem definition and tools identification.

	1
	1-2
	Requirements analysis and constraints identification.

	1
	1-11
	Prospective configurations including multiple-purpose solutions.

	1
	2-8
	Software development.

	1
	3-9
	Optimization applied to Halo orbits, Libration Point orbits, and FC configurations.

	1
	10-12
	Orbit and attitude configurations analysis.

	1
	12
	Tasks and deliverables definitions for Phase II


	Phase II (Year 2,3,4)

	Year
	Months
	Task

	2
	0-6
	Preliminary feasibility, planning, design, and maintenance analysis.

	2
	3-11
	Tradeoffs and comparisons among the most suitable configurations.

	2
	7-12
	SNA selection and detailed analysis for Moon missions.

	3
	0-8
	Mission design with lifetime and cost estimations for Moon missions.

	3
	3-12
	SNA selection and detailed analysis for Mars missions.

	4
	0-10
	Mission design with lifetime and cost estimations for Mars missions.

	4
	10-12
	Study and software Technology transfer


Acceptance Criteria:
The mission feasibility, planning, design, maintenance, and costs will be evaluated for the resulting optimal configurations (solutions). Direct comparisons with other NASA missions will quantify the feasibility of the proposed architectures while the estimate of the resulting benefits constitutes the acceptance criteria. 

Deliverables
	Phase I (Year 1)

	Deliverables
	Brief description

	Phase I Research Plan
	Detailed goals and work breakdown for Phase I

	SNA system concept definition
	Requirements definition and concept description

	Mission Preliminary Design
	Description and analysis of proposed solutions

	Phase I Validation report
	Software Phase I validation reports

	Prelim. Lunar Mission Design     
	Nominal Lunar communication configuration and trade studies showing relative merits of competing configurations (Documents and slides)


	Phase II (Year 2,3,4)

	Deliverables
	Brief description

	Phase II Research Plan
	Detailed goals and work breakdown for Phase II

	SNA Software Engineering model
	Software programs for selected solutions.

	Mission Preliminary Design
	Testing and analysis of the selected solutions

	Phase I Validation report
	Software Phase I validation reports

	CDR documents     
	Documents and slides for CDR


Integration, emulation and development of Adaptive and Flight-Qualified TCP/IP Stacks

Scope

The scope of this subtask is to identify, design and develop an adaptive TCP/IP stack to test and evaluate protocols in extreme communication conditions.  The adaptive stack will allow users to easily make modifications by replacing standard layers to enhance tests to standard protocols.  In addition, a flight-qualified stack will be developed for use on NASA missions.
 Objectives

As part of this effort, there must be an efficient and valid method for testing the changes to the energy-efficient IP-based protocols and the new network architectures. The preferred method will be through NASA/GRC’s SCEF environment, which can model the architectures of a number of satellites that utilize communications links with various parameters (e.g., bit error rates, delays, etc.).  
However, the environment requires an enhancement to provide a plug and play module to validate the changes to the IP-based protocols.  The modifications to the emulation environment require a TCP/IP stack where the layers can be replaced or easily modified.  This will permit changes made for the energy efficient protocols to be easily tested during development and validated once the project has been completed.  This work will be extended to create a flight-qualified stack that will be capable and qualified to fly on manned and unmanned missions.  A flight-qualified stack will bring the concept of an IP-based mission closer to reality.
The adaptive TCP/IP stack will be based on a popular distribution; a number of distribution will be studied, such as the Berkeley Standard Distribution (BSD), Linux distribution, etc.  The chosen stack will be based on the requirements of the project, but, ideally, the end result will be highly portable to a number of operating systems.  The stack will be divided into its functions and each of these functions will be associated with a particular layer in the ISO/Internet TCP/IP model.  Each of these functions will be provided with a documented, easy-to-use Application Programming Interface (API) so that projects, including the energy-efficient protocols, can develop their software to interoperate with the modified stack.  This stack will be integrated into the SCEF environment so that any project that uses the SCEF environment will have access to the adaptive stack.
The second part of this task will be to deliver a flight-qualified TCP/IP stack that can be flown on a NASA mission.  The first step will be to determine the NASA derived requirements that must be met to create a qualified stack and then it will be validated or modified to meet these changes. During this phase, the evaluation of developed protocols will continue in the emulation environment. The developed protocols that meet or improve on NASA’s goals will be converted into a flight-qualified stack for future use on missions. This will be an iterative process, as new protocols are developed, they will be evaluated and if deemed to fit NASA’s goals will be converted to flight-qualified status. 

Tasks and Schedule
	Phase I (Year 1)

	Year
	Months
	Task

	1
	0-3
	Problem Definition and Existing Stack Evaluation.

	1
	2-5
	Requirements Analysis and Analysis of Proposed Missions in H&RT.

	1
	4-11
	Analysis of Changes for the Adaptive Stack

	1
	5-7
	Anaysis of NASA requirements for Flight-Qualified Stack

	1
	7-12
	Analysis of Changes to the Flight-Qualified Stack.

	1
	12
	Tasks and Deliverables definitions for Phase II


	Phase II (Year 2,3,4)

	Year
	Months
	Task

	2
	0-3
	Dissection of the Protocol Stack and Grouping of the Functions.

	2
	3-7
	Design of the API around the Protocol Stack Functions.

	2
	7-12
	Implmentation of the API within the Protocol Stack

	2
	10-12
	Implementation/Testing of the Energy-Efficient Protocol Modifications.

	3
	0-3
	Validate and Test the Adaptive TCP/IP Stack

	3
	3-7
	Analysis of Energy-Efficient Architectures to Ensure Support in SCEF

	3
	6-12
	Test the Protocol Stack to Meet the Flight-Qualifed Analysis during Phase I.

	3
	10-12
	Implementation/Testing of the Energy-Efficient Protocol Modifications.

	4
	0-9
	Testing/Implementation of the Energy-Efficient Protocol Modifications into the Enhanced Stack.

	4
	9-12
	Technology Transfer


Acceptance Criteria
The acceptance criteria for this part of the effort will be the validity of the design documents and software delieverables available in incremental stages.  The design document will discuss the proposed modifications to the protocol stack and the new APIs that will allow protocol designers to use the modified stack.  The software deliverable will be the modified stack available in incrementable stages.

Deliverables
	Phase I (Year 1)

	Deliverables
	Brief description

	Phase I Research Plan
	Detailed goals and work breakdown for Phase I relating to the adaptive protocol stack

	Adaptive Stack Requirement Document
	Requirements definition and analysis of proposed missions

	Adaptive Stack Analysis Document
	Description of proposed changes to the stack

	Flight-Ready Analysis Document
	Analysis of modifications for a flight-qualified stack

	PDR documents 
	Documents and slides for PDR



	Phase II (Year 2,3,4)

	Deliverables
	Brief description

	Phase II Research Plan
	Detailed goals and work breakdown for Phase II Adaptive Stack

	Preliminary Design
	Preliminary design of the adaptive and flight-ready stack.

	Detailed Design
	Detailed design of the adaptive and flight-ready stack.

	Phase II Test and Validation 
	Test Plan for the Phase II effort

	Software Delivery/Documentation
	Adaptive and Flight-Qualified Stack Software and User’s Guide.

	CDR documents 
	Documents and slides for CDR
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7. Facilities and Equipment
PI Narasimha Reddy received two NSF Research instrumentation grants. These grants, in addition to industrial equipment donations have furnished most of the equipment necessary for his experimental research. He has access to a number of PCs, network switches, link emulators, network processor based routers, and a number of storage devices. In addition, an ongoing NSF instrumentation grant is expected to minimize the needs for major equipment purchases for this proposal. He also has access to campus-wide facilities for general-purpose computing.
Co-PI Richard Slywczak at NASA Gleen Research Center has access to extensive equipment for carrying out the research proposed here. Of particular interest is the SCEF environment described earlier. The SCEF environment will execute on a cluster of computer systems that contains 32 nodes and 2 controllers.  One of the controllers serves as the primary and one as the backup.  The 32 nodes will represent 31 satellites and a single ground station. Each of the controllers contains 4 processors and approximately 200 GB of on-line storage.  The controllers are responsible for running the emulation manager software and the commercial package Satellite ToolKit (STK) by Analytical Graphics.  The nodes (i.e., each satellite or ground station) are 3.06 Ghz Pentium IV class machines that contain 1 GB of memory. The nodes are responsible for emulating the software components of the satellite with one node also serving as the operations node.  Each node is compiled with a customized kernel to include Virtual Ethernet (Veth) devices and the latency and bit error rates (BERs) modules.  All machines are running the Fedora Core 1 Linux operating system.

The emulation nodes are connected through two separate networks, which are gigabit Ethernet nodes connected to a Cisco Catalyst 4506 Switch.  Each machine has two network interfaces that support two separate networks:

· Management Network:  The management network is used for communicating mission information to a node, such as orbit definition, resource allocation, and commands that are not part of the current mission scenario.

· Data Network:  The data network collects data from the emulation as they are transmitted to another relay satellite or ground station node.  This network is where the data pipe size, bit errors, and latency is applied to the transmitting data stream.
The two networks are necessary to distinguish between the operations that command the emulation and the transmission of mission data being passed among the nodes.  This allows for isolating what is occurring on a satellite and ground station (nodes on the data network) from what is controlling the emulation scenario (emulation manager on the management network).
To represent the space-based communications links between satellites, an Ethernet connection is implemented between each of the nodes;  an IP-based protocol will serve as the packet format on the link.  Emulating multiple antennas with a single physical Ethernet card is made possible by the use of Virtual Ethernet (Veth) Devices.  A Veth device is a kernel modification that handles the assignment of one or more IP addresses, each representing an antenna, to a single physical Ethernet device.  Internally, when data for a Veth device arrives at the machine with a virtual IP address, the network layer will route the packets back through the physical device with the physical IP address for normal processing.  The Veth device provides a convenient and flexible mechanism for emulating multiple IP-based devices on a single computer without installing multiple physical Ethernet cards.  
This SCEF environment will make an ideal platform for integration and evaluation of different components of research proposed in this project. 
Co-PI Les Cottrell at SLAC has access to farms of compute servers with over 3000 cpus. The SLAC led PingER project has 35 monitoring sites in 15 countries and monitored sites in over 115 countries. This provides access to links with an extremely wide diversity links with RTTs from over a second down to a few milliseconds and packet losses of many percent to less than 1 in 10,000. The IEPM-BW network monitoring infrastructure, developed at SLAC has 10 monitoring sites and about 50 monitored sites in 12 countries with contacts, accounts, keys, software installed etc. This provides a valuable testbed for evaluating new TCP stacks etc. The SLAC IEPM group has a small farm of 6 high-performance network test hosts with 2.5 to 3.4GHz cpus and 10 Gigabit Ethernet Network Interface Cards (NICs). SLAC hosts network measurement hosts from the following projects: AMP, NIMI, PingER, RIPE, SCNM, and Surveyor. SLAC has access to many sites with very high bandwidth connections. SLAC has close collaboration with Caltech and plan to get access to their WAN-in-Lab setup for testing applications with dedicated long distance fiber loops. 
Co-PIs Mostafa Ammar and Ellen Zegura are pat of  The Georgia Tech laboratories located in the 150,000 square-foot Georgia Centers for Advanced Telecommunications Technology Building (GCATT).  The GCATT building houses a variety of research and development programs conducted by Georgia Tech and Georgia Tech Research Institute personnel.  The building also houses major communications systems testbeds, and serves as a point of presence for industry partners.  The fourth floor of the building is home to the Advanced Technology Development Center, an incubator for startup companies.
The Networking and Telecommunications Group (NTG) maintains a large collection of high-end computing and networking equipment for use in research.    This includes Sun workstations running Solaris and Intel PCs running Linux.  Several of these machines are multiprocessor and have large disks to support simulations.  The group also has access to clusters of workstations (up to 136 processors) made available for research use by the Center for Experimental Research in Computer Systems, to which the PIs belong.  The group uses a variety of software packages in their work, including the ns simulator, a parallel version of ns developed locally called pdns, and statistical packages including S and SAS.
PI Daniele Mortari has access to state of the art computing facilities that include many different kinds of software packages such as MATLAB, C, C++, Fortran, etc. We anticipate fully utilizing our in-house software development capabilities (FCVAT) as well as using commercial programs. All computations will be completed on Aerospace department computers.

Co-PI Nitin Vaidya is at Coordinated Science Laboratory (CSL), Illinois. Established in 1951, the Coordinated Science Laboratory is an internationally respected leader in telecommunications and information technology research. CSL maintains a very rich computing environment of approximately 800 machines encompassing nearly every major type of server, workstation, and personal computer and running a wide variety of operating systems and application software. Approximately 650 computers are in the production environment and are connected by a stack of high-speed ethernet switches linked to the UIUCnet backbone with 155Mb/s ATM. The remaining 150 machines reside in the five testbed environments. The research clusters employ various special-purpose network systems, including Myrinet, Servernet, and IEEE 802.11 wireless. All of the networks are secured by a series of firewalls and intrusion-detection systems. Remote access is provided with a virtual private network server for the convenience of outside collaborators. The experimental facilities available to this project include a set of wireless laptops equipped with IEEE 802.11 devices. A recent grant from the National Science Foundation has provided funding to purchase an electromagnetic anechoic chamber that may also be used for experiments on wireless devices.
8. Past Performance of Offeror’s Team

Narasimha Reddy
a. Contract number: ANIR 0087372
b. Name of Contracting Agency: National Science Foundation

c. Program Manager and telephone number: Taieb Znati, 703-292-8950

d. Contracting Officer and telephone number: Taieb Znati, 703-292-8950.

e. Synopsis of Work Performed: Designed, developed and evaluated network elements and architectures based on partial state. Developed Linux based prototype routers to demonstrate the research ideas.

f. Contract type: Three year research Contract, ending in Sept. 2005.

g. Total Contract Value: $255K

h. Past Performance Rating and Summary (Technical, Cost, Schedule): N/A

a. Contract number: CCR 0098263

b. Name of Contracting Agency: National Science Foundation

c. Program Manager and telephone number: Mukesh Singhal, no longer at NSF.

d. Contracting Officer and telephone number: Mukesh Singhal, no longer at NSF.

e. Synopsis of Work Performed: Designed, developed and evaluated multi view storage systems (MVSS). MVSS is similar to multiview database systems, enabled application filtering of data close to storage systems.
f. Contract type: Three year research Contract, ending in Sept. 2005.

g. Total Contract Value: $250K

h. Past Performance Rating and Summary (Technical, Cost, Schedule): N/A

a. Contract number: P200A010441

b. Name of Contracting Agency: Department of Education

c. Program Manager and telephone number: Cosette Ryan, 202-502-7637.

d. Contracting Officer and telephone number: Cosette Ryan, 202-502-7637.

e. Synopsis of Work Performed: Fellowships for Domestic Computer Engineering Graduate students

f. Contract type: Three year Contract, ending in Sept. 2005.

g. Total Contract Value: $340K

h. Past Performance Rating and Summary (Technical, Cost, Schedule): N/A

a. Contract number: 2003 Research Gift
b. Name of Contracting Agency: Intel Corporation

c. Program Manager and telephone number: Alan Crouch, 503-264-2196.

d. Contracting Officer and telephone number: Alan Crouch, 503-264-2196.

e. Synopsis of Work Performed: Design of network processor based partial-state network elements.

f. Contract type: One year Contract, ending in Sept. 2004.

g. Total Contract Value: $75K

h. Past Performance Rating and Summary (Technical, Cost, Schedule): N/A
a. Contract number: 0223785

b. Name of Contracting Agency: National Science Foundation 

c. Program Manager and telephone number: NSF .

d. Contracting Officer and telephone number: NSF.

e. Synopsis of Work Performed: Design of networked storage systems.
f. Contract type: 3 year Research Instrumentation (equipment) grant, ending in Sept. 2005.

g. Total Contract Value: $160K

h. Past Performance Rating and Summary (Technical, Cost, Schedule): N/A
Les Cottrell

a. Contract number: SciDAC (Scientific Discovery through Advanced Computing) Edge-based Traffic Processing and Service Inference for High-Performance Networks (INCITE)
b. Name of Contracting Agency: Department of Energy

c. Program Manager and telephone number: Thomas Ndousse, 1-301-903-9960

d. Contracting Officer and telephone number: Thomas Ndousse, 1-301-903-9960

e. Synopsis of Work Performed: Developed new lightweight network bandwidth estimation tools using packet pair dispersion techniques. Evaluate and refine the tools using a real production network testbed, document and package for distribution. Integrated into a production network monitoring infrastructure. Developed a new network route topology map visualization toolkit, integrated it into a production network monitoring infrastructure.

f. Contract type:  Three year research and development contract awarded to SLAC, terminates September 31st 2004.

g. Total Contact Value: $520K

h. Past Performance Rating and Summary (Technical, Cost, Schedule): N/A
Mostafa Ammar 

a. Contract number: F49620-00-1-0327


b. Name of Contracting Agency: Airforce Office of Scientific Research - MURI

c. Program Manager and telephone number: Jon Sjorgen, AFOSR

d. Synopsis of Work Performed: Work involved the design of networking architectures, protocols and protptypes for real-time media streaming in large scale networks with emphasis on quality of service and fault-tolerance.

e. Contract type: A multi-university award with UC Berkeley as the prime contractor with GT as subcontractor.  3 year base + 2 year option (awarded). Initial award, May 2000.

f. Total Contact Value: GT subcontract value approx. $600K.

a. Contract number: ITR-0313062

b. Name of Contracting Agency: National Science Foundation

c. Program Manager and telephone number: Taieb Znati, 703-292-8950
d. Synopsis of Work Performed: Work on fundamental investigation of the Message Ferrying paradigm for data delivery in disconnected networks. 

e. Contract type:  Three year research contract, awarded Sept. 2003. 

f. Total Contact Value: $325K.

a. Contract number: ANI 0240485

b. Name of Contracting Agency: National Science Foundation

c. Program Manager and telephone number: Taieb Znati, 703-292-8950.
d. Synopsis of Work Performed: Work on design and evaluation of retrieval functions in peer-to-peer file sharing systems.

e. Contract type:  Three year research contract, awarded Sept. 2003.

f. Total Contact Value $300K

a. Contract number:  ANI-0136936

b. Name of Contracting Agency: National Science Foundation

c. Program Manager and telephone number: Taieb Znati, 703-292-8950

d. Synopsis of Work Performed: Development and use of large-scale , parallel and distributed network simulation technology.

e. Contract type:  Three year research contract, awarded Sept. 2002

f. Total Contact Value: $530K

Nitin Vaidya

a. Contract: Providing Survivable Real-Time Communication Service for Distributed Mission-Critical Systems (Nitin Vaidya was a co-P.I. on this project, with Prof. Wei Zhao as lead P.I. and Prof. Bettati as co-:P.I. This project was initiated when Vaidya worked at the Texas A&M University).

b. Name of Contracting Agency: DARPA

c. Program Manager and Telephone Number: Dr. Douglas Maughan (he is no longer with DARPA, and have moved to DHS. New phone number: 202-772-9627)

d. Contracting Officer and Telephone Number: N/A

e. Synopsis of Work Performed: Vaidya’s efforts in this project dealt with issues affecting wireless networks, particularly hiding traffic in wireless multi-hop (ad hoc) networks.

f. Contract type: Three year research contract.

g. Total contract value: Approximately $880K over three years (Vaidya served as a co-PI for the first two years, and then as P.I. for a sub-contract on this project due to a change in Vaidya’s employer).
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Energy-efficient protocols, exploiting diversity, for mobile networks for planetary surface assets


Adaptive protocols for communication between planetary assets and  satellites


Disruption-tolerant deep space network communications


Novel constellations for new space network architectures  


Energy-saving message ferrying mobile networks for planetary assets


Practical evaluation in a realistic testbed, concrete goals and objectives
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�In some places we use antennas, my dictionary says antennas is for radio aerials and antennae is for insects. This is the only occurrence of antennae.


�I wonder if the reviewers will pick up on this. This will help when transmitting to the satellite from a terrestrial host with an updated TCP stack, but if I understand it, it will not help much for satellite to earth transmissions unless the  TCP stack in the satellite can be/has been updated to have a new TCP stack. Apart from being able to improve performance without having to update the receiver, the ability to be able to operate with only one side modified assists greatly in deployment.


�Or even adaptation between IP and CCSDS protocols, e.g. to talk to an older satellite that does not have an IP stack.  Or would this be ruled out because the adapter would need to support both a CCDS stack and an IP stack? It appears you discuss this in the next para. Is this important, should more of an issue be made of it?
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