Title: Measurement and Analysis for the Global Grid and Internet End-to-end performance (MAGGIE) 

(this is pretty different than the old Maggie, so should maybe get a new name? Maybe take Grid out of the name? Either that or distinguish it, e.g. MAGGIE+. MAGGIE  has some brand name recognition which is probably good for Internet2 community but maybe bad for Thomas.)

(very very very rough draft!)

Principal Investigators: 

Les Cottrell (SLAC), Brian Tierney (LBNL), Andrew Adams, PSC

Key Participants: Vern Paxson (or should Vern be a PI? I got the impression that he is not very interested in dealing with Thomas?)


Jason Lee, Martin Stoufer, Connie Logg ….

Project Narrative 

The demanding needs of data intensive science and the associated high capacity connectivity have driven the research community to develop a large selection of tools to measure and test network performance within a country/state, across continents and trans-oceanic paths. A network measurement infrastructure is needed in order to run the tools and collect the results. Furthermore such an infrastructure is critical to achieve a functioning Grid and enable geographically separated scientists to effectively work together as a team [ref].
{Somewhere we need to add that a measurement infrastructure is also needed to complement any physical high-performance testbeds such as UltraNet, UltraLight, UKLight, WAN in Lab etc. The physical testbeds will be used to evaluate the performance of new and existing monitoring tools, especially at high speeds, and in its turn the monitoring will be critical to understand the achievable performance of the testbeds, trouble-shoot problems, and influence the planning for and use of the testbeds}
Goals of the network monitoring system:


Non-intrusive


Useful data: has data about the paths I care about


Useful for applications: available BW (and maybe Jitter)


Useful for network engineers – help locate problems


Easy to deploy and configure

There are several existing systems addressing parts of this problem, including E2EPiPES/AMI [ref] IEPM-BW/PINGER (SLAC), NDT (R. Carlson) [ref], ADVISOR (Internet2) [ref], NTAF/NETLOGGER (LBNL) [ref], and NIMI [ref]. However, none of these have focused on scaling to 100’s of hosts and easy deployment.

Our goal is to design a system that is easy to deploy and configure, while still maintaining control over which hosts you are willing to run tests with.

We propose to design and build a completely new network monitoring infrastructure that uses Peer-to-Peer (P2P) technology to handle the deployment, configuration, and scalability issues. (more on this here, and below)

The core components will be based on NIMI, PingER and NTAF, with a P2P overlay network on top to handle configuration and queries.

Research Issues include: (these should have 1-2 sentence summary here, and then 2-4 paragraphs each below)

· Active vs passive monitoring

· Available vs achievable BW

· Deployment / configuration ease

· Discovery of network monitoring data

· Data collection and analysis

· Data publication

· On-demand testing (Security and Trust issues)

· Scheduling both for on-demand and regular testing
The time is right to create a monitoring infrastructure. The rest of this proposal describes the features of the system and the deployment required to make it effective. Also communities that should be involved are discussed.

(rough breakdown in my mind. I’m VERY open to change on this!)

A major focus of the SLAC effort will be data analysis.

A major focus of the LBNL effort will be deployment, configuration, and data discovery and publication issues.

A major focus of the PSC effort will be a secure infrastructure for running tests on demand.

Background and Significance

Sample Use Cases

We proposal to design, implement, and deploy a Network Monitoring System that will satisfy all of the following use cases:

Use case 1: Network Troubleshooting: Achievable throughput (via memory to memory transfer ala iperf) across a given path are much slower than the reported available bandwidth. Network monitoring is needed to discover why, and which network segment is the problem. (should say more about this later in the proposal: problem may be due to: topology change, misconfigured router/switch, broken/misconfigured firewall, etc etc etc. {will need traceroute archive, ability to visualize and easily discover important changes} Give some examples.)

Use case 2: Grid Scheduling: A Grid Resource Broker is trying to decide which compute cluster to use based on the location and network connectivity for a set of Replicas. The decision should be based on estimates of the amount of time it will take to copy a set of files to each of several possible sites. Network monitoring is needed for this.

Use case 3: Grid Troubleshooting:  A Grid job that took 10 minutes to run yesterday is taking 60 minutes to run today, using the same set of hardware. Why? Is the problem the hosts, disks, or networks? Network monitoring (as well as lots of other monitoring) is needed to answer this.

Use case 4: Evaluation of new techniques such as new TCP stacks, non-TCP bulk transfer applications, new NIC card features such as TCP Offloading Engines (TOE), interrupt coalescing and virtual MTU emulation, new higher speed network paths.

There are other use cases, such as capacity planning, which would also benefit from such a network monitoring system. However in this proposal we will focus on the above use cases. 

Explain ABW vs Achievable Throughput, and when each is useful

Explain measurement accuracy vs intrusiveness

Explain End-to-End issues (ie: memory to memory vs disk-to-disk)

Research Motivations

The proposal will address the following research areas:

· Active vs passive: what are the most useful tools, and how to make them less intrusive (eg: quick iperf). This is not the focus of this proposal, but will have to do some of this. Should perform passive monitoring whenever possible, especially for achievable throughput (ie: web100 and SCNM).

· Available vs achievable bw: some applications want to know available bandwidth, and others want to know achievable throughput. Need to determine which is most useful to whom. (Need to explain these concepts, and explain the situations where each is useful)

· Deployment / configuration: A major focus of the proposal will be ease of deployment. We will use P2P technology to make this possible. The goal is for a user to just do something like “make install”, and immediately the host is part of the network testing mesh. This is possible because when the NTS {need to define NTS} comes up it joins the network monitoring P2P network, and finds all other network monitoring hosts that are willing to run tests with it. It then starts running the default list of tools at the default intervals. By default the NTS might be configured to allow only up to 1 Mbtype/day of incoming network test probes from any host in the world. The only step beyond “make install” might be to edit a “/etc/networkTestHost.allow” file to specify a list of hosts or subnets you are willing to peer with.

· Discovery: For end users of a monitoring system, a challenge has always been: whom do I ask to find out the network monitoring results for host A to host B? P2PIO {need to define P2PIO} solves this for us. Results can be cached at any P2PIO node for faster queries.

· Data collection and analysis: can P2PIO help with the data collection too?

· Data publication: continue GGF NMWG work. Make into Web service.

· On-demand testing? Security and Trust; One possible method: no more than N bytes of incoming test traffic from a given site per day (monitored using pktd?). Lots of options here.

· Troubleshooting and analysis: PingER ++? Identify significant changes in performance and route changes, look for correlations (multiple routes, patterns, performance vs route change), verify change, identify when it occurred, scope and magnitude, gather significant information (i.e. reactive/more intensive testing with tools such as pingroute, Carlson tool, ping, iperf) and report. Build a library of interesting cases and trouble-shooting guidelines. Les, ideas on this? New Mathis/PSC diagnostic tool?

· What is the acceptable level of intrusiveness versus accuracy?
· Secure mechanism for pushing out new tools and tool updates (PSC?)
· Prediction of future bandwidth based on historical results
Preliminary Studies

PingER, NIMI, NTAF, Pipes, etc.

P2P tools: P2PIO (LBNL resource discovery tool)

One of the important aspects of peer-to-peer computing is that the system becomes more powerful and more useful as new peers join [ref: Gribble]. Because P2P systems are decentralized, the robustness, availability, and performance of the systems grow with the number of peers. The diversity of the system also scales, as new peers can introduce specialized data (e.g.: information on new network paths) that the system was previously lacking. Decentralization also helps eliminate control issues, as trust is diffused over all participants in the system. The need for administration is greatly diminished, since there is no dedicated infrastructure to manage. 

Implementation Approach 

We will develop the following software components: 

· Static Network Tool Scheduler (NTS) (based on NTAF): LBNL

· P2P Overlay system for discovering, caching, and publishing results: LBNL

· On-Demand Tool Service (Based on NIMI): PSC

· Network Data Archive: Relational DB of results (based on LBL’s Netarchd?)

· Troubleshooting and Analysis Tools (based on IEPM): SLAC

· Passive Monitoring (via web100 and NetFlow and SCNM): LBL, SLAC {NetFlow}
Use PlanetLab for testing  / scalability {Need to scale up PlanetLab to 1GE  and 10GE network performances}  {Also add some special initial development sites (no more than 5) such as SLAC, LBNL, PSC followed by users site such as testbed sites like FNAL, CERN, Caltech, StarLight, and later possibly NIKHEF, NERSC, UCSD, BNL, Indiana I2 NOC, ESnet NOC …, are these separate from PlanetLab or a new super PlanetLab?}
What about Multicast? Ipv6? {SLAC interested & working on IPv6}
{Will need to add something on equipment needed, hosts and how/where will be used, e.g. data storage for archiving, NIMI engines, analysis engines, access to high speed testbeds …}
Sample Grid Deployment

The figure below shows how this system might be deployed in a typical Data Grid environment. Each site has at least one network monitoring host. When this host is deployed, it contains a list of all other Grid sites it wants to run network tests with, as well as any network test nodes “internal” to the WAN cloud (e.g.: next to key ESNet or Internet2 routers). These nodes automatically discover other monitoring hosts using a P2P query, and automatically start run tests to and accepting tests from these other test hosts. The network monitoring software is also installed on the storage hosts and the compute hosts (e.g.: the front end node of a cluster), but these might be configured to only run tests to the closest network test node.

A Grid Scheduler that is trying to determine which compute element to use based on where Replicas are currently located will want to perform a query such as “what is the available bandwidth between compute element A and storage element B and C”. The P2P query might then return available bandwidth information about the path between the compute and storage elements and their closest network test nodes. Then this information can be used to query for the information about the path between the test nodes, providing information on the full end-to-end path.

(needs more explanation)

Explain how passive monitoring of storage elements using web100 could be added to the infrastructure.
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Figure 1: Sample Grid Deployment

Deliverables

Schedule and Milestones

  1) Start finding deployment sites

· {Need something (maybe elsewhere) on phasing deployment, e.g. some special initial development sites (no more than 5) such as SLAC, LBNL, PSC followed by user sites such as testbed sites at FNAL, CERN, Caltech, StarLight, and later possibly NIKHEF, NERSC, UCSD, BNL, Indiana I2 NOC, ESnet NOC …, then add PingER sites … Are these sites separate from PlanetLab or a new super PlanetLab?}
· Identify existing, unclassified research (e.g.: DOE Science Grid, collaboratory projects) (start with existing PingER sites)
· ESNet/Site collaboration (ESCC sub-committee)

· Coordinate with Global Grid Forum (GGF) and Internet 2(I2)

· Identify and coordinate with relevant non-DOE researchers

  2) Define Specific Scope

· Clarify the use cases: Network Troubleshooting, Grid Scheduling, Grid Troubleshooting, Evaluation of new techniques and new hardware
  3) Preliminary technology choices

-
Identify candidate network measurement tools (i.e.: iperf/qiperf, pathrate, pathload, ABwE, NetFlow, netest, ping , traceroute etc.) to pursue based upon detailed analysis of each candidate technology {what does it measure, how intrusive, how quick, absolute values versus relative changes, ease of deployment and use, utility of results, how do they complement other tools …}
  4) Research and development

· Continue coordination as in 1)
· Define initial monitoring testbed

· Publish, archive, and analyze the data (define data models, common schemas, etc.), data storage archives
· Monitors for network – passive and active, applications, hosts, and protocols

· User / host tools (data gathering, host participation in testing, analysis, visualization)

· Define and implement security model for all monitoring components
  5) Test and evaluation

Biographical Sketches 

Facilities and Resources 

Bibliography of Literature

Budget 

Project Linkages

Letters of support

Internet2 and ESNet

{Need something on unfunded collaborators such as : E2Epi effort (Russ Hobby/Guy Almes et. al.), DataTAG (e.g. Olivier Martin), EDG monitoring, Vern, Warren/GATech, Caltech/MonaLisa, NWS?, INCITE? Will eventually need letters of support from these people}

-----------------------------------------------------------------------------------------------

The following background text may be useful somewhere

Motivation

Network monitoring is a critical piece of the end-to-end monitoring problem.

We can not depend on passive monitoring, because often do not have permission on the key routers.

Monitoring is the measurement and publication of the state of a computing/networking component at a particular point in time. To be effective, monitoring must be “end-to-end”, meaning that all components between the application endpoints must be monitored. This includes software (e.g., applications, services, middleware, operating systems), end-host hardware (e.g., CPUs, disks, memory, network interface), and networks (e.g., routers, switches, or end-to-end paths). 

Monitoring is required for a number of purposes, including status checking, troubleshooting, performance tuning, debugging, application steering, characterizing usage, planning, setting expectations, developing and auditing service level agreements. For example, assume a Grid job has been submitted to a resource broker, which uses a reliable file transfer service to copy several files to the site where the job will run, and then runs the job. This particular process should normally take 15 minutes to complete, but two hours have passed and the job has not yet completed. Determining what, if anything, is wrong is difficult and requires a great deal of monitoring data. Is the job still running or did one of the software components crash? Is the network particularly congested? Is the CPU particularly loaded? Is there a disk problem? Was a software library containing a bug installed somewhere? Monitoring provides the information to help track down the current status of the job and locate problems

The dynamic nature of Grid resources and applications requires the use of monitoring data. The following are some major application classes.

Troubleshooting and Fault Detection. When a Grid job fails or does not perform as expected, it can be difficult to determine the source of the failure. Comprehensive monitoring information is needed for both real-time fault detection and for post mortem analysis. 
Performance analysis and tuning. Developers of Grid applications and middleware often observe performance problems such as unexpectedly low throughput or high latency. Determining the source of the performance problems requires detailed end-to-end instrumentation of all components, including the applications, operating systems, hosts, and networks. 

Guiding scheduling decisions. In an environment in which available communication and computational resources constantly change, measurements of current state can be used to drive resource allocation and scheduling decisions (application steering). For example, network-monitoring data can be used by Grid data management middleware when selecting the best source from which to copy replicated data. Either raw historical data or predictions of future end-to-end path characteristics between the destination and each possible source can be used for this purpose. Accurate predictions of the performance obtainable from each source requires a history (i.e., a time series) of measurements of available bandwidth (both end-to-end and hop-by-hop), latency, loss, and other characteristics important to file transfer performance. 

Debugging. Complex, multithreaded, distributed programs are difficult to debug. Without the proper monitoring data and analysis tools it is effectively impossible to debug this type of application. 

Auditing and intrusion detection. Security and accounting services are another important consumer of monitoring data.  Knowing which applications used which end-to-end paths is a prerequisite to effective auditing and intrustion detection.
Approaches

The following is a list of end-to-end monitoring system components, and some of the important issues for each component:
· Instrumentation: Facilities for precision monitoring of all software (applications, middleware, and operating systems) and hardware resources are essential to the process of tuning and debugging. 
· Monitoring Data Publication: Consumers of monitoring event data need to locate appropriate monitoring event providers. Standard schemas, publication mechanisms, and access policies for monitoring event data are required. 
· Event Archives: Archived monitoring event data is critical for performance analysis and tuning, as well as for accounting. Historical data can be used to establish a baseline upon which to compare current and predict future performance. 

· Sensor Management: As Grid environments become more extensive and complex, there are more components to monitor and manage, and the amount of monitoring data produced by this effort can quickly become overwhelming. Some components require constant (repetitive) monitoring, while others only are monitored on demand. A mechanism for securely activating sensors on demand is required. 

· Data Analysis: Collecting large amounts of monitoring data is useless unless this data answers the user’s questions about their application. Data analysis techniques provide a way to reduce raw data to the salient information needed. These can include statistical clustering techniques, data mining, critical path analysis, or other approaches. 

Most of these components have existed in one form or another in traditional computing environments. However, several issues make the overall monitoring problem more difficult in a Grid environment. 

The following are research topics for all types of monitoring:

· How to insure the monitoring is not overly intrusive?

· How to securely activate and deactivate the monitoring

· How to publish the monitoring data in a standard manner?

· What prediction models can be used based on this monitoring data?

· What types of instrumentation can be done transparently to the applications, and what must be explicitly added? What types of instrumentation can be done in the Operating System, and what must be done in the application?

· How to standardize operating system monitoring across various types of operating systems?

· What are the appropriate data compression and reduction techniques for various types of monitoring data?

· What monitoring data should be archived for later analysis, and what types of queries should the archive support?

A network monitoring infrastructure is needed to even begin looking at any of these issues.

The following activities are integrally associated with monitoring: 

· Understanding failure modes, and learn how to effectively monitor to find and compensate for such failures.

· Evaluation of new techniques such as new TCP stacks, non-TCP bulk transfer applications, new NIC card features such as TCP Offloading Engines (TOE), interrupt coalescing and virtual MTU emulation.

· Simplify configuring components to provide high performance and reliability.

· Validating the measurements and providing comparisons of the effectiveness various tools.

Monitoring cross-cuts many domains including funding, disciplines (e.g. data-intensive science, instrument control, media delivery), applications (e.g. real-time, bulk-data), service level providers, vendors, network operations, and monitoring researchers. For example, performing end-to-end monitoring across a network path that includes ESNet, Internet2, and various DOE lab and university networks requires much better coordination between these networks than currently exists. Currently there is little incentive within industry to address these problems because in a complex distributed system it is easy to blame some other component.

In addition to the topics above, there are some additional challenges particular to network monitoring: 

· How to make the monitoring service ubiquitous? Our goal is that it should be as easy and reliable for an application to query for a bandwidth estimate, as it is to perform a host name to IP address.

· Who can access various types of network monitoring data? (e.g.: authorization and security concerns for router data)

· How to overcome reluctance of network service providers to publish this data?

· What is the accuracy of the current active probe tools (e.g.: pathrate, pathload, netest, etc.), especially on high-speed (1+ Gbit) networks

· What is the acceptable level of intrusiveness versus accuracy?
· How to avoid duplicate and overlapping tests over the network (global scheduling)?







































