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Project Summary
The demands of data intensive science and the growth of high-capacity connectivity have led to the increased need for tools to measure, test, and report network performance. However, while a single administrative domain might deploy a single network measurement infrastructure, multiple administrative domains are unlikely to do so. The success of Grid computing will depend on the existence of an interoperable federation of network measurement infrastructures. Measurement and Analysis for the Global Grid and Internet End-to-End Performance (MAGGIE) is an initiative to allow sharing of network monitoring data. MAGGIE will accomplish this by defining and implementing standard schemas and protocols, and by developing a common framework for constructing federations of existing network monitoring infrastructures.
Current Grid applications typically use a much smaller percentage of available network bandwidth than is reported or expected. While application developers often see the network as the problem, network engineers typically point to host issues or poor application design. Network monitoring services are needed to resolve these questions and to verify whether the network is in fact the source of the problem.
Previous attempts to address these performance problems have lead to the development of a collection of basic tools that can be used to measure specific network variables (e.g., available bandwidth, one-way delay) and several early stage network measurement infrastructures that use these tools to monitor specific portions of the global Internet. These infrastructures typically cover a single administrative domain and/or a specific application community and are designed to provide highly skilled network engineers with the ability to manage their network. 

While it is realistic to believe that an administrative domain will deploy a single network measurement infrastructure, it is unrealistic to believe that multiple administrative domains will all deploy the same measurement infrastructure. It is important that a multi-domain, multi-infrastructure measurement environment be explored, and that a mechanism be created to tie together a heterogeneous collection of monitoring systems. To date, little or no effort has been expended to allow existing measurement tools and infrastructures to work together and/or share data with peer infrastructures.

MAGGIE will develop the software tools and procedures that are needed to allow this data sharing to occur. It will also integrate information from multiple sources and infrastructures to enable improved understanding and diagnosing of network problems. We will contribute to, extend, and implement standards and protocols proposed by the Global Grid Forum’s network monitoring and security working groups to ensure inter-operability between these existing measurement infrastructures. 
MAGGIE combines the skills and talents of DOE Lab and University network researchers with ESnet and Internet2 engineers and researchers. The inclusion of production network operations staff ensures that we will have access to all publishable monitoring data on each of these networks, and will be able to deploy additional monitoring tools and services where needed. We also have close ties to the DOE UltraScienceNet project, and will work closely with them to deploy a monitoring system across the UltraScienceNet network. This will be critical to the success of the UltraScienceNet, as on an experimental network such as UltraScienceNet, easy access to a wide range of monitoring data will be critical to ensure the network is operating as expected, and to understand how applications behave on such a network.
As Grid computing communities use multiple network infrastructures to link all members of the community together, data multiple measurement infrastructures must be combined to obtain a full picture of end-to-end performance issues.  MAGGIE will operate over both production networks (ESnet and Abilene) with new experimental testbed networks (UltraScienceNet) allowing this full picture to be developed.
1 Background and Significance

Current Grid applications typically use a much smaller percentage of available network bandwidth than is reported or expected. While application developers often see the network as the problem, network engineers typically point to host issues or poor application design. Network monitoring services are needed to resolve these questions and to verify whether the network is in fact the source of the problem.
Finding and fixing Grid application configuration and performance problems is a challenging task. Problems can manifest themselves in many shapes and forms, making it difficult for experienced network engineers and application developers to understand what is going wrong. For example, an application requiring extensive network I/O could incur performance impacts due to slow disk access, large network delays, or poor programming techniques. Determining the problem and finding the solution require both a deep understanding of all possible problem areas and the ability to mine and correlate network, system, and application data sources. These capabilities are provided by Network Monitoring Services.

1.1 The Opportunity

In response to the demands of data intensive science and the growth of high capacity connectivity, the research community has developed a large selection of tools to measure and test network performance within local, metropolitan, and wide-area networks. These basic tools measure specific network variables (e.g., available bandwidth, one-way delay), and several early-stage network measurement infrastructures typically allow highly skilled network engineers to manage a single administrative domain or a specific application community. 

However, while a single administrative domain might realistically deploy a single network measurement infrastructure, multiple administrative domains are unlikely to do so. U.S.-based DOE scientists will use multiple networks (e.g., ESnet, UltraScienceNet, and Abilene) to meet their day-to-day network needs, it is important that a multidomain, multiinfrastructure measurement environment be explored, and that a mechanism be created to tie together a heterogeneous collection of monitoring systems. However, to date, little or no effort has been expended to allow existing infrastructures to work together and share data with peer infrastructures.  This functionality will be critical to the Grid’s success in enabling geographically separated scientists to work together effectively as a team. 


CAIDA and Internet2 recently sponsored a workshop
 that identified the following components as necessary to create a federation of network measurement infrastructures. MAGGIE will address each of these in working toward the goal of federated, cross-domain network measurement infrastructure. 

· A standard protocol (schema) for requesting tests and collecting results of tests

· A mechanism to discover network monitoring resources (measurement nodes and databases)

· A mechanism for inter-administrative domain authentication and authorization

· A standard protocol for coordinating and running tests between measurement frameworks
· A set of requirements for performance tools (or wrappers there around) to be employed in a measurement framework
· 
Measurement and Analysis for the Global Grid and Internet End-to-End Performance (MAGGIE) is an initiative to allow sharing of network monitoring data. MAGGIE will accomplish this by defining and implementing standard schemas and protocols, and by developing a common framework for constructing federations of existing network monitoring infrastructures.

Such an interoperable federation is essential for troubleshooting Grid applications, and for efficient utilization of interlinked networks. Without such an infrastructure, Grid applications developers will continue to focus on the network as the source of performance problems, and network engineers will continue to look to some other network segment for end-to-end performance problems. 
Many network misconfigurations today result in low throughput, but go undetected because something else (such as TCP, the end-host, etc.) is the bottleneck. As TCP problems are fixed, and as the network speeds continue to increase, misconfigured networks will be even more common. End-to-end network monitoring across multiple networks and multiple administrative domains is the only way to detect such problems. 

A common framework for network monitoring will lead to a better understanding of what tools and techniques are useful to Grid applications developers as well as to network engineers, and will result in fewer redundant tests being run. In addition, MAGGIE will engender a better understanding of the authorization issues inherent in such a federated approach and how these map to the “virtual organizations” (VOs) being formed in the Grid community.

MAGGIE will also, in the process, foster collaboration between existing measurement infrastructure projects, enabling researchers to identify their most useful features, encouraging the sharing of ideas and code, and enabling each infrastructure to improve more quickly than it would if the individual teams were working alone. 
MAGGIE combines the skills and talents of DOE Lab and University network researchers with ESnet and Internet2 engineers and researchers. The inclusion of production network operations staff ensures that we will have access to all publishable monitoring data on each of these networks, and we will be able to deploy additional monitoring tools and services where needed.
 In addition, we have close ties to the DOE UltraScienceNet, and will work closely with them to deploy a monitoring system across the UltraScienceNet as well. This will be critical to the success of the UltraScienceNet, as on an experimental network such as UltraScienceNet, easy access to a wide range of monitoring data will be critical to ensure the network is operating as expected, and to understand how applications behave on such a network. 
1.1.1 Sample Use Cases

The federation of network monitoring infrastructures proposed for MAGGIE will satisfy the following use cases:

Use Case 1: Network Troubleshooting. Often, achievable throughput across a given path is much slower than the available bandwidth that is reported or expected. Network monitoring is needed to discover the reason for the problem, which network segment has the problem (host, interface, link, router, switch, autonomous domain, etc.) and whom to contact to correct it. Many end-to-end network paths include unmonitored network segments, especially close to the end user’s desktop computer.  To cover these unmonitored segments, the infrastructure will incorporate monitoring tools that use host-based performance data and bidirectional tests to the end host. 

Use Case 2: Capacity Planning and Auditing. Network monitoring data is necessary for capacity planning purposes, so that resources are available when needed to prevent bottlenecks, and so that measurable service level agreements are put in place and their requirements are met.

Use Case 3: Grid Scheduling. Network monitoring data is required by Grid data management middleware when selecting the best source(s) from which to copy replicated data. Either raw historical data or predictions of future end-to-end path characteristics between the destination and each possible source might be used for this purpose. Accurate predictions of the performance obtainable from each source requires a history of measurements of available bandwidth (both end-to-end and hop-by-hop), latency, loss, and other characteristics important to file transfer performance.

Use Case 4: Grid Troubleshooting. Imagine that a Grid job which took 10 minutes to run yesterday is taking 60 minutes to run today, using the same set of hardware. Why? Is the problem the hosts, disks, or networks? Grid Application users and developers often blame the network, when in fact the problem may be elsewhere. Network monitoring data (as well as host and application monitoring data) is needed to determine the source of the problem.

Use Case 5: Evaluation of experimental networking components. Network monitoring data is needed for evaluation of new protocols for very high-speed networks, new network interface card (NIC) features (i.e., TCP Offloading Engines (TOE)), large MTUs, and so on.
1.2 Our Proposal: Overview

MAGGIE will develop a federation of test and analysis frameworks that will allow application users and network engineers to determine how well they are using available network capacity and to diagnose problems that degrade network utilization. This federation will be designed for a broad range of network capacity settings, including production networks like ESnet and Abilene, and very high end networks like the DOE UltraScienceNet.

MAGGIE will port the tools and technologies used to measure and monitor today’s gigabit networks to tomorrow’s multi-gigabit networks.  The project will also develop the software tools and procedures needed to share network performance and monitoring data across multiple independent measurement systems and administrative domains.  The monitoring data will be available both in simple formats for end users and detailed formats for network engineers. 

We will contribute to, extend, and implement standards and protocols proposed by the Global Grid Forum (GGF) network monitoring and security working groups to ensure inter-operability between these existing measurement infrastructures. This approach recognizes that current and future global networks will be built by peering relationships between independent network administrative domains.

Finally, MAGGIE will encourage the close collaboration needed to identify the most useful features of each infrastructure. As a result, each infrastructure will improve faster than if the individual teams worked alone. The combination of interoperable measurement infrastructures scalable to multiple domains and better tools will make the network more useful for all DOE scientists. 
MAGGIE’s federation of network monitoring infrastructures will be: 

· Interoperable. It will be possible to request performance measurement data and run regularly scheduled or on-demand active measurement tests so that performance measurement data can be obtained for every link in the end-to-end path. Performance measurement data will be available in a common format, enabling performance analysis tools to work with the entire federation of network measurement infrastructures.

· Useful for applications. It must provide information that includes available bandwidth, achievable throughput, delay, jitter, and routing needed for applications such as data placement, Grid scheduling, and Grid troubleshooting. 

· Useful for network engineers. It must provide information needed to help planning and to identify, isolate, report and solve problems such as misconfigured or underpowered routers, switches, and hosts. 

· Useful for DOE scientists and end users.  It must provide a mechanism to allow end users to be able to predict what to expect, and to perform basic troubleshooting steps with the ability to forward the results to the proper network engineer so the problem can be resolved. It must also identify basic network configuration errors that are known to cause performance problems.

· Easy to deploy and configure.  Adding new monitoring hosts to a monitoring infrastructures must not be too difficult, otherwise there will not be enough participating hosts to be useful. 

· As un-intrusive as possible. Passive monitoring should be done whenever possible; active monitoring only when necessary. Active monitoring data should be stored when feasible, and stored active monitoring data should be fetched when available.

· As accurate and timely as possible. Care must be taken to ensure that the best data source is used. The infrastructure should automatically determine if it is better to retrieve archived data or gather new data to answer a performance question. Care must also be taken to ensure that competing measurements do not undercut each other’s accuracy.
1.3 The State of the Art: Other Systems

MAGGIE will evaluate and, when appropriate, take advantage of existing software and emerging technologies, and build on previous work by project participants as well as other related projects, as described in this section.

1.3.1 Existing Software

There are a number of existing tools and services for network monitoring. See [Infra] for a comparison of those most relevant to the current proposal. Most, such as AMP [AMP], NIMI [NIMI], Surveyor [Surveyor], E2E piPEs [PIPES], and RON [RON] have focused only on use cases 1and 2 (see section 2.2.7). This proposal will address all five use cases.  MAGGIE will evaluate and/or use a combination of the following tools and systems to build the federation of network monitoring infrastructures and demonstrate its extensibility:

· NIMI.  Provides a secure management infrastructure, allowing authenticated and authorized tool execution and evaluation.

· IEPM-BW/PingER.  Provides initial data analysis components, a platform for testing high-performance transports and applications, and monitoring system fault management mechanisms [IEPM-BW].
· NTAF.  Includes Web Services-based data publication mechanisms that use the GGF-recommended format [NTAF] [NMWG].
· NetLogger.  Provides tools to transport monitoring results and load them into a relational database [NETLOG].
· 
· NDT (Network Diagnostic Tester).  Provides Web100-based network diagnostic functions of desktop/laptop computers [NDT].

· E2E piPEs. Provides a framework for scheduled and on-demand testing services between network measurement points; already deployed throughout the Abilene network.

· ESnet Performance Center. Provides a means of performing tests between ESnet core routers and end host systems [EPC].

· Scriptroute. Provides a simple-to-use ability to define and launch lightweight on-demand network monitoring tools without the need for passwords or credentials [Scriptroute].

· Monitoring Tools. Many tools (e.g., ping, traceroute [Traceroute], iperf [Bwctl] [Iperf], owamp [Owamp], pathrate [Pathrate], Pathload [Pathload], ABwE [ABwE], netest [Netest], and NWS [nws]) already exist that perform specific network monitoring tasks. In many cases, these tools will need extensive modification (or replacement) to work effectively at the new higher speeds.

1.3.2 Emerging Technologies

In addition to the software technologies described above, there are some emerging technologies that we plan to take advantage of. These include peer-to-peer overlay networks for information discovery, and several of the Grid Services standards now being defined by the GGF. A major benefit from the MAGGIE proposal will be to foster collaboration between these measurement infrastructure projects, enabling researchers to identify their most useful features and encouraging the sharing of ideas and code. In this manner, each infrastructure will be improved faster than if the individual teams worked alone. It should be noted that the participants in this proposal are actively involved in the development and deployment of most of the above-mentioned existing tools, services, standards, and protocols. As such, they are uniquely qualified to integrate these existing projects into the proposed federation of network monitoring infrastructures.

1.3.2.1 Peer-to-Peer Technology

We will explore the use of Peer-to-Peer (P2P) technology for network monitoring. One of the important aspects of P2P computing is that the system becomes more powerful and more useful as new peers join [Gribble]. Because P2P systems are decentralized, the robustness, availability, and performance of the systems grow with the number of peers. The diversity of the system also scales, as new peers can introduce specialized data (e.g., information on new network paths) that the system was previously lacking. Decentralization also helps eliminate control issues, as trust is diffused over all participants in the system. The need for administration is greatly diminished, since there is no dedicated infrastructure to manage. In particular, we will look into using P2P technology for resource and information discovery. This is discussed in more detail in section 1.2.3.2.

1.3.2.2 Web / Grid Services

The GGF is working on a set of specifications to extend Web Services standards such as SOAP and WSDL in a way that is useful for building “Grid Services.” By writing Grid Service wrappers for existing network monitoring infrastructures, we can provide a common request-response interface to a variety of network monitoring infrastructures. 

Several members of the MAGGIE team are active members of the GGF’s Network Measurement Working Group (NMWG). The NMWG has produced a GGF draft recommendations document that defines a classification hierarchy for network measurements, and defines a standard naming convention for network monitoring data [NMWG-name]. The NMWG is currently defining a request-response schema for network monitoring using XML schema [XML]. The schema will also allow Grid services to handle requests for on-demand tests from authorized users. E2E piPEs, NTAF, and NLANR’s Advisor are using early drafts of the NMWG schemas natively, and other projects have voiced an interest in speaking the same test/data request/response “language”. MAGGIE will work to deploy, test, and continue to refine the NMWG schemas. This will provide a common protocol for both running tests and collecting results from many existing monitoring systems. 

There are also a number of emerging standards related to authorization issues. These include federated identity management via the Security Assertion Markup Language (SAML) [SAML], which is a framework for exchanging authentication and authorization messages. Additionally, WS-Agreement and the newly defined Web Services Resource Framework (WS-RF) provide powerful mechanisms for service negotiation given local authorization policies. MAGGIE will explore the use of these standards to provide a federation-wide approach for discovery of network monitoring resources in other administrative domains and a federation-wide approach to AAA to allow for trusted inter-measurement domain requests for tests and data.

1.3.3 Experience and Competence
In this section we describe some previous work that we will build upon in this proposal. While our primary task is to federate these separate infrastructures, we also expect to use this close collaboration to strengthen each infrastructure. We will analyze the strengths and weaknesses of each of these technologies, and determine how each may be improved by incorporating ideas and functions from peer infrastructures.

1.3.3.1 NIMI

National Internet Measurement Infrastructure (NIMI), developed at PSC, is a software system for building network measurement infrastructures. A NIMI infrastructure consists of a set of dedicated measurement servers (termed NIMI probes) running on a number of hosts in a network, and measurement configuration and control software, which runs on separate hosts. A key NIMI design goal is scalability to potentially thousands of NIMI probes within a single infrastructure; as the number of probes increases, the number of available measurable paths increases via the N-squared effect, potentially allowing for a global view of the network.

A fundamental aspect of the NIMI architecture is that each NIMI probe reports to a configuration point of contact (CPOC) designated by the owner of the probe system. There is no requirement that different probes report to the same CPOC, and, indeed, there generally will be one CPOC per administrative domain participating in the infrastructure. However, the NIMI architecture also allows for easy delegation of part of a probe’s measurement services, offering, when necessary, tight control over exactly what services are delegated.

The architecture was designed with security as a central concern: All access is via X.509 certificates. Each NIMI probe is configured by its CPOC to allow differing levels of access to particular sets of resources. The owner of the probe can thus determine which certificate has what type of access by controlling via policy what resources are accessible to particular certificates.

The sole function of a NIMI probe is to queue requests for measurement at some point in the future, execute the measurement when its scheduled time arrives, store the results for retrieval by remote measurement clients, or ship the results to a remote Data Analysis Client (DAC), and delete the results when told to do so. An important point for gaining measurement flexibility is that NIMI does not presume a particular set of measurement tools.  Instead, the NIMI probes have the notion of a measurement "module," which can reflect a number of different measurement tools.  Currently, these measurements include httperf, ping, mtrace, traceroute, TReno, and zing (a generalized "ping" measurement).  Note that including other active measurement tools on selected probes is simple, as the tool, along with its wrapper script to provide a minimal common interface, is automatically propagated to the NIMI probes by their respective CPOCs.


From their work on NIMI, PSC brings expertise in secure, reliable network measurement systems to the MAGGIE team.

1.3.3.2 NTAF, NetLogger, and Scishare

As part of the Net100 project, LBNL has developed a framework for running network test tools and storing the results in a relational database, which we call the Network Tool Analysis Framework (NTAF). NTAF manages and runs a set of prescheduled network testing tools and sends the results to a database for later retrieval. Recent results are cached and can be queried via a client API. The goal of the NTAF is to make it easy to collect, query, and compare results from any set of network or host monitoring tools running at multiple sites. The basic function performed by NTAF is to run tools at regular intervals, plus or minus a randomization factor, and send their results to a central archive system for later analysis. For example, iperf can be configured to run for 20 seconds every 2 hours, plus or minus 10 minutes, to a list of hosts. 

NTAF also contains an early prototype of the GGF NMWG data publication schema, allowing any client that understands this schema to query for test results. The results for all NTAF tests are converted into NetLogger events. NetLogger provides an efficient and reliable data transport mechanism to send the results to a relational database event archive. For example, if the network connection to the archive goes down, NetLogger will transparently buffer monitoring events on local disk, and keep trying to connect to the archive. When the archive becomes available, the events buffered on disk will be sent automatically. More details are available in [NETLOG]. Each NTAF-generated NetLogger event contains the following information: timestamp, program name, event name, source host, destination host, and value. Using a standard event format with common attributes for all monitoring events allows us to quickly and easily build SQL tables of the results. More details are in [NTAF]. We will use the data publication component of NTAF. MAGGIE will use NetLogger to reliably transfer monitoring data to one or more instances of the NetLogger Archive.

LBNL has also developed a distributed system for secure information sharing called Scishare [SCISHARE]. Scishare allows one to store and manage information on local facilities while sharing it with remote participants. The system design follows the peer-to-peer model. Each participant designates a set of items they wish to share within the system. Peers are able to search for items by sending a query to the network. The network delivers this query to the other peers, which then run the query against the data they have designated to share. Scishare includes a messaging framework called P2PIO [P2PIO]. Any client can use P2PIO to query the P2P network, and to retrieve the corresponding result set in an iterative manner. MAGGIE will explore the use of P2PIO to address the information discovery problem.

From their work on NetLogger and NTAF, LBNL brings the following expertise to the MAGGIE team: schema design, distributed systems troubleshooting, and monitoring data archives and publish/subscribe interfaces, and P2P-based information discovery systems.

1.3.3.3 E2E piPEs

The Internet2 E2E piPEs system is a decentralized measurement framework designed to scale to multiple administrative measurement domains. As architected, it consists of modules responsible for analysis, discovery, network health monitoring, authorization and authentication, scheduling, testing, and storing. The piPEs framework permits the scheduling of on-demand and regularly scheduled active measurement tests, including bwctl/iperf (throughput, loss, jitter), owamp (one-way latency), and traceroute tests employing IPv4 and IPv6, and is extensible to other tools as well. Currently deployed on the Abilene backbone and a small number of campuses, work is just beginning on mesh-based discovery of network measurement resources, nonprimitive authorization and authentication systems, and configurable policy management of permitted extra-administrative requesting of regular and on-demand performance tests. With MAGGIE, we will add an access and authentication system interoperable with (if not identical to) the NIMI measurement framework. We will also rework our web services to be compatible with the revised GGF NMWG schemas and employ the network resource service developed as part of the MAGGIE project.

From their work on bwctl, owamp, and the other E2E piPEs components, Internet2 brings the following expertise to the MAGGIE team: distributed system operations over national backbone networks, data archive services, distributed system service scheduling, and group-level security development.

1.3.3.4 NDT

The Network Diagnostic Tester (NDT) is a client/server-based tool that can identify common network configuration errors and performance problems with desktop computers. Its primary purpose is to allow users to self-test their desktop computer. The built-in test engine downloads a Java applet to the desktop computer, eliminating the need to preload software onto the desktop before testing can begin. The applet communicates with a server process to perform a series of tests that actively probe for specific configuration and performance problems. Once testing is completed, a built-in analysis engine combines measured values, Web100 Kernel Instrumentation Set (KIS) values, and calculated values to determine what, if anything, is wrong with the desktop computer and the local network infrastructure. The analysis engine converts the network conditions into easy-to-understand diagnostic messages for the end user. A simple good/bad message is printed, with drill-down capabilities that allow the user to retrieve as much or as little data as required. Finally, the user is allowed to email a complete set of test results back to an administrator allowing that administrator to understand what happened and what problems the user is facing. 
From their work on the NDT system, Internet2 brings the following expertise to the MAGGIE team: diagnostic methods for identifying network configuration problems, analysis methods with responses tailored for different user communities, and intelligent monitoring of desktop computers.

1.3.3.5 IEPM-BW/PingER

The IEPM-PingER project provides low impact (by default < 100bits/s on average for each monitor-remote host pair monitored), widely deployed (over 500 remote hosts in over 100 countries are monitored from over 30 monitoring hosts in 13 countries), regular, active, end-to-end ping based measurements. Since the ubiquitous Internet ping facility is used, no accounts or credentials are needed on the remote hosts. The measurement data is archived, analyzed, reported in graphical and tabular format, and made publicly available via the web. Information is available going back nine years. With the large number of monitor-remote hosts pairs (over 3500), PingER has developed techniques for aggregating the results by affinity groups such as HENP experiments, Grid VOs, network communities, communities interested in developing countries and the Digital Divide, world regions, top-level domains, etc. PingER links are hierarchical rather than full mesh, in order to more closely match the needs of the communities served by the monitoring sites. PingER is used to provide Round Trip Time (RTT), losses, derived throughputs, jitter, etc., and the data is downloadable for further analysis.

The IEPM-BW project is complementary to IEPM-PingER in that IEPM-BW provides more network-intrusive, detailed regular end-to-end active measurements to provide a better understanding of high-performance paths, for a few tens of well-connected HENP, Grid, and Network sites. Currently, there are over 40 remote (server) hosts monitored from about ten monitoring (client) hosts. As a consequence of focusing on high-performance measurements, over 50% of the remote hosts are connected with Gbps links and the remainder are connected at 100Mbits/s. IEPM-BW has also been deployed in specialized ultra-high speed testbeds such as SuperComputing and iGrid. The infrastructure is robust and software only, yet deliberately simple, to enable quick deployment, with an emphasis on measuring with multiple network and application tools such as ping, iperf, traceroute, bbftp, GridFTP, ABwE, and traceroute. In addition, IEPM-BW provides analysis, presentation, archiving and limited prediction. Authentication between the clients and servers is based on ssh keys. Besides providing regular measurements with chosen tools, the infrastructure is also used to evaluate new tools such as Pathload, bbcp, Qiperf, and new TCP stacks such as FAST [Fast] and HS-TCP [HS-TCP]. The IEPM-BW results have also been incorporated into a tool for correlating Internet performance changes and route changes to assist in trouble shooting from an end-user perspective. 

From their work on IEPM-BW and PingER, SLAC brings the following expertise to the MAGGIE team: network troubleshooting and analysis, and experience in designing and running network monitoring infrastructures.

1.3.3.6 ESnet Performance Center

ESnet Performance Centers (EPCs) are high-speed Unix-based hosts located at ESnet hub sites. These machines are connected to the corresponding ESnet core router via Gigabit Ethernet. Designated ESnet users will be able to access the EPC machines by way of a web interface. These users can run network tests from any Performance Center to any other Performance Center, or to the host machine at an ESnet site where they are running their web browser.

ESnet Site network personnel can run fairly high bandwidth tests to both the closest EPC and to the EPC closest to the final destination of their data and derive useful network information from their testing. The EPCs are an ESnet-wide shared resource, and are used only for debugging. They are not yet incorporated into any sort of automated testing systems. There are software “locks” that prevent multiple users from accessing the same Performance Center simultaneously, so sharing the resource is important.

From their work on the EPCs, ESnet brings expertise in network troubleshooting and in running a production network to the MAGGIE team.

1.3.4 Other Related Projects

A large number of network monitoring systems have been developed, all of which have a slightly different focus. MAGGIE will not design and implement yet another monitoring infrastructure, but will focus on interoperability issues between existing systems. This proposal envisions the creation of a federation of measurement frameworks, beginning with the several measurement frameworks under development by the participants in this proposal. It is hoped that this set of interoperable measurement frameworks will serve as a "kernel" around which a global federation of monitoring infrastructures will inevitably grow.
1.3.4.1 Advisor

The NLANR Network Performance Advisor [Advisor] is a single application that integrates the measuring, analyzing, and displaying of network performance statistics. The Advisor enables the writing of the analysis and display portions by providing a platform to allow easy integration of any number of network diagnostic tools, combined with the ability to uniformly query the results of these tools. It will ship with a network performance analysis tool and a network debugging utility aimed for network engineers, and knowledge about a number of diagnostic tools, including ping, ifconfig, iperf, AMP, Surveyor, and the Web100 suite of tools. Due to the Advisor’s design, new analysis and display tools will be easy to write, and new network diagnostic tools will be straightforward to integrate. The Advisor distinguishes itself by the ability to display and analyze an extremely broad set of network statistics, due to its ability to integrate any network diagnostic tool. As a proof of concept and to gain experience with Advisor, the NLANR and Internet2 teams have successfully demonstrated the integration of Advisor PMCs and E2E piPEs measurement nodes and the importation of both data sets into the Advisor GUI using an early version of the NMWG schema.
1.3.4.2 MonALISA

The MonALISA [MonALISA] framework provides a distributed monitoring service system using JINI/JAVA and WSDL/SOAP technologies. Each MonALISA server acts as a dynamic service system and provides the functionality to be used by other services or clients that require such information. The goal is to provide the monitoring information from large and distributed systems to a set of loosely coupled “higher level services” in a flexible, self-describing way. This is part of a loosely coupled service architectural model to perform effective resource utilization in large, heterogeneous distributed centers. The framework can integrate existing monitoring tools and procedures to collect parameters describing computational nodes, applications, and network performance. As a proof of concept and to gain experience with MonALISA, we are in the process of integrating some of the IEPM and E2E piPEs results into MonALISA.

1.3.4.3 AMP

The Active Measurement Project (AMP) currently has about 130 monitors collecting data. Most of these monitors are located at NSF-funded HPC sites. All monitors are connected together, forming a full mesh, and they gather three measurements—round trip time, loss rate, and topology info— on a regularly scheduled basis. Each monitor may also run on-demand throughput tests. Efforts are already underway to enable the AMP monitors to respond to data requests using the GGF NMWG schema.



1.3.4.4 Scriptroute 
The Scriptroute system uses a script programming language to facilitate the implementation of measurement tools and the coordination of measurements across servers. For example, traceroute can be expressed in Scriptroute in tens of lines of code and tasks can be combined across servers in hundreds of lines. For security, sandboxing and local control over resources are used to protect the measurement host, while rate-limiting and filters that block known attacks are used to protect the network. Further, because network measurements often send probe traffic to random Internet hosts and administrators sometimes mistake measurement traffic for an attack, a mechanism is provided to allow sites to block unwanted measurement traffic. 

1.3.4.5 Monitoring Tools

 Many existing tools (e.g., ping, traceroute, iperf, owamp, pathrate, pathload, AbwE, and netest) already perform specific data-collection tasks. Some of these tools are well suited for deployment in meshes of regularly scheduled tests sharing scarce resources (e.g., owamp), while others (e.g., iperf) require the development of resource allocation and scheduling daemons for test arbitration (e.g., the role bwctl plays for iperf). As needed, MAGGIE will develop wrappers similar to bwctl for other useful tools..













2 Research Design and Method

MAGGIE will bring together several current and previous measurement framework projects, enable them to share best practices, and create a network measurement federation through which the measurement frameworks become interoperable. This federation is expected to induce other measurement framework projects to join the federation by creating a set of interfaces and components that ease the burdens of achieving interoperability and by reaching a critical mass of measurement points and coverage of networks.  The reduced burden of interoperability will then be well worth the effort of achieving it. In particular, it will allow us to provide a common monitoring interface for ESnet, Internet2, and UltraScienceNet network monitoring data.
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2.3 Standard Schemas and APIs 

Exchanging information between multiple network monitoring infrastructures requires standards for describing network monitoring tools and results. Emerging Web services technologies such as WSDL, SOAP, XML Schema, and UDDI provide the tools to make interoperability feasible, but much work remains to be done. This includes defining common data descriptions for both active and passive monitoring data, common data attribute dictionaries, and common query formats. Standard mechanisms are needed to locate appropriate monitoring data providers, as well as standard schemas, publication mechanisms, and access policies for monitoring event data. 

The GGF Network Monitoring Working Group has completed a document that categorizes network measurement data, and is working on a document to define a standard schema to describe network monitoring tools and results.

MAGGIE participants will continue to contribute to and lead GGF efforts to define standard APIs and protocols for network monitoring, and work with other GGF groups to define standards for authorization.

2.4 Troubleshooting and Analysis

Using the potentially overwhelming amount of monitoring data to track down problems is itself a problem. How does one close the “wizard gap,” enabling ordinary users to achieve results comparable to experienced network engineers? How do we automate the discovery of common configuration and performance problems so that experienced network engineers can concentrate on unusual or new problems? MAGGIE researchers will address each of these problem areas, perhaps the hardest research problems included in the scope of this proposal. 

New tools are needed so that users and engineers can quickly spot anomalous behavior or conditions that affect E2E performance. These tools must provide predictive and alerting functionality, with easy drill-down capabilities to correlate various measurements such as traceroute, Reverse Path Tree (RPT) [Scriptroute], and available bandwidth. Wider access to and integration of tools such as Network Diagnostic Tester (NDT) are also needed to enable easier and quicker detection of misconfigured hosts or network connections and performance problems. Tools such as those used in IEPM are needed to quickly detect, analyze, and report on failures (e.g., unreachable hosts, failed or hung processes or tools, etc.) within the monitoring infrastructures themselves.

MAGGIE will extend existing analysis and visualization tools and develop new ones, and apply them to multiple infrastructures. 

2.5 Information and Capability Discovery

Several network measurement infrastructure issues relate to information discovery, these include:

· Finding archived data sites

· Finding the end-to-end path segments between the communicating hosts

· Determining which measurement tool to use and when to use it

· Finding monitoring hosts at or near the desired path

 A hierarchical system such as the Globus MDS [MDS] or Scriptroute’s  tinydns [TinyDNS], or a peer-to-peer overlay can be used to find the data archive sites, measurement tools, or some passive monitoring sites. These methods rely on registering hosts, and the services they provide, in a database. Clients make calls to a well-known database server (e.g., DNS, LDAP) to find the correct service or server. The client can then contact the archive server to retrieve the necessary data, or it can contact the active monitoring host to request a test.

For active monitoring one would like to find monitoring hosts that are close to the end-points of interest. One possible solution is to use “discovery packets,” which would work like the SCNM [SCNM] “activation packets.” Discovery packets would be special UDP packets that would travel the end-to-end path. Routers along the way could send a copy of these packets out a specified port that contains the monitoring host, and the monitoring host could then reply with an “I’m here” message. 

However, this will only work if the monitoring host is actually on the same path. To find monitoring hosts that are only “near” the path is more difficult. One possibility is to use a peer-to-peer overlay that includes the ability to keep track of “close” neighbors, such as the Pastry system [Row01], which uses a “proximity metric” to locate peers that are nearby. Another solution is to use a method such as Global Network Positioning (GNP) [Ng02], a proposed technique for estimating Internet latency between points. GNP estimates latency using multidimensional mappings derived from measurements between each point and special landmarks. Finally, the IP anycast service provides an expanding search capability that allows hosts to contact one of several servers that provide identical services. Thus, clients can find the closest server, where “closest” is based on network topology.

MAGGIE will explore these problems, leveraging existing Grid solutions and exploring new P2P-based solutions. We will develop grid-based mechanisms and procedures that allow independent measurement domains to share location information.

2.6 Adaptive Monitoring

A series of measurements can react to the results or data of previous measurement runs and, depending on how configured, can initiate a different measurement tool designed to probe a different metric within the network. For example, a ping study could suddenly find that one of its destination hosts is unreachable, and immediately initiate a traceroute to determine the last accessible hop in the path to the host. Upon noticing the available bandwidth drop significantly, related traceroutes could be evaluated for changes, and NDT could be run to see if there is a common network misconfiguration. Upon ping’s failure, a TCP port-scanning tool could be used, if one suspected ICMP filtering, as an alternate form of determining connectivity. Moreover, this procedure can also be used to alleviate a suddenly congested network from more intrusive monitoring.  For example, if congestion is observed, bwctl/iperf can be halted while a less intrusive diagnostic tool (Web100, for instance) is run to isolate the location of the congestion.

MAGGIE will develop diagnostic flow charts and software modules that can automate adaptive monitoring techniques. The flow charts will determine which additional test(s) should be performed when a primary test fails.

2.7 Ultra High-Speed Networking

Many of the existing monitoring tools have never been used in ultra high-speed environments (at >1 Gbps) such as UltraScienceNet. It is well known that many packet pair dispersion network tools that attempt to determine the available bandwidth or capacity in a path are likely to fail in high-speed environments. For example, there can be problems with packet timing if the Network Interface Cards (NICs) coalesce interrupts or use a TCP offloading Engine (ToE), both of which are common on today’s 10GE NICs. It is also well known that host computer issues such as NIC drivers, CPU clock rate, and memory and I/O bus rates affect end-to-end performance. In addition, the framing used in OC192 (10 Gbps) links and beyond may cause timing problems. These factors must be considered when evaluating the results produced by measurement tools that use packet pair dispersion techniques. As ultra high-speed networks approach and exceed 10 Gbps rates, it becomes essential that these common tools be evaluated to determine their operational limitations.


MAGGIE will work with UltraScienceNet researchers to deploy monitoring systems on this network and analyze/evaluate/validate existing tools in this environment.
2.8 Test Scheduling

Many active network probes interfere with each other, and therefore must be scheduled to minimize measurement bias. We intend to employ token-based mutual exclusion techniques as part of the federation-level command and control infrastructure. Early work introduced a hierarchy of control that can be assimilated into a cohesive whole [Swany02]. Building on hierarchical token-passing schemes presented in the literature, we will develop a scalable approach for multi-domain measurement control.

Mechanisms are needed to federate various measurement infrastructures into a logically cohesive system. This will involve abstracting the test scheduling information from the various systems so that they may be “controlled” in a consistent fashion. Given that most current monitoring systems provide internal scheduling, part of this effort will involve what can be termed meta-scheduling.  This is required to ensure that intrusive probes do not interfere with one another. While this is generally dealt with within a single measurement system, the notion of disparate, but coordinating, monitoring infrastructures complicates matters. Thus, a measurement federation should provide state synchronization as well as multi-domain measurement coordination (subject to resource policy and access control). Potential solutions include the Grid community’s WS-Agreement [WS-AG] specification, which is designed to handle co-scheduling of Grid resources.

MAGGIE will provide a control and synchronization adaptation layer based on the emerging Grid Services standard.

2.9 Authorization and Policy Issues

Security issues dealing with tools usage and authorization policy issues are an important part of any measurement infrastructure. The administrator needs to ensure that steps are taken to prevent unauthorized use of the active measurement devices to generate excessive amounts of traffic, effectively shutting down the network. Passive monitoring devices and monitoring data archives also need to be protected to ensure that they are not co-opted into revealing sensitive data.

Network Monitoring systems have a wide range of authorization policies. Systems that only do regularly scheduled testing such as PingER have a completely open policy, and require no authentication to access the results. Other systems, such as NIMI, which run active tests on demand, require a strong authentication and authorization policy mechanism.

Authorization techniques are an active research area, and a number of groups are working on this problem. These include the GGF’s OGSA-Authorization working group, which is developing a standard for a WS-RF authorization service. This standard will specify a SAML query and response protocol for authorization requests and attribute assertions. It will also define a basic vocabulary for user attributes that can be used to permit access. Other work includes the web services community (e.g., federated identity management [FED]) and the IETF (e.g., AAA [RFC2903][ RFC2903]).
MAGGIE researchers have experience in this area. NIMI uses (K)X.509 certificates to authenticate users via mutually accepted Certificate Authorities, and Akenti [AKENTI] to describe policy for those users on what measurements they may use, and what limitations those measurements may have. E2E piPEs is investigating the use of Internet2’s Shibboleth project [Shibboleth] to provide a basis for identification and authentication of users and “entities”, and a flexible mechanism to express authorization policy based on “attributes” of that entity. These attributes could include “membership” in a given group or site. 

In MAGGIE, these mechanisms will be expanded to develop procedures and policies that enable these autonomous policy systems to effectively interoperate.

2.10 Active Versus Passive Monitoring 

An active measurement tool is defined to be intrusive when its average probing traffic rate during the measurement process is significant compared to the available bandwidth in the path. It is desirable to perform passive monitoring, using tools such as NetFlow [NETFLOW], NetraMet [NetraMet], SNMP [SNMP], SCNM [SCNM], Magnet [Gardner], and Web100 [WEB100] whenever possible, as this is usually the least intrusive form of monitoring. However, passive monitoring data is often not available or has been sanitized for reasons of privacy, undermining its value. Meanwhile, some types of information, such as achievable throughput,can only be obtained by active monitoring. In other cases, more resources are required to extract the relevant passive information rather than to simply make a direct active measurement, and it is therefore very important to monitor the bandwidth used by the measurement tools relative to the total available bandwidth. 

Using Web100 instrumentation data, as is done by quick iperf [Qiperf], can make active tools less intrusive. Many available bandwidth measurement tools have parameters that trade lower accuracy for less intrusiveness, but finding the acceptable level of intrusiveness versus accuracy is difficult.
MAGGIE proposes to research mechanisms that will compare and integrate both active and passive monitoring results, within and between measurement domains, to provide the most complete and least intrusive monitoring system possible.
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3 Implementation and Deployment Plan
A federation of interoperable network measurement infrastructures will be deployed over both of the major U.S. backbone networks—ESnet and Abilene—used by the DOE science community. In addition, new ultra high-speed testbeds—such as UltraScienceNet [UltraScienceNet], UltraLight [UltraLight], and UKLight [UKLight]—will be used to evaluate the performance of new and existing monitoring tools, especially at high speed. In return, this monitoring will be critical to understand the achievable performance of these testbeds, troubleshoot problems, and influence planning and use of future testbeds.

Efforts have already begun to develop and deploy individual measurement infrastructures (i.e., E2E piPEs, IEPM, NDT, NetLogger, NIMI, NTAF). These measurement infrastructures currently cover a large portion of the production networks (ESnet, Abilene), national peering points (Gigapops), and end sites (DOE Labs and universities). We will leverage our previous experience to ensure that major peering points (StarLight) and end sites (CERN, FNAL, SLAC, NERSC) that are important to the DOE science mission are covered by one of our measurement infrastructures and that these measurement infrastructures are interoperable.

Initial deployment will be based on the current 40 IEPM, 11 piPEs, 6 ESnet Performance Center, and 35 NIMI sites, currently being deployed or operated by the PIs. By using these existing infrastructures we can rapidly begin to tackle the major inter-domain interoperability problems identified in this proposal. We also expect to grow these infrastructures with donated and procured resources as more sites and institutions see the benefits of this collaborative approach. Apart from a small number of test systems for MAGGIE participants, MAGGIE does not directly require the purchase of any new hardware. We will use existing monitoring systems where they are available. In cases where hardware is not available or is outdated, we expect the site to provide the monitoring platform, and will work with the site to determine the best platform to purchase.

3.1 ESnet Deployment

We will deploy monitoring hosts at one or more ESnet core routers locations which will perform regularly scheduled end-to-end tests to a select set of key end-user sites, such as CERN, SLAC, NERSC, FNAL, ORNL, BNL, and ANL. We ensure that this monitoring covers paths that include the Internet2 and GEANT networks. This monitoring data will be very useful analyzing end-to-end performance of critical data paths such as CERN to FNAL, and for Grid scheduling purposes across these networks.

We will also explore the use of the NIMI infrastructure on ESnet monitoring hosts to enable on-demand measurements, using NIMI’s more sophisticated security and authorization policy mechanisms. 

3.2 UltraScienceNet Deployment

DOE is developing UltraScienceNet, an ultra high-speed testbed network that will allow network researchers, as well as middleware and application developers, to experiment with optical network technologies.  On a new, experimental network such as UltraScienceNet, easy access to a wide range of monitoring data will be critical to ensure the network is operating as expected, and to understand how applications behave on such a network. 
The MAGGIE researchers have a strong working relationship with the ORNL UltraScienceNet testbed operators and work closely with networking staff at all of the Labs that will be connected to UltraScience Net. We will deploy network monitoring components at various points in the testbed and will provide the ORNL UltraScienceNet team with monitoring displays that will assist them in network management and operation. This monitoring infrastructure will also be linked to the ESnet and Abilene production networks, allowing comprehensive monitoring of the end-to-end network path. Finally, we will evaluate the standard measurement tools to determine their strengths and weaknesses in the new high-speed environment.
3.3 Security Deployment

Several security issues must be addressed to ensure that measurement infrastructure is not co-opted for malicious purposes and cannot expose sensitive data to unauthorized users. The tools currently used by various team members have three basic approaches to prevent misuse. One approach is to limit the amount of data any specific tool can generate (e.g., PingER sends < 100 bits/sec per measurement pair, and NDT limits tests to 10 sec in each direction). A second approach is to wrap the raw tools (e.g., iperf) such that each tool is under direct control of a scheduling system (e.g., bwctl). The scheduler ensures that only one copy of the tool is operational at any point in time, and may stop and start a tool, preventing failed tools from continuing to pump data into the network. Finally, the access control policies will prevent the individual measurement servers from gaining unauthorized access, thus preventing the servers from being used to launch DOS or DDOS style attacks on the network.

This defense-in-depth approach ensures that the measurement infrastructure components do not expose the network operators or user sites to unacceptable risks.

3.4 IPv6 Deployment

All of the DOE and Internet2 backbone network routers support dual stack routing infrastructures. Thus, IPv4 and IPv6 protocols run natively over ESnet and Abilene, respectively. Several of the measurement tools (e.g., PingER) deployed within our existing measurement frameworks operate with both IPv4- and IPv6-based hosts.

MAGGIE will expand network monitoring frameworks that do not yet report IPv6 statistics to report both IPv4 and IPv6 statistics. This monitoring will make IPv6 migration testing of DOE science applications and middleware easier for scientists and application developers.

3.5 Sample Grid Deployment

Figure 1 illustrates how a federation of multidomain measurement infrastructures might be deployed in a typical Data Grid environment. Each backbone network has a set of monitoring hosts that form a backbone measurement domain that regularly runs a suite of scheduled tests, continuously monitoring network paths to a set of key sites. If a problem is detected, the appropriate network operator is automatically notified to resolve it. Each site has a set of monitoring hosts that forms a site measurement domain that regularly runs a suite of scheduled tests to ensure the local site infrastructure is operating properly. One of these monitoring hosts will be located at or near the site LAN/WAN gateway. Monitoring software will also be installed on the storage hosts and the compute hosts (e.g., the front end node of a cluster) to ensure that end-to-end monitoring of applications can be accomplished.

Consider a case in which a Grid job has data stored at site 1, but the user only has permission to run the job at site 2 or 3. A Grid Scheduler must determine whether to run the job at site 2 or 3 based on network monitoring information. Knowing the available bandwidth between network monitoring hosts A, E, and F is not enough. The scheduler needs to know the disk-to-disk achievable throughput between the storage service at site 1 and the storage services at sites 2 and 3. 

Host A will begin the analysis by making a discovery query over ESnet, Abilene, site 2, and site 3 measurement domains to determine if the data exists that will answer this question. If not, host A may request an on-demand test to gather the data. Host A will also query its internal site 1 measurement database to determine the local storage system’s performance characteristics. If host A is unable to determine the end-to-end performance characteristics of sites 2 and 3, it requests an on-demand test from the local storage system to the remote compute clusters. The results are passed back to the scheduler so the user’s job can be executed.

Note that passive monitoring at the end systems may best solve this problem. If the Grid middleware that made transfers between the storage system and computer cluster published the results of previous transfers, then this information would make new on-demand testing unnecessary. Kernel-level monitoring information from Web100 could augment or replace this middleware-derived data. MAGGIE will work with Grid middleware developers to determine the best way to address these issues.
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Figure 1: Sample Grid Deployment

4 Deliverables
MAGGIE will deliver an interoperable measurement federation across multiple administrative domains that include Abilene, ESnet, and UltraScienceNet, and probably others as well. 

We break the MAGGIE deliverables into the following broad areas, described in detail below. These areas are:

· Publication of select ESnet monitoring data

· Definition of standard schemas, protocols, and APIs

· Integration of these standard schemas, protocols, and APIs with existing monitoring systems

· 
· 
· Deployment of federated system across ESnet, Internet2, DOE UltraScienceNet, and on several production Grids
· Development of improved troubleshooting and data analysis tools

· Improved “Best Practices” enhancing existing tools and systems as needed

It is important to note that the MAGGIE proposal, if funded, does not exist in a funding vacuum. Some of the contributing institutions will also devote some of their own resources from existing funded projects to the achievement of these goals. Existing funding such as Internet2’s contribution to the E2E piPEs project is devoted toward the extension and maintenance of these existing measurement infrastructures; not towards creating a federation of infrastructures. Our hope with MAGGIE is to create a common set of protocols that allows current and future projects to stand on each other’s shoulders, and not each other’s toes.
4.1 Publication of ESnet Monitoring Data
ESnet collects a large amount of monitoring data, such as backbone utilization data provided at http://www1.es.net/realtime-stats/. However, ESnet users have requested that even more data be made available, such as current and peak flow utilization values and that this information be made available via a standard Web Services API. ESnet is also currently working on a mechanism for publishing some per-flow statistics. We will determine what ESnet monitoring data can be made public (due to privacy concerns at some ESnet sites), and determine the most useful way to publish this data. 
4.2 Develop Standard Schemas and APIs 

Working with the GGF NMWG, MAGGIE will define the following:

·  Standard schemas: These include schemas for requesting tests, collecting results, discovering services, database queries, and negotiating AAA requirements. (LBNL, Internet2, SLAC)

· Standard APIs: We will design and develop a Grid application and middleware client API to make it easy for applications such as a Grid resource broker or GridFTP to query the monitoring service for data. We will work with the Grid applications and middleware users and developers to gather requirements and design this API. (LBNL)

4.3 System Integration

A number of tasks will be required to incorporate these standard protocols and APIs into existing systems. Specific deliverables towards this goal include:

· Design and Implement a Grid Service interface for ESnet EPC, E2E piPEs, NIMI, and IEPM/PingER, that uses the GGF NMWG schema to launch network probes and retrieve the results. (All)

· Passive Monitoring Service: Design and develop a Web-services-based front end to publish passive data collected from SNMP, Netflow, and Web100. (LBNL and SLAC)

· Archive Service: Integrate NetLogger with existing systems to collect data for the existing monitoring systems, and deploy the NetLogger SQL-based monitoring data archive service. Design an API to handle typical queries to the archive service. (LBNL)

· Discovery Service: Design, develop, and deploy a service to locate network monitoring nodes, data, and archives. (LBNL and PSC)

· Develop Grid Service interface components to MAGGIE federation-level services, including abstracting and proxying AAA from specific systems into the Grid services space and developing token-based control and mutual exclusion protocol for the meta-system. (U. Del)

· Access, Authentication, and Configurable Policy Engine: Develop and deploy across the E2E piPEs project an access, authentication, and configurable policy engine. (Internet2 and PSC) 

4.4 Deployment

Our deployment plan is described above in section 3. Some specific deployment deliverables include:

· Deployment of regularly scheduled tests to and/or from the Esnet core, and a mechanism to publish this data (ESnet, SLAC)
· Publication of various passively collected ESnet monitoring data (ESnet, LBNL)
· Assist UltraScienceNet network engineers with the deployment of passive and active monitoring data systems for UltraScienceNet (SLAC, ESnet)
· Deployment of monitoring “federation” software across ESnet, Internet2, and GEANT. (All)
4.5 Improved Troubleshooting and Tools

A federation of network monitoring infrastructures greatly increases the ability to perform troubleshooting and analysis across multiple domains. A number of tools and techniques exist or are in progress, but will have to be enhanced to take advantage of new sources of data. Additionally, a number of network monitoring tools will need to be improved to be useful in next generation networks such as UltraScienceNet. Some specific tasks include:

· Visualization: Design and develop tools to assist in visualizing performance problems, gathering extra relevant information from various infrastructures and preparing reports for relevant people. (SLAC)

· Misconfiguration detection: Evolve and extend the NDT analysis tool and expand upon the in-progress integration of the NDT tool into E2E piPEs and IEPM-BW to aid in the detection of common network configuration problems. (Internet2)

· Integration of results from passive and active tools: Compare and contrast measurements made by passive and active measurement tools to understand their agreement and appropriate use. (LBNL, SLAC)

· Automated Event Detection: Develop new automated event detection algorithms to detect significant step changes in end-to-end network performance (e.g., available bandwidth or RTT) and apply filters to the alerts to reduce noise from repeated alerts. (SLAC)

· First/Last Mile Analysis: Develop a custom packet generator tool to create packet trains uniquely suited for diagnosing first and last mile problems to the end host. (Internet2)

· Integration with new proposed tools: Evaluate and, where appropriate, integrate and assist in deployment of new tools such as those developed by the NSF–funded “Effective Diagnostic Strategies for Wide Area networks” and the DOE-proposed “Pythia: Automatic Performance Monitoring and Problem Diagnosis in Ultra High-Speed Networks.” (All)

4.6 

· 
· 
· 
4.7 Improved Best Practices

MAGGIE will identify best practices among the existing measurement frameworks, report on lessons learned, and work to implement them across all deployed frameworks. Specific deliverables include:

· Adaptive Measurement: Design a mechanism to allow researchers to dynamically adjust a particular measurement based on the results of a previous run. (PSC)

· End Host Analysis: Develop a set of modules that integrate with the federation of measurement frameworks and allow diagnosis of first and last mile problems (which are expected to be the most common origin of performance problems for most users). (Internet2) 

· Data Analysis: Compare active vs. passive monitoring data, compare available bandwidth with achievable throughput measurements, analyze intrusiveness of measurements. (All)
5 
6 Milestones

The following is a breakdown of the above deliverables by topic and year-by-year.

Year 1:

· Define Standard Schemas, Protocols, and APIs

Finalize request/response schemas for monitoring data. (through the GGF NMWG) 

Finalize archival database schemas. (LBNL, Internet2, U Del) 

Define the security/trust model for inter-domain testing. (PSC, LBNL, Internet2) 

Identify developers of Grid applications and middleware that can make effective use of network monitoring data, and work with them to define APIs to the monitoring data. (LBNL) 

· System Integration

Develop proof of principal implementations of request/response schema for various monitoring systems, evaluate usability; identify interoperability issues. (SLAC, Internet2) 

Design a discovery service to locate network monitoring tools and archives. (LBNL and PSC) 

Design and develop Grid services interfaces to passive monitoring data from SNMP, NetFlow and Web100. (SLAC, LBNL) 

Define semantics of federated measurement meta-scheduler. (U. Del) 

· Deployment

Coordinate with ESnet site administrators (ESCC sub-committee). (SLAC, LBNL) 

Install monitoring hosts in the ESnet core for regularly schedule testing (ESnet)

Coordinate with Internet2 user community (Joint Tech’s sub-committee). (Internet2) 

Identify deployment sites for monitoring hosts. (LBNL, Internet2, SLAC) 

Coordinate with UltraScienceNet administrators (SLAC, ESnet) 

Begin deploying monitoring tools on ESnet and Internet2 (ESnet and Internet2)

Deploy NetLogger monitoring data archive service (LBNL)

· Development of Improved Troubleshooting and Data Analysis Tools 

Start collecting data for troubleshooting analysis and begin tool evaluation. (SLAC, Internet2) 

Year 2:

· Define Standard Schemas, Protocols, and APIs

Refine request/response schemas for monitoring data. (through the GGF NMWG) 

Refine the security/trust model for inter-domain testing. (PSC, LBNL, Internet2) 

Finalize the client API for access to monitoring data. (LBNL) 

· System Integration

Refine implementations of request/response schema for various monitoring systems, evaluate usability; identify interoperability issues. (SLAC, Internet2) 

Implement a discovery service to locate network monitoring tools and archives. (LBNL, PSC) 

Implementation of client API for requesting monitoring data (LBNL)

Refine the Grid services interface to passive monitoring. (SLAC, LBNL) 

Work with Grid application developers to integrate access to network monitoring information into steering the Grid application. (LBNL)

Initial implementation of meta-scheduling overlay. (U Del) 

· Deployment
Continue to identify deployment sites for monitoring hosts. (LBNL, Internet2, SLAC) 

Continued coordination with ESnet site administrators. (SLAC, LBNL) 

Deploy tools for access to passive network monitoring information. (SLAC, LBNL) 

· Development of Improved Troubleshooting and Data Analysis Tools

Design and develop automated event detection for data extracted using Grid services from monitoring infrastructures. Evaluate effectiveness. (SLAC) 

Design and develop command-line interface to tool for end-host analysis. (Internet2, SLAC) 

Compare, contrast, and validate passive tools versus active measurement network monitoring tools. (SLAC, LBNL)

Evaluate new software and tools, work with tool developers; and select the best for our needs. (SLAC, LBNL, Internet2)

Year 3:

· Define Standard Schemas, Protocols, and APIs

Final standardization (through the GGF) of the request/response schemas for monitoring data. (through the GGF NMWG) 

Finalize the client API for accessing monitoring data. (LBNL) 

· System Integration

Continue to refine implementations of request/response schema for various monitoring systems, evaluate usability; identify interoperability issues. (SLAC, Internet2) 

Refine the discovery service to locate network monitoring tools and archives. (LBNL and PSC) 

Refine the implementation of meta-scheduling overlay. (U Del) 

Continue to work with Grid application developers to integrate access to network monitoring information into steering the Grid application. (LBNL)

· Deployment

Continue to identify deployment sites for monitoring hosts. (LBNL, Internet2, SLAC) 

Continue deployment of new monitoring tools on  (SLAC, ESnet, and Internet2)

Document APIs, toolkits, identify follow on needs, work with operational folks provide technology transfer and to ensure sustainability of tool utilization, etc. (all)

Make presentations on progress and plans to ESCC, Internet2, DoE, GGF etc. Coordinate with others including the European efforts and PPDG. (All) 

Encourage deployment of chosen tools in other promising infrastructures such as  MonALISA and PlanetLab. (All) 

· Development of Improved Troubleshooting and Data Analysis Tools

Refine automated event detection for data extracted using Grid services from monitoring infrastructures. Evaluate effectiveness. (SLAC) 

Refine tools to assist in visualizing and pin-pointing performance problems. (SLAC, Internet2) 

Develop tools to provide effective filtering of event alerts. (SLAC)

Continue to evaluate new and tools, and select the best for our needs. Identify improvements and new needs and communicate to developers. (Internet2, SLAC, LBNL) 
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8 Connections

We have very close connections with the HENP community, including CERN, SLAC, the EU DataTag [DataTag], and the EU DataGrid [EDG] (now called EGEE [EGEE]) projects, which will enable this project to make a large impact on the ability for physicists to get data to and from CERN, SLAC, FNAL, and BNL. We also have strong ties to other high-energy physics projects such as the Particle Physics Data Grid (PPDG), Grid2003 [Grid2003] and the SLAC-led BaBar [BaBar] project. We will work with these groups to determine the requirements and APIs needed by the applications community, and work with them to ensure the right types of data are being collected and from the right network paths.

We have close relationships to a number of other user communities as well, including Fusion, Earth Sciences, visualization, and several Grid portals groups. We are involved with several of the current DOE SciDAC projects. We meet with these groups regularly at Global Grid Forum and other Grid related meetings, and will help as many groups as possible utilize the network monitoring data we will publish to develop “network aware” applications and middleware.

We also have very close working relationships with Globus [Globus], pyGlobus [PYGL], and pyGridware [PYGR] developers, as well as the bbftp [Bbftp] and bbcp [Bbcp] developers, and will work with them to ensure the network monitoring data is useful to them, and understand how they can use it for problems such as replica selection and Grid resource scheduling. We also have close connections with the DOE Science Grid SciDAC project, and will test and operate this network-aware Grid middleware on the DOE Science Grid. We will work with the Caltech MonALISA team to provide easy access via Grid Services to data from multiple infrastructures. As a proof of principle, we have already started providing MonALISA with access to IEPM and E2E piPEs data.
Through the participation of the E2E piPEs project and the EPC project, the participants in this proposal already have measurement frameworks deployed on Abilene and ESnet and can guarantee that those major backbone networks will adopt the MAGGIE interoperability approach. Moreover, given the participants’ contacts with the UltraScienceNet community, we will extend the MAGGIE interoperability approach to that network as well. Finally, members of the MAGGIE team are already working closely with ongoing efforts within the NLANR DAST Advisor project, the DANTE GN2 JRA1 project, and the MonALISA project, suggesting that most major measurement framework projects will be open to adopting the MAGGIE project’s constructs, greatly increasing MAGGIE’s value to the DOE community.

Since SLAC will be an early UltraScienceNet site, and LBNL is closely associated with ESnet operations, this will enable early testing and close cooperation when deploying monitoring infrastructures to and testing tools on UltraScienceNet with UltraScienceNet developers to ensure that the measurement infrastructure components we develop will operate in their extreme network environment.

Finally, we will work closely with the proposed project from CAIDA, titled “Pythia: Automatic Performance Monitoring and Problem Diagnosis in Ultra High-Speed Networks,” to deploy and test new tools and analysis techniques over ESnet, Abilene, and UltraScienceNet.
9 Project Management

As currently envisioned, the MAGGIE project includes both group-wide and individual-institution components. Milestones related to the former category will ultimately be the responsibility of the entire group, with each principal investigator having a single vote in group-wide decisions. However, one principal investigator will be selected by the principal investigators to manage the overall project deliverables and serve as a flywheel for regular communications and group interactions. Milestones in the latter category will be the responsibility of the principal investigator associated with the institution. However, each principal investigator will be expected to provide quarterly updates to the other principal investigators outlining progress made and changes in plan.

Communication among the MAGGIE project participants (principal investigators and other parties working on the project, directly funded or not) will be via a variety of forums, as appropriate for different phases of the project.

· Conference Calls: The principal investigators will hold regular (at least biweekly) conference calls to discuss project progress. Quarterly updates will be staggered and usually held during such calls. Each principal investigator will designate a second who will attend conference calls in their absence.

· Web: Each institution will maintain an up-to-date task list and status for all activities related to the MAGGIE project. These web pages will also include all relevant contact information (phone, email, instant message handle, etc.) for all associated with the project. Principal investigators will be expected to update such pages at least every two weeks.

· The principal investigators will meet in person at least three times per year for a full day. Whenever possible, such meetings will be held in conjunction with appropriate conferences (e.g., GGF meetings, Internet2 meetings, etc.). The goal of such in-person collaborations will be review of progress made and group design of important architectural components.

The principal investigators will meet at least once per year with DOE program administrators to review annual progress and chart out the path going forward in the year to come.
10 Conclusions

The demanding needs of data intensive science and the associated high capacity connectivity have driven the research community to develop a large selection of tools to measure and test network performance within a country/state, across continents and trans-oceanic paths. An interoperable federation of network measurement infrastructures is needed in order to run the tools and collect the results. Furthermore such an infrastructure is critical to achieve a functioning Grid and enabling geographically separated scientists to effectively work together as a team. 

As noted in the introduction to this proposal, the Performance Measurement Architecture Workshop 2003 identified




 five (5) major areas of research that need to be investigated to successfully develop a usable network measurement infrastructure.
 MAGGIE will address each of these issues in order to reach its goal of federated, cross-domain network measurement. MAGGIE will foster collaboration between existing measurement infrastructure projects, enabling researchers to identify their most useful features and encouraging the sharing of ideas and code. In this manner, each infrastructure will be improved faster than if the individual teams worked alone. 
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12 Budget and Justification

12.1 SLAC Budget Explanation

SLAC Personnel

R. Les Cottrell — (0.17 FTE) will supervise the work on this project, direct and participate in the research and data analysis, work with developers to evaluate other monitoring tools, interface with the ESnet and HENP communities to gather requirements and promote deployment.

Paola Grosso -  (0.25 FTE) will be responsible for research, detailed design and implementation, and maintenance of the IEPM network monitoring data archive service and Web services publication interface for the archive. 

Connie Logg - (0.25 FTE) will be responsible for research, detailed design and implementation and evaluating the effectiveness of automated event detection, research and design ways of filtering, analyzing and making available passive network monitoring data.

Software Developer - (0.83 FTE) will be responsible for: implementing tools for filtering and analyzing passive monitoring data, and making the relevant data accessible, and deploying the tools; identifying and gathering of relevant data from multiple monitoring infrastructures and filtered reporting of problems; researching and developing an improved IEPM monitoring infrastructure to take advantage of the strength of other infrastructures; and extending the coverage of monitoring measurements. 

12.1.1 SLAC Direct Costs

Cost estimates have been presented in this proposal to be comparable to other research institution’s proposals.  At the Stanford Linear Accelerator Center, actual costs will be collected and reported in accordance with the Department of Energy (DOE) guidelines.  Total cost presented in this proposal and actual cost totals will be equivalent. 

Senior Personnel – Item A.1-6

The salary figure listed for Senior Personnel is an estimate based on the current actual salary for an employee in her/his division plus 3% per year for inflation.

Fringe Benefits – Item C

Fringe Benefits for SLAC employees are estimated to be the following percent calculated on labor costs:

· Career Employees – 29%




· Students/Others – 3.5%

Travel – Items E.1 and E.2 

The senior staff members plan to attend domestic and/or foreign technical conferences/workshops in the areas of research covered by this proposal.  Total cost includes plane fare, housing, meals and other allowable costs under government per diem rules.

Other Direct Costs- Item G.6

The estimated cost of tuition for graduate students.

12.1.2 Indirect Costs – Item I

· Materials and supplies, clerical support, publication costs, computer (including workstations for people) and network support, phone, site support, heating, lighting etc. are examples of activities included under indirect costs. Indirect costs are 36% of the Salaries including the Fringe, 36% of Travel costs and 6.8% on Materials and Supplies.
12.2 Other Support of Investigators

12.2.1 LBNL

Tierney, Brian

Current Support:

Project: DOE Distributed Monitoring Framework

Percent Support: 40%; Duration: ends October 2003; 

Project: DOE Net100

Percent Support: 30%; Duration: ends June 2003; 

Project: DOE Self Configuring Network Monitors

Percent Support: 30%; Duration: ends June 2003; 

Other Pending Support:

Project: DOE Dynamically Configurable Building Blocks for Network Protocols

Percent Support: 25%; 

Project: DOE Network Quality of Service for Experimental Magnetic Fusion Research

Percent Support: 25%; 

Lee, Jason

Current Support:

Project: DOE Self Configuring Network Monitors

Percent Support: 50%; Duration: ends June 2003; 

Project: DOE Net100

Percent Support: 50%; Duration: ends June 2003; 

Other Pending Support:

Project: DOE Dynamically Configurable Building Blocks for Network Protocols

Percent Support: 50%; 

Project: DOE Network Quality of Service for Experimental Magnetic Fusion Research

Percent Support: 25%; 

Gunter, Dan

Current Support:

Project: DOE Distributed Monitoring Framework

Percent Support: 75%; Duration: ends October 2003; 

Other Pending Support:

none 

Jin, Goujun

Current Support:

Project: DOE Self-Configuring Network Monitors

Percent Support: 30%; Duration: ends June 2003; 

Other Pending Support:

Project: DOE Dynamically Configurable Building Blocks for Network Protocols

Percent Support: 40%; 

Project: DOE Network Quality of Service for Experimental Magnetic Fusion Research

Percent Support: 50%; 








12.2.2 SLAC

12.2.3 R. Les Cottrell

Current Support:

· Project: DOE/SciDAC Edge-based Traffic Processing and Service Inference for High-Performance Networks (INCITE)

· Percent Support: 5%; Duration: ends October 2004

· DOE HENP base funding: 95%

Other Pending Support:

· Project: DOE/SciDAC TeraPaths: A QoS enabled Collaborative Data Sharing Infrastructure for Peta-scale Computing Research

· Percent support: 8%
· Project: DOE/SciDAC : INCITE Ultra – New Protocols, Tools, Security, and Testbeds for Ultra High-Speed Networking

· Percent support: 8%
12.2.4 Connie Logg

Current Support:

· DOE HENP base funding: 100%

Other Pending Support:

· Project: DOE/SciDAC TeraPaths: A QoS enabled Collaborative Data Sharing Infrastructure for Peta-scale Computing Research

· Percent support: 17%

12.2.5 Paola Grosso

Current Support:

· DOE HENP base funding: 100%

Other Pending Support:

· Project: DOE/SciDAC TeraPaths: A QoS enabled Collaborative Data Sharing Infrastructure for Peta-scale Computing Research 

· Percent support: 19%

12.2.6 Software Engineer

Current Support:

· Project: DOE/SciDAC Edge-based Traffic Processing and Service Inference for High-Performance Networks (INCITE)

· Percent Support: 90%; Duration: ends October 2004

· DOE HENP base funding: 10%

Other Pending Support:

· Project: DOE/SciDAC TeraPaths: A QoS enabled Collaborative Data Sharing Infrastructure for Peta-scale Computing Research 

· Percent support: 53%

12.2.7 PSC

12.2.8 Internet2

Boyd, Eric

Current Support:

Project: End-to-End Performance Initiative

Percent Support: 100%; Duration: open-ended; 

Carlson, Rich

Current Support:

Project: End-to-End Performance Initiative

Percent Support: 100%; Duration: April, 2004; 

Other Pending Support:

None

13 Facilities

13.1 LBNL Facilities 

In addition to desktop workstations, the Computational Research Division’s Distributed Systems Department (DSD) has a computing research cluster composed of 4 (expanding to 8 in Winter 2004) dual processor Intel(R) Xeon(TM) CPU 2.80 GHz running Linux. Each node has 2 GBytes ECC DDR SDRAM, 500 GBytes of disk space, and a 133 MHz PCI-X bus. The cluster is connected internally and externally by Gigabit network capabilities. The DSD cluster is a research testbed for Grid software development, deployment, and administration testing. The DSD Department also is a participant in the PlanetLab project and hosts two PlanetLab machines. The PlanetLab network is utilized by DSD researchers to test and evaluate software in a real large-scale distributed testbed.

The DSD computer room offers advanced network capabilities to the cluster, department researchers, and their collaborators. Cisco Catalyst 6500 and Extreme Networks Black Diamond Ethernet switches provide gigabit Ethernet connectivity to computer systems located in the computer room and DSD offices. A high-performance gigabit path is also available through the Laboratory’s internal network (LBLnet) to the high speed wide area Energy Sciences Network (ESnet). High-speed networking research and development activities within the department are constantly enhancing performance of the DSD systems.

Leading-edge computing platforms and services make NERSC the foremost resource for large-scale computation within DOE. An IBM RS/6000 SP makes up the heart of NERSC’s computer hardware capability. NERSC’s 3,328-processor IBM RS/6000 SP has 208 16-CPU POWER3+ SMP nodes with a peak performance of 5 teraflop/s, making it one of the most powerful unclassified supercomputer in the world. Each node has a common pool of between 16 and 64 gigabytes of memory, and the system has 20 terabytes of disk space. Additional capabilities are provided by two special-purpose servers: a cluster of four PCs for numerical and statistical processing, and a dedicated Silicon Graphics computer for scientific visualization from remote locations.

NERSC’s research in data-intensive computing is grounded in their operation of a major production facility, the PDSF (Parallel Distributed Systems Facility). The PDSF is a 390-processor Linux cluster used by large-scale high energy and nuclear physics investigations for detector simulation, data analysis, and software development. The PDSF’s 48 disk vaults provide a total 35 TB of data storage. NERSC’s research into cluster architectures, the PC Cluster Project, is focused on two systems, on which they are developing the software infrastructure needed to use commodity hardware for high performance computing:

· The 36-node PC Cluster Project Testbed, which is available to NERSC users for trial use

· The 12-node Alpha “Babel” cluster, which is being used for Modular Virtual Interface Architecture (M-VIA) development and Berkeley Lab collaborations

Access to NERSC from anywhere in the U.S. or the world is available through ESnet, which provides OC-12 bandwidth to NERSC and Argonne National Laboratory, T3 bandwidth on major backbone links, and T1 links over much of the rest of its coverage area.

LBNL’s high-speed networking testbed is capable of routing and switching traffic at a rate of up to 20 gigabits per second. The testbed includes network equipment with a switching capacity of 1.2 terabits per second, multi-port 10-gigabit Ethernet, as well as Spirent Smartbits traffic generation equipment that can be used to provide background loads for Internet emulation.

13.2 SLAC Facilities 

SLAC has an OC12 Internet connection to ESnet, and a 1 Gigabit Ethernet connection to Stanford University and thus to CalREN/Internet 2. We have also set up experimental OC192 connections to CalRENII and Level(3). The experimental connections are currently not in service, but have been successfully used at SC2000-2003 to demonstrate bulk-throughput rates from SuperComputing to SLAC and other sites at rates increasing over the years from 990 Mbits/s through 13 Gbps to 23.6 Gbps. SLAC is also part of the ESnet QoS pilot with a 3.5 Mbps ATM PVC to LBNL, and SLAC is connected to the IPv6 testbed with three hosts making measurements for the IPv6 community
. SLAC has dark fibers to Stanford University and PAIX, and will be connected to the DoE UltraScienceNet. SLAC is also a member of the NSF UltraLight proposal which will also provide high bandwidth connectivity to SLAC.
SLAC hosts network measurement hosts from the following projects: AMP, NIMI, PingER, RIPE, SCNM, and Surveyor. SLAC has two GPS aerials and connections to provide accurate time synchronization. In addition, the SLAC IEPM group has a small cluster of five high performance Linux hosts with dual 2.4 or 3 GHz processors, 2 GB of memory, a 133 MHz PCI-X bus. Two of these hosts have 10GE Intel interfaces and the other have 1 GE interfaces. These are used for high-performance testing, including the successful SC2003 bandwidth challenge and the Internet 2 Land Speed Records.

SLAC is the home of the BaBar experiment and its tier 0 site. The SLAC data center contains two Sun E6800 20 and 24 symmetric multiprocessor. In addition there is a Linux cluster of over 2400 CPUs, an 800 CPU Solaris cluster. For data storage there are 320 TByte of online disk space, and automated access tape storage with a capacity of 10 PetaBytes.

13.3 Internet2 Facilities

The Abilene Network is an Internet2 high-performance backbone network that enables the development of advanced Internet applications and the deployment of leading-edge network services to Internet2 universities and research labs across the country. The network has become the most advanced native IP backbone network available to universities participating in Internet2.

The Abilene Network supports the development of applications such as virtual laboratories, digital libraries, distance education and tele-immersion, as well as the advanced networking capabilities that are the focus of Internet2. Abilene complements and peers with other high-performance research networks in the U.S. and internationally.

Created by the Internet2 community, Abilene connects regional network aggregation points—called gigaPoPs—to provide advanced network services to over 220 Internet2 university, corporate, and affiliate member institutions in all 50 states, the District of Columbia, and Puerto Rico. The current network is a primarily OC-192c (10 Gbps) backbone employing optical transport technology and advanced high-performance routers.

The Abilene Network is a partnership of Internet2, Qwest Communications, Cisco Systems, Nortel Networks, Juniper Networks, and Indiana University. The goals of the Abilene Network are to provide an advanced backbone in support of:

· Cutting-edge applications developed by using innovative, experimental techniques and requiring high-performance network services not available on existing commercial networks. 

· The deployment and testing of advanced services, including multicast, IPv6, measurement, and security, which are generally not possible on the commodity Internet. 

· Connectivity to other research and education networks throughout the world and peering with other federal research networks, thus enabling the international research community to collaborate in new ways. 

· Access for researchers to a rich set of network characterization data collected in a high-performance networking environment supporting new and innovated applications. 

The Abilene Observatory is a program that supports the collection and dissemination of network data associated with the Abilene Network. The observatory serves network engineers by providing a view of the operational data associated with a large-scale network, and also the research community by providing data associated with the fundamental properties of basic network protocols. The Abilene Observatory consists of two components: (1) data collected by Abilene engineers using equipment located in the router nodes and operated by the Abilene NOC, and (2) data collected by separate research projects using equipment collocated in the Abilene racks. Data collected by Abilene engineers as part of the first component is open to all research projects and is available either online or through special arrangements. Four measurement machines are directly or indirectly (via a switch) connected to each of the eleven Abilene router nodes. (A twelfth node is available for testing and experimentation.) Two of these nodes are instrumented with the E2E piPEs software, while a third collects netflow data passively. Data collected by these machines is archived on a pair of database servers.

13.4 U. Delaware Facilities

The Computer and Information Sciences Department at the University of Delaware has extensive computing facilities devoted to serving the research needs of the faculty and graduate students.  These facilities are administered cooperatively with the Department of Electrical and Computer Engineering.  The ECE/CIS Joint Laboratory radiates from the central facilities center in Evans Hall.  This center connects together an extensive network of over 300 CIS systems and other more specialized research facilities.  The center in Evans Hall houses all the central server, file storage, and networking facilities, as well as the connection to the campus gigabit Ethernet backbone.  Wireless networks are deployed in several of the CIS buildings to provide roaming network access.

The central facility provides access to a number of other specialized facilities in the ECE/CIS lab. They include: 

· A workstation cluster dedicated to teaching parallel computing.

· Inter-Departmental Sun Server with 8x CPUs, 32 GB of RAM, serving computational needs

· A high-speed connection to the Internet, through the campus network, to a T3 (45M bps) link to the Internet, and OC3 (155 Mbps) link to Internet2’s Abilene

· Graduate labs equipped with WinTel PCs for Presentation/Document Processing, and collaboration

In addition, the Department has a High Performance Computing Software Lab funded by an NSF-RI research grant.  This lab has a computing cluster of 20 4xCPU Sun Ultra450 workstations, each with 0.5 GB of RAM connected by both 100 Mb/s and 1 Gb/s interconnection networks.  These machines are dedicated to parallel computing.  This lab also makes use of the teaching cluster of 8 2xCPU Linux systems, each with 1GB of RAM connected by 100 Mbs and 1 GBbs networks.

13.5 PSC Facilities

13.5.1 Computing Resources

PSC operates the world’s most powerful computing facility for open academic research. The Terascale Computing System (TCS) offers 3000 1 Ghz Alpha processors in 750 Compaq Alphaserver ES45 nodes with 4 GB memory per node, running Tru64 UNIX.  This provides a peak computational rate of 6 Tflops and an aggregate system memory of 3 TB. There are approximately 60 TB of online storage. 

PSC also provides a cluster of 20 four-processor Intel Pentium XEON servers running Linux.  Each server has 1 GB of memory. This cluster (the “CLAN”) is also part of the SuperComputing Science Consortium, a distributed meta-cluster serving multiple Pennsylvania and West Virginia agencies.

PSC will also provide the Advanced Systems Cluster for this project.  It is a heterogenous cluster featuring multiple architectures (Intel IA32 and IA64, AMD IA32 “Athlon”), interconnects (gigabit Ethernet, Quadrics, Infiniband), and other hardware enhancements (graphics cards).  It presents a comprehensive and challenging platform for portability testing.

Archival storage for this system is provided by a ten-processor Cray J90 system equipped with extensive I/O capabilities, 400 GB of online disk storage, a Storagetek robotic tape system with IBM 3590 high-performance tape drives providing 168 TB of nearline storage (at 120 MB/s).  Plans are currently underway to upgrade this hierarchical storage management system to one featuring scalable, parallel front-end storage nodes each having a high-bandwidth (>250 MB/s) connectivity into the TCS machine.

13.5.2 Network Resources

Network facilities at the Pittsburgh Supercomputing Center consist of production and research LAN, MAN, and WAN infrastructures.  Network technology used for the LAN infrastructure includes switched 10/100 Mb ethernet, gigabit Ethernet and HiPPI. The MAN infrastructure associated with PSC uses SONET and ATM technology.  It includes a ten kilometer SONET ring and dark fiber. Over the dark fiber, ethernet over SONET technology is used in a SONET mux to allow multiple gigabit ethernets and a smaller SONET circuit to coexist on the same fiber. PSC’s WAN connections are provided by the Pittsburgh GigaPoP, a regional network aggregation point that provides high-speed commodity and research network access to sites in Western and Central Pennsylvania and West Virginia. The Pittsburgh GigaPoP is based at Carnegie Mellon University and is operated and managed by the Pittsburgh Supercomputing Center. While the primary mission of the GigaPoP is to provide cost-effective, high-capacity, state-of-the-art network connectivity to the university community, this infrastructure also provides well-defined network services to K12, government, and commercial entities in Western Pennsylvania. University member sites currently include Carnegie Mellon University, the Pennsylvania State University, the Pittsburgh Supercomputing Center, the University of Pittsburgh, and West Virginia University.  The Pittsburgh GigaPoP’s commodity Internet component consists of multiple high-performance WAN connections to major Internet service providers. These connections include a 155 Mb/s connection to AT&T Worldnet, a 2000 Mb/s connection to WorldCom’s UUNET service and a 250 Mb/s connection to Verio.  The research component of the GigaPoP includes an OC-48 connection to the Abilene backbone. Explicit routing is used to maintain the AUP policies associated with the various production and research network infrastructures.

13.5.3 Offices

The computational facilities, supercomputer, associated front ends, and peripheral equipment are housed at the Westinghouse Electric Corporation Energy Center in Monroeville, PA, under a subcontract agreement.  The PSC headquarters are located approximately 20 kilometers west of the Westinghouse facility at the Mellon Institute building on the campus of Carnegie Mellon adjacent to the University of Pittsburgh.

13.6 Biographies of Key Personnel

13.6.1 Brian L. Tierney

Computation Research Division; Distributed Systems Department
510-486-7381 tel 

Lawrence Berkeley National Laboratory
510-486-6363 fax

One Cyclotron Road, MS: 50B-2239
bltierney@lbl.gov

Berkeley, CA 94720
http://dsd.lbl.gov/~tierney/

Professional Expertise

Brian L. Tierney is a Staff Scientist and group leader of the Data Intensive Distributed Computing Group, which is part of the Distributed Systems Department at LBNL. He is the PI for several DOE research projects in network and Grid monitoring systems for data intensive distributed computing. In the past 14 years he has been focusing on performance issues in data intensive distributed computing. He was the principle designer of the Distributed Parallel Storage System (DPSS) and the NetLogger Toolkit. He is co-chair of the “2nd International Workshop on Protocols for Long Distance Networks” (PFLDnet), 2004.

Education

· M.S. Computer Science, San Francisco State University, 1990

· B.A. Physics, Minor in Computer Science, The University of Iowa, 1985

Positions

· Staff Scientist, Lawrence Berkeley National Laboratory, California, 1990–Present

· Visiting Scientific Associate, CERN, Geneva, Switzerland 2000-2001

· Research Associate, Lawrence Berkeley National Laboratory, California, 1989–1990

Selected Publications

· “Instrumentation and Monitoring,” B. Tierney and J. Hollingsworth, Chapter 20, The Grid Blueprint for a New Computing Infrastructure, 2nd Edition, Elsevier, 2003 
· “System Capability Effects on Algorithms for Network Bandwidth Measurement,” G. Jin, B. Tierney, Proceedings of the Internet Measurement Conference Oct. 27-29, 2003, Miami Beach, Florida, LBNL-48556 
· “On-Demand Grid Application Tuning and Debugging with the NetLogger Activation Service,” D. Gunter, B. Tierney, C. E. Tull, V. Virmani, 4th International Workshop on Grid Computing (Grid2003) , LBNL-52991 
· “Enabling Network Measurement Portability Through a Hierarchy of Characteristics,” B. Lowekamp, B. Tierney, Les Cottrell, R. Hughes-Jones, T. Kielmann, M. Swany, 4th International Workshop on Grid Computing (Grid2003), LBNL-53013. 
·  “An Infrastructure for Passive Network Monitoring of Application Data Streams,” D. Agarwal, J. M. González, G. Jin, B. Tierney, Passive and Active Measurement Workshop, April, 2003. 

· “Dynamic Monitoring of High-Performance Distributed Applications,” D. Gunter, B. Tierney, K. Jackson, J. Lee, M. Stoufer, Proceedings of the 11th IEEE Symposium on High Performance Distributed Computing, July 2002..

· “Monitoring Data Archives for Grid Environments,” J. Lee, D. Gunter, M. Stoufer, B. Tierney, Proceeding of IEEE Supercomputing 2002 Conference, Nov. 2002.

· “A TCP Tuning Daemon,” T. Dunigan, M. Mathis and B. Tierney, Proceeding of IEEE Supercomputing 2002 Conference, Nov. 2002.

·  “Enabling Network-Aware Applications,” B. Tierney, D. Gunter, J. Lee, M. Stoufer, Proceedings of the 10th IEEE Symposium on High Performance Distributed Computing, August 2001. 

· “A Monitoring Sensor Management System for Grid Environments,” Tierney, B., B. Crowley, D. Gunter, J. Lee, M. Thompson, Cluster Computing Journal, vol 4-1, 2001, Baltzer Science Publications.

· “TCP Tuning Guide for Distributed Application on Wide Area Networks,” Tierney, B, Usenix ;login, Feb. 2001.
·  “File and Object Replication in Data Grids,” Stockinger, H., Samar, A., Allcock, B, Foster, I., Holtman, K., Tierney, B., Proceedings of the 10th IEEE Symposium on High Performance Distributed Computing (HPDC-10), August 2001
· “Using High-Speed WANs and Network Data Caches to Enable Remote and Distributed Visualization,” Bethel, W., Tierney, B., Lee, J., Gunter, D., Lau, S., Proceeding of the IEEE Supercomputing 2000 Conference, Nov. 2000. 

· “A Grid Monitoring Service Architecture,” Tierney, B., Ruth Aydt, Dan Gunter, Warren Smith, Valerie Taylor, Rich Wolski, et.al.,Global Grid Forum White Paper, http://www-didc.lbl.gov/GridPerf/.
· “A Monitoring Sensor Management System for Grid Environments,” Tierney, B., B. Crowley, D. Gunter, M. Holding, J. Lee, M. Thompson, Proceedings of the IEEE High Performance Distributed Computing conference (HPDC-9), August 2000.

·  “A Data Intensive Distributed Computing Architecture for Grid Applications,” Tierney, B., Johnston, W., Lee, J., Thompson, M., Future Generation Computer Systems Journal, vol. 16, #5, April 2000, pp. 473-481. 

· “Using NetLogger for Distributed Systems Performance Analysis of the BaBar Data Analysis System,” Tierney, B., Gunter, D., Becla, J., Jacobsen, B., Quarrie, D., Proceedings of Computers in High Energy Physics 2000 (CHEP 2000), Feb. 2000. 

· “A Network-Aware Distributed Storage Cache for Data Intensive Environments,” Tierney, B. Lee, J., Crowley, B., Holding, M., Hylton, J., Drake, F., Proceedings of IEEE High Performance Distributed Computing conference, August 1999. 

·  “The NetLogger Methodology for High Performance Distributed Systems Performance Analy​sis,” B. Tierney, W. Johnston, B. Crowley, G. Hoo, C. Brooks, D. Gunter, Proceeding of IEEE High Performance Distributed Computing conference, July 1998.

Other Significant Publications

· “Data Intensive Distributed Computing: A Medical Application Example,” J. Lee, B. Tierney, and W. Johnston, Proceedings of the High Performance Computing and Networking Confer​ence, April 1999, LBNL-42690.

·  “Performance Analysis in High-Speed Wide Area ATM Networks: Top-to-bottom end-to-end Monitoring,” B. Tierney, W. Johnston, G. Hoo, J. Lee, IEEE Network, Vol. 10, no. 3, May/June 1996.

· “System Issues in Implementing High Speed Distributed Parallel Storage Systems,” Brian Tierney, Bill Johnston, Hanan Herzog, Gary Hoo, Guojun Jin, Jason Lee, Proceedings of the USENIX Symposium on High Speed Networking, Aug. 1994. 

·  “Distributed Parallel Data Storage Systems: A Scalable Approach to High Speed Image Serv​ers,” Brian Tierney, Bill Johnston, Ling Tony Chen, Hanan Herzog, Gary Hoo, Guojun Jin, Jason Lee, Proceedings of the ACM Multimedia, October 1994. 

· “High Performance Computing, High Speed Networks, and Configurable Computing Environ​ments,” W. Johnston, V. Jacobson, D. Robertson, B. Tierney, S. Loken. In: High Performance Computing in Biomedical Research, CRC Press, November 1993.

Tutorials
Taught half-day or full-day tutorials on performance analysis and tuning of distributed applications at:

· SuperComputing Conference, Nov. 2000

· CERN School of Computing, Sep. 2000

· High Performance Distributed Computing Conference, Aug. 1999

13.6.2 Roger Leslie Anderton Cottrell

	Stanford Linear Accelerator Center

Mail Stop 97, P.O. Box 4349

Stanford, California 94309

	Telephone:
	(650) 926 2523
	Fax:
	(650) 926 3329

	E-Mail:
	cottrell@stanford.edu


	EMPLOYMENT SUMMARY
	
	

	
	
	
	

	Period
	Employer
	Job Title
	Activities

	
	
	
	

	1982 on
	Stanford Linear

Accelerator Center
	Assistant Director, SLAC

Computing Services


	Management of networking 

and computing



	
	
	
	

	1980-82
	Stanford Linear

Accelerator Center
	Manager SLAC 

Computer Network
	Management of all SLAC’s 

computing activities



	1979-80
	IBM U.K. Laboratories, 

Hursley, England
	Visiting Scientist
	Graphics and intelligent 

distributed workstations



	1967-79
	Stanford Linear

Accelerator Center
	Staff Physicist
	Inelastic e-p scattering 

experiments, physics 

and computing

	1972-73
	CERN
	Visiting Scientist
	Split Field Magnet experiment

	
	
	
	

	
	
	
	

	EDUCATION SUMMARY
	
	

	
	
	
	

	Period
	Institution
	Examinations
	

	
	
	
	

	1962-67
	Manchester University
	Ph.D.
	Interactions of Deuterons with Carbon Isotopes



	1959-62
	Manchester University
	B.Sc.
	Physics




Narrative:

R. Les Cottrell joined SLAC as a research physicist in High Energy Physics, focusing on real-time data acquisition and analysis in the Nobel prize winning group that discovered the quark. In 1972/3, he spent a year’s leave of absence as a visiting scientist at CERN in Geneva, Switzerland, and in 1979/80 at the IBM U.K. Laboratories at Hursley, England, where he obtained United States Patent 4,688,181 for a dynamic graphical cursor. He is currently the Assistant Director of the SLAC Computing Services group and leads the computer networking and telecommunications areas. He is also a member of the Energy Sciences Network Site Coordinating Committee (ESCC) and the chairman of the ESnet Network Monitoring Task Force. He was the U.S. end leader of the effort that, in 1994, resulted in the first permanent Internet connection to mainland China. He is also the leader/PI of the DoE sponsored Internet End-to-end Performance Monitoring (IEPM) effort, and the ICFA/SCIC network monitoring working group. In 2002/3, he was the co-PI of teams that captured the Internet2 Land Speed Record twice, a feat that was entered in the Guinness Book of World Records and also earned the team the CENIC 2003 On the Road to a Gigabit, Biggest Fastest in the West award.

Publications:

The full list of 70 publications is readily available from online databases. I include here only a limited number of recent publications relevant to networking.

· DEVELOPING COUNTRIES AND THE GLOBAL SCIENCE WEB, H. Cerdeira, E. Canessa, C. Fonda, R. L. Cottrell, CERN Courier December 2003.

· OPTIMIZING 10-GIGABIT ETHERNET FOR NETWORKS OF WORKSTATIONS, CLUSTER & GRIDS: A CASE STUDY, Wu-chun Feng, Justin Hurwitz, Harvey Newman, Sylvain Ravot, R. Les Cottrell, Olivier Martin, Fabrizio Coccetti, Cheng Jin, Xiaoliang Wei, Steven Low, SC’03, Phoenix Arizona, November 15-21, 2003, also SLAC-PUB-10198.

· MEASURING THE DIGITAL DIVIDE WITH PINGER, R. Les Cottrell and Warren Matthews, Developing Countries Access to Scientific Knowledge: Quantifying the Digital Divide, ICTP Trieste, October 2003; also SLAC-PUB-10186.

· PINGER HISTORY & METHODOLOGY, R. Les Cottrell and Connie Logg, Developing Countries Access to Scientific Knowledge: Quantifying the Digital Divide, ICTP Trieste, October 2003; also SLAC-PUB-10187.

· INTERNET PERFORMANCE TO AFRICA, R. Les Cottrell and Enrique Canessa, Developing Countries Access to Scientific Knowledge: Quantifying the Digital Divide, ICTP Trieste, October 2003; also SLAC-PUB-10188.

· OVERVIEW OF IEPM-BW BANDWIDTH TESTING OF BULK DATA TRANSFER, R. Les Cottrell and Connie Logg, SLAC-PUB-9202, July 2003.

· ABWE: A PRACTICAL APPROACH TO AVAILABLE BANDWIDTH ESTIMATION, Jiri Navratil, Les Cottrell, SLAC-PUB-9622, published at PAM 2003.

· MEASURING END-TO-END BANDWIDTH WITH IPERF & WEB100, Ajay Tirumala, Les Cottrell, Tom Dunigan, SLAC-PUB-9733, published at PAM2003, April 2003.

· PATHCHIRP: EFFICIENT AVAILABLE BANDWIDTH ESTIMATION FOR NETWORK PATHS, Vinay Ribeiro, Rudolf Reidi, Richard Baraniuk, Jiri Navratil, Les Cottrell, SLAC-PUB-9732, published at PAM 2003, April 2003.

· EXPERIENCES AND RESULTS FROM A NEW HIGH PERFORMANCE NETWORK AND APPLICATION MONITORING TOOLKIT, Les Cottrell, Connie Logg, I-Heng Mei, SLAC-PUB-9641, published at PAM 2003, April 2003.

· MONITORING THE DIGITAL DIVIDE, E. Canessa, H. A. Cerdeira, W. Matthews, R. L. Cottrell, SLAC-PUB-9730, CHEP 2003, San Diego, March 2003.

· IGRID2002 DEMONSTRATION BANDWIDTH FROM THE LOW LANDS, R. Les Cottrell, Antony Antony, Connie Logg and Jiri Navratil, in Future Generation Computer Systems 19 (2003) 825-837, published by Elsevier Science B. V.; also SLAC-PUB-9560, October 31, 2002

· NETWORK SCAVENGERS, By Warren Matthews, Les Cottrell and Paola Grosso, InterAct, Vol 2, Spring 2002.

· PEER TO PEER COMPUTING FOR SECURE HIGH PERFORMANCE DATA COPYING.
By Andrew Hanushevsky, Artem Trunov, Les Cottrell (SLAC). SLAC-PUB-9173, Sep 2001. 4pp. 
Presented at CHEP’01: Computing in High-Energy Physics and Nuclear, Beijing, China, 3-7 Sep 2001.

· PASSIVE PERFORMANCE MONITORING AND TRAFFIC CHARACTERISTICS ON THE SLAC INTERNET BORDER.
By Connie Logg, Les Cottrell (SLAC). SLAC-PUB-9174, Sep 2001. 4pp. 
To appear in the proceedings of CHEP’01: Computing in, High-Energy Physics and Nuclear, Beijing, China, 3-7 Sep 2001.

· PASSIVE AND ACTIVE MONITORING ON A HIGH PERFORMANCE RESEARCH NETWORK. 
By Warren Matthews, Les Cottrell, Davide Salomoni (SLAC). SLAC-PUB-8776, Feb 2001. 6pp. 
Passive and Active Monitoring (PAM) 2001, Amsterdam, April 22 - 24.

· MEASUREMENT OF CP VIOLATING ASYMMETRIES IN B0 DECAYS TO CP EIGENSTATES. By BABAR Collaboration (B. Aubert et al.). SLAC-PUB-8777, BABAR-PUB-01-01, Feb 2001. 8pp. 

· THE PINGER PROJECT: ACTIVE INTERNET PERFORMANCE MONITORING FOR THE HENP COMMUNITY.
By W. Matthews, L. Cottrell (SLAC). SLAC-REPRINT-2000-008, May 2000. 7pp. 
Published in IEEE Commun.Mag.38:130-136,2000

· INTERNATIONAL NETWORK CONNECTIVITY AND PERFORMANCE, THE CHALLENGE FROM HIGH-ENERGY PHYSICS. By Warren Matthews, Les Cottrell, Charles Granieri (SLAC). SLAC-PUB-8382, Mar 2000. 18pp. Talk presented at the Internet2 Spring Meeting, Washington D.C., 27 Mar 2000.
· INTERNET END-TO-END PERFORMANCE MONITORING FOR THE HIGH-ENERGY NUCLEAR AND PARTICLE PHYSICS COMMUNITY. By Warren Matthews, Les Cottrell (SLAC). SLAC-PUB-8385, Feb 2000. 10pp. Presented at Passive and Active Measurement Workshop (PAM 2000), Hamilton, New Zealand, 3-4 Mar 2000.

· 1-800-CALL-H.E.P.: EXPERIENCES ON A VOICE OVER IP TEST BED. By W. Matthews, L. Cottrell (SLAC), R. Nitzan (Energy Sciences Network). SLAC-PUB-8384, Feb 2000. 5pp. Presented at International Conference on Computing in High Energy Physics and Nuclear Physics (CHEP 2000), Padova, Italy, 7-11 Feb 2000.

· PINGER: INTERNET PERFORMANCE MONITORING: HOW NO COLLISIONS MAKE BETTER PHYSICS. By W. Matthews, L. Cottrell (SLAC). SLAC-PUB-8383, Feb 2000. 5pp. Presented at International Conference on Computing in High Energy Physics and Nuclear Physics (CHEP 2000), Padova, Italy, 7-11 Feb 2000.
· DISCUSSANT REMARKS ON SESSION: STATISTICAL ASPECTS OF MEASURING THE INTERNET. Br R. Les. Cottrell, published in Proceedings of the 30th Symposium on the Interface, (ISBN 1-886658-05-6).

· 
· 
· 
· 
· 
· 
· 
· 
· 
LECTURE COURSES

HOW THE INTERNET WORKS: International Nathiagali Summer College Lecture course, given by Les Cottrell in Pakistan, Summer 2001

Connie Logg

Information Systems Specialist                                                                                              650-926-2879

Network Monitoring and Performance Analyst                                                        cal@slac.stanford.edu

Stanford Linear Accelerator Center

MS 97

2575 Sand Hill Road

Menlo Park, CA 94024

Employment Summary:

	Period
	Employer
	Job Title
	Activities

	1991 to present
	SLAC Computing Services – Les Cottrell
	Network Analyst
	LAN and WAN  monitoring development

	1988 - 1991
	SLAC Controls Department
	Systems Analyst
	Analysis, specification, and design of maintenance database (DEPOT) for all SLAC LINAC control equipment

	1978 - 1987
	SLAC Electronics Department – Ray Larsen
	Systems Analyst
	Developed a software engineering group for the SLAC Electronics Department. Job activities included the analysis, specification, design, and implementation of monitoring, control, and test systems for CAMAC and FASTBUS equipment. Member of FASTBUS standard’s committee

	1971-1978
	SLAC Experimental Group A – Les Cottrell
	Mathematician
	Online & offline line interactive data analysis; development of data acquisition, monitoring and control systems for SLAC HEP experiments


Education:

1970 – MS in EECS, College of Engineering, U.C. Berkeley

1965-1969 – BA in Computer Science, U.C. Berkeley

Narrative:

Connie Logg joined SLAC in July 1971. In 1991 she joined the SLAC Computing Services department, and after a short stint as a VAX systems analyst, she started working on network monitoring at SLAC in 1992. In 1993, she was responsible for the development of the first network monitoring presentation system based on the World Wide Web. The components of this system included SNMP monitoring of all of SLAC’s network support equipment as well as the network connectivity monitoring of SLAC’s world wide collaborators via Ping. She has adapted the LAN monitoring software as networking technology evolved over the years.  Today her LAN monitoring system is comprised of 4 distributed monitoring servers which are monitoring 240 Cisco routers and switches with 14807 ports.  In addition, she is responsible for SLAC’s  daily Netflow analysis. Over the past 2.5 years, she has been the primary architect and implementer for the IEPM-BW bandwidth measurement and monitoring system which is deployed at several sites around the world. 

Publications:

The full list of publications is readily available from online databases.  Included here are those relevant to networking and database development.

To be submitted February 2004 to PAM004:

CORRELATING INTERNET PERFORMANCE CHANGES AND ROUTE CHANGES TO ASSIST IN TOUBLE-SHOOTING FROM AND END-USER PROSPECTIVE.

By Connie Logg, Jiri Navratil, and Les Cottrell, February 2004.

PINGER HISTORY AND METHODOLOGY.
By R. Les Cottrell, Connie Logg, Jerrod Williams (SLAC),. SLAC-PUB-10187, Oct 2003. 4pp. 


OVERVIEW OF IEPM-BW BANDWIDTH TESTING OF BULK DATA TRANSFER.
By R. Les Cottrell, Connie Logg (SLAC),. SLAC-PUB-9202, Jul 2003. 11pp. 
Contributed to 15th Annual SC Conference on High Performance Networking and Computing: From Terabytes to Insights (SC 2002), Baltimore, Maryland, 16-22 Nov 2002. 

EXPERIENCES AND RESULTS FROM A NEW HIGH PERFORMANCE NETWORK AND APPLICATION MONITORING TOOLKIT.
By R. Les Cottrell, Connie Logg, I-Heng Mei (SLAC),. SLAC-PUB-9641, Apr 2003. 13pp. 
Presented at Passive and Active Monitoring Workshop (PAM 2003), San Diego, California, 6-8 Apr 2003. 

IGRID2002 DEMONSTRATION: BANDWIDTH FROM THE LOW LANDS.
By R. Les Cottrell (SLAC), Antony Antony (NIKHEF, Amsterdam), Connie Logg, Jiri Navratil (SLAC),. SLAC-PUB-9560, Oct 2002. 8pp. 

PASSIVE PERFORMANCE MONITORING AND TRAFFIC CHARACTERISTICS ON THE SLAC INTERNET BORDER.
By Connie Logg, Les Cottrell (SLAC),. SLAC-PUB-9174, Sep 2001. 4pp. 
To appear in the proceedings of CHEP'01: Computing in, High-Energy Physics and Nuclear, Beijing, China, 3-7 Sep 2001. 

WHAT IS THE INTERNET DOING? PERFORMANCE AND RELIABILITY MONITORING FOR THE HEP COMMUNITY.
By R.L.A. Cottrell, Connie A. Logg (SLAC), David E. Martin (Fermilab),. SLAC-REPRINT-1998-074, FERMILAB-PUB-98-026, Jan 1998. 11pp. 
Published in Comput.Phys.Commun.110:142-148,1998 

INTERNET PERFORMANCE AND RELIABILITY MEASUREMENTS.
By R.L. Cottrell, C.A. Logg (SLAC), D. Martin (Fermilab),. SLAC-PUB-9785, Apr 1997. 6pp. 
Talk given at Computing in High-energy Physics (CHEP 97), Berlin, Germany, 7-11 Apr 1997. 

WHAT IS THE INTERNET DOING FOR AND TO YOU?
By R.L.A. Cottrell, C.A. Logg (SLAC), D.E. Martin (Fermilab),. SLAC-PUB-7416, Jun 1997. 7pp. 
Talk given at Computing in High-energy Physics (CHEP 97), Berlin, Germany, 7-11 Apr 1997. 

NETWORK RESOURCE AND APPLICATIONS MANAGEMENT AT SLAC.
By C.A. Logg, R.L.A. Cottrell (SLAC),. SLAC-PUB-7057, Feb 1996. 14pp. 
Networld + Interop Engineers Conference, 3-4 Apr 1996, Las Vegas, NV. 

DISTRIBUTED COMPUTING ENVIRONMENT MONITORING AND USER EXPECTATIONS. 
By R.L.A. Cottrell, C.A. Logg (SLAC),. SLAC-PUB-7008, SLAC-PUB-95-7008, Nov 1995. 7pp. 
Contributed to International Conference on Computing in High Energy Physics (CHEP95), Rio de Janeiro, Brazil, 18-22 Sep 1995. 
Published in CHEP 95:537-543 (QCD201:T5:1995) 

NETWORK MANAGEMENT AND PERFORMANCE MONITORING AT SLAC.
By C.A. Logg, R.L.A. Cottrell (SLAC),. SLAC-PUB-6744, SLAC-PUB-95-6744, Mar 1995. 9pp. 
Presented at Networld + Interop Conference, Las Vegas, NV, 27-31 Mar 1995. 

ADVENTURES IN NETWORK PERFORMANCE ANALYSIS

By C.A. Logg, poster session presentation at the 1994 IEEE Network Operations and Management Symposium, Hyatt Orlando, Kissimmee, Florida, February 14-17, 1994.

DEPOT DATABASE REFERENCE MANUAL AND USERS'S GUIDE: AN OVERVIEW TO THE DEPOT DATABASE, INCLUDING DESCRIPTIONS OF THE VARIOUS SUBFILES AND THEIR ELEMENTS AND USES.
By Patrick Clancey, Connie A. Logg (SLAC),. SLAC-0366, SLAC-366, SLAC-R-0366, SLAC-R-366, Mar 1991. 124pp. 

DEPOT: DATABASE FOR ELECTRONICS PARTS AND OTHER THINGS.
By C.A. Logg, P. Clancey, G. Crane (SLAC),. SLAC-PUB-5166, Jan 1990. 9pp. 
Presented AT IEEE Nuclear Science Symposium, San Francisco, CA, Jan 15-19, 1990. 
Published in IEEE Trans.Nucl.Sci.37:347-354,1990 (No.2) 

Paola Grosso
Network Specialist 

Stanford Linear Accelerator Center       

SLAC Computing Services

2575 Sand Hill Road, Menlo Park, CA

Phone: (650) 926.1513

E-mail: grosso@slac.stanford.edu

Professional Expertise

Paola Grosso is a Network Specialist for the SLAC Network Group. She is involved in the design and management of the routed and switched campus, with particular focus on supporting high performance applications for physics data analysis. She has designed and maintains the SLAC IPv6 network. Her most recent work is on the development of the Web Services infrastructure for the SLAC Network Monitoring group, within the Framework of the GGF Network Measurement Working Group.

Education

· Ph.D. Physics – Universita’ di Torino – Italy, 1999

· M.S. Physics – Universita’ di Torino – Italy, 1995

Positions

· Network Specialist, SLAC – 2001-present

· Visiting physicist, SLAC – year 2000

Publications

Full list of physics publications is available from online databases.

13.6.3 Eric Logan Boyd

Internet2
734-352-7032 tel 

University Corporation for Advanced Internet Development
734-913-4255 fax

3025 Boardwalk, Suite 200
eboyd@internet2.edu

Ann Arbor, MI 48108
http://people.internet2.edu/~eboyd/

Professional Expertise

Eric L. Boyd is a Performance Engineering Consultant in the End-to-End Performance Initiative of Internet2 (UCAID). He serves as the lead architect, technical lead, and software development manager for the E2E piPEs project, leading an eight person team. He is also active in the GGF Network Measurement Working Group, leading an effort to develop a test and data request schema. Over the past 14 years, he has been focusing on the design and development of performance analysis tools for computer architecture (HP and Compaq), HTTP caching (Solidspeed Networks), and networking (Internet2). He is the principal designer of the E2E piPEs project.

Education

· Ph.D., Computer Science and Engineering, University of Michigan, 1995

· MSE, Computer Science and Engineering, University of Michigan, 1992

· BSE, Electrical Engineering (Computer Engineering Option), Princeton University, 1990

Positions

· Performance Engineering Consultant, Internet2, Michigan, 2002 – Present

· Vice-President, Research & Development, SolidSpeed Networks, Michigan, 2000-2001

· Principal Software Engineer, Compaq Computer Corporation, New Hampshire, 1997-2000

· Software Design Engineer, Hewlett-Packard, Massachusetts, 1995 - 1997

Publications:

Performance Evaluation and Improvement of Parallel Application on High Performance Architectures, Eric L. Boyd, Ph.D. Thesis, University of Michigan, October 1995.

Modeling Computation and Communication Performance of Parallel Scientific Applications: A Case Study of the IBM SP2, Eric L. Boyd, Gheith A. Abandah, Hsien-Hsin Lee, and Edward S. Davidson, Technical Report CSE-TR-236-95, University of Michigan, May 95.

A Hierarchical Approach to Modeling and Improving the Performance of Scientific Applications on the KSR1, Eric L. Boyd, Waqar Azeem, Hsien-Hsin Lee, Tien-Pao Shih, Shih-Hao Hung, and Edward S. Davidson, Proceedings of the International Conference on Parallel Processing, August 94.

Communication in the KSR1 MPP: Performance Evaluation Using Synthetic Workload Experiments, Eric L. Boyd and Edward S. Davidson, Proceedings of the International Conference on Supercomputing, pp 166-175.

Evaluating the Communication Performance of MPPs Using Synthetic Sparse Matrix Multiplication Workloads, Eric L. Boyd, John-David Wellman, Santosh G. Abraham, and Edward S. Davidson, Proceedings of the International Conference on Supercomputing, November 93.

Hierarchical Performance Modeling with MACS: A Case Study of the Convex C-240, Eric L. Boyd and Edward S. Davidson, Proceedings of the 20th International Symposium on Computer Architecture, pp 203-212, May 93.

KSR1 Multiprocessor: Analysis of Latency Hiding Techniques in a Sparse Solver, Daniel Windheiser, Eric L. Boyd, Eric Hao, Santosh G. Abraham, and Edward S. Davidson, Proceedings of the 7th International Parallel Processing Symposium, pp 454-461, April 93.

13.6.4 D. Martin Swany

Department of Computer and Information Sciences
302-831-2324 tel

University of Delaware
302-831-8458 fax

Newark, DE 19716
swany@cis.udel.edu

http://www.cis.udel.edu/~swany
Professional Expertise

D. Martin Swany is an Assistant Professor in the Department of Computer and Information Sciences at the University of Delaware.  He has extensive experience in distributed performance monitoring and network performance tuning for distributed environments.  

Education

· Ph.D. Computer Science, University of California, Santa Barbara, 2003

· M.S. Computer Science, University of Tennessee, 1998

Positions

· Research Staff, Mayhem Lab, University of California. Santa Barbara, 1999-2003

· Research Staff, Innovative Computing Lab, University of Tennessee, 1996-1999

· Network Analyst, Network Services, University of Tennessee, 1992-1996

Selected Publications

· Enabling Network Measurement Portability Through a Hierarchy of Characteristics, B. Lowekamp, B. Tierney, Les Cottrell, R. Hughes-Jones, T. Kielmann, M. Swany, 4th International Workshop on Grid Computing (Grid2003), 2003

· Network Scheduling for Computational Grid Environments, M. Swany and R. Wolski, Workshop on Adaptive Grid Middleware ‘03 (in association with PACT03), 2003

· Multivariate Resource Performance Forecasting in the Network Weather Service, M. Swany and R. Wolski, Proceedings of SC2002, Baltimore, MD, November 2002.

· Building Performance Topologies for Computational Grids, M. Swany and R. Wolski, Los Alamos Computer Science Institute (LACSI) Symposium, Santa Fe, NM, October 2002.

· Representing Dynamic Performance Information in Grid Environments with the Network Weather Service, M. Swany and R. Wolski, 2nd IEEE International Symposium on Cluster Computing and the Grid (CCGrid2002), Berlin, Germany, May 2002.

· Network Proximity Resolution with SonarDNS, M. Swany, University of Tennessee Technical Report UT-CS-99-429, April 1999.

13.6.5 Dan Gunter

Scientist

Lawrence Berkeley National Laboratory (http://dsd.lbl.gov/~dang).  

Professional Expertise

Research interests include performance monitoring, distributed data-intensive computing, and high-speed networking.

Mr. Gunter is the main architect of the NetLogger Toolkit and Python Grid Monitoring Architecture implementation (pyGMA). Previous work includes the NetLogger Visualization tool (NLV) and enhancements to the Distributed Parallel Storage Server (DPSS). He has co-chaired the Global Grid Forum Performance working group and Discovery and Monitoring Event Descriptions working group.

Education

Mr. Gunter has his Masters degree in Computer Science from San Francisco State University.

Mr. Gunter has a Bachelors degree in Anthropology from Brown University.

Selected publications. 

· D. Gunter, B. Tierney, C. E. Tull, V. Virmani, On-Demand Grid Application Tuning and Debugging with the NetLogger Activation Service, (submitted to) 4th International Workshop on Grid Computing (Grid2003), LBNL-52991 

· D. Gunter, B. Tierney, NetLogger: A Toolkit for Distributed System Tuning and Debugging, Proceedings of The 8th IFIP/IEEE International Symposium on Integrated Network Management March 24-28, 2003, Colorado Springs, CO, LBNL-51276 

· D. Gunter, B. Tierney, K. Jackson, J. Lee, M. Stoufer, “ Dynamic Monitoring of High-Performance Distributed Applications” , Proceedings of the 11th IEEE Symposium on High Performance Distributed Computing, HPDC-11 , July 2002, Edinburgh, Scotland, LBNL-49698 

· J. Lee, D. Gunter, M. Stoufer, B. Tierney, “Monitoring Data Archives for Grid Environments”, Proceeding of IEEE Supercomputing 2002 Conference, Nov. 2002, Baltimore, Maryland, LBNL-50216. 

· B. Tierney and D. Gunter, NetLogger: A Toolkit for Distributed System Performance Tuning and Debugging , LBNL Tech Report LBNL-51276. 

· B. Tierney, D. Gunter, J. Lee, M. Stoufer, “Enabling Network-Aware Applications”, Proceedings of the 10th IEEE Symposium on High Performance Distributed Computing (HPDC-10), August 2001, LBNL-47611. 

Tierney, B., W. Johnston, B. Crowley, G. Hoo, C. Brooks, D. Gunter.The NetLogger Methodology for High Performance Distributed Systems Performance Analysis, Proceeding of IEEE High Performance Distributed Computing conference ( HPDC-7 ), July 1998, LBNL-42611. (viewgraphs)

13.6.6 Jason R. Lee

Computer Scientist

Lawrence Berkeley National Laboratory (http://www-itg.lbl.gov)

Professional Expertise

The current focus of Jason Lee’s research is in networking. Jason has just returned from a sabbatical with the University of Amsterdam where he spent  a year in the Advanced Internet Research (AIR) Group experimenting  with various network protocol stacks over a wide range of network topologies. Previously Jason was involved with the design and implementation of a distributed parallel storage system that used high-speed ATM networks. Other research and development interests include gigabit network-based distributed applications for scientific imaging and laboratory control, acquisition, storage, processing, analysis, and display of video-based scientific image data and distributed computer graphics and image processing systems. Jason is also interested in the area of security, dealing with how to monitor attacks, how to counter attacks, tracking methodologies, etc.

Education

Jason received a Masters in Computer Science from San Francisco State University. 

Selected publications (See http://www-itg.lbl.gov/~jason/CV.html)

Antony, J. Blom, C. de Laat, J. Lee and W. Sjouw, “Microscopic Examination of

TCP Flows over Transatlantic Links,” Technical Report University of Amsterdam,

October 2002. Submitted to a special issue of FGCS.

D. Gunter, B. Tierney, K. Jackson, J. Lee, M. Stoufer, “Dynamic Monitoring of

High-Performance Distributed Applications” , Proceedings of the 11th IEEE

Symposium on High Performance Distributed Computing, HPDC-11, July 2002,

LBNL-49698.

J. Lee, D. Gunter, M. Stoufer, B. Tierney, “ Monitoring Data Archives for Grid

Environments,” Proceeding of IEEE Supercomputing 2002 Conference, Nov. 2002,

LBNL-50216.

B. Allcock, Foster, I., Nefedova, V., Chervenak, A., Deelman, E., Kesselman, C.,

Sim, A., Shoshani, A., Lee, J., Drach, B., Williams, D. “High-Performance Remote

Access to Climate Simulation Data: A Challenge Problem for Data Grid

Technologies “ Proceeding of the IEEE Supercomputing 2001 Conference, Nov. 2001.

J. Lee, D. Gunter, B. Tierney, W. Allcock, J. Bester, J. Bresnahan, S. Tecke

Applied Techniques for High Bandwidth Data Transfers across Wide Area Networks

Sept 2001, LBNL-46269, CHEP01 Beijing China.

B. Tierney, D. Gunter, J. Lee, M. Stoufer, “Enabling Network-Aware Applications”

, Proceedings of the 10th IEEE Symposium on High Performance Distributed

Computing ( HPDC-10 ), August 2001, LBNL-47611.

D. Agarwal, B. Tierney, D. Gunter, J. Lee, and W. Johnston, ``Network Aware

High-Performance Distributed Applications,’’Proceedings of the Workshop on New

Visions for Large-Scale Networks: Research and Applications, Vienna, VA (March

2001). (LBNL Technical Report Number LBNL-47518).

W. Bethel, Tierney, B., Lee, J., Gunter, D., Lau, S., “Using High-Speed WANs and

Network Data Caches to Enable Remote and Distributed Visualization,” Proceeding

of the IEEE Supercomputing 2000 Conference, Nov. 2000. LBNL-45365.

Tierney, B., W. Johnston, J. Lee, “A Cache-based Data Intensive Distributed

Computing Architecture for Grid Applications,” CERN School of Computing , Sept,

2000.

D. Gunter, B. Tierney, B. Crowley, M. Holding, J. Lee NetLogger: A Toolkit for

Distributed System Performance Analysis Proceedings of the IEEE Mascots 2000

Conference (Mascots 2000), August 2000, LBNL-46269.

B. Tierney, B. Crowley, D. Gunter, M. Holding, J. Lee, M. Thompson A Monitoring

Sensor Management System for Grid Environments Proceedings of the IEEE High

Performance Distributed Computing conference ( HPDC-9 ), August 2000,

LBNL-45260.

Tierney, B., Johnston, W., Lee, J., Thompson, M., “A Data Intensive Distributed

Computing Architecture for Grid Applications,” Future Generation Computer

Systems (an Elsevier Journal), vol 16, #5, April 2000, pp 473-481.

Tierney, B. Lee, J., Crowley, B., Holding, M., Hylton, J., Drake, F., “A

Network-Aware Distributed Storage Cache for Data Intensive Environments,”

Proceedings of IEEE High Performance Distributed Computing conference ( HPDC-8

), August 1999, LBNL-42896.

Lee, J., Tierney, B., and Johnston, W., “Data Intensive Distributed Computing: A

Medical Application Example,” Proceedings of the High Performance Computing and

Networking Conference ( HPCN 99 ), April 1999, LBNL-42690.
13.6.7 Guojun Jin 

Computer System Engineer III

National Energy Research Scientific Computing Center

Lawrence Berkeley National Laboratory

Professional Expertise:

Guojun Jin has served as a principal investigator on the Bandwidth Estimation and Its Applications project. Research interests include high-speed network protocols and architecture; architecture and engineering design and implementation of computer, file system, and operating system; unified device driver development; high-speed and efficient data transfer on I/O systems and internal sub-systems; network measurement; network analysis, tuning, and trouble shooting; distributed applications for scientific computing and storage system over ultra high-speed network; computer design standardization.

Education:

B.S., Computer Technology, Beijing Computer Institute, 1982

M.S., Computer Science, San Francisco State University, 1991

Selected Publications:

“System Capability Effects on Algorithms for Network Bandwidth Measurement,” G. Jin, B. Tierney, Proceedings of

the Internet Measurement Conference, Oct. 27-29, 2003, Miami, Florida, LBNL-48556

“Netest: A Tool to Measure Maximum Burst Size, Available Bandwidth and Achievable Throughput,” G. Jin, B.

Tierney, Proceedings of the 2003 International Conference on Information Technology Research and Education, Aug. 10-

13, 2003, Newark, New Jersey, LBNL-48350.

“Deep Scientific Computing Requires Deep Data,”William T. C. Kramer, Arie Shoshani, Deborah A. Agarwal, Brent R.

Draney, Guojun Jin, Gregory F. Butler, and John A. Hules. IBM Journal of R&D Special Issue on Deep Computing, 2003

“An Infrastructure for Passive Network Monitoring of Application Data Streams,” D. Agarwal, J. M. González, G. Jin,

B. Tierney, 2003 Passive and Active Measurement Workshop, San Diego, CA, April 2003, LBNL-51846.

“Feedback adaptive control and feedback asymptotic convergence algorithms for measuring network bandwidth,” G.

Jin, Jan. 2003, LBNL-53165

“Algorithm and Requirement for Measuring Network Bandwidths,” G. Jin, Jan. 2002, LBNL-48330

“Network Characterization Service (NCS),” G. Jin, G. Yang, B. Crowley, D. Agarwal, Proceedings of the 10th IEEE

Symposium on High Performance Distributed Computing HPDC-10 , August 2001, LBNL-47892.

Other Significant Publications:

“Distributed Health Care Imaging Information Systems,” Mary Thompson, William Johnston, Jin Guojun, Jason Lee,

Brian Tierney, LBNL, and Joseph Terdiman, Kaiser Division of Research. PACS Design and Evaluation: Engineering and

Clinical Issues, SPIE Medical Imaging 1997. Feb 27, 1997, SPIE Proceedings Vol. 3035

“Distributed Environments for Large Data-Objects: Broadband Networks and a NewViewof High Performance, Large-

Scale Storage-Based Applications,” Johnston, W., Jin, G., Hoo G., Larsen C., Lee J., Tierney B., and Thompson M.

Internetworking ‘96, Nara, Japan, September 1996.

Virtual Fast Fourier Transform (VFFT), Jin, G., Algorithm on achieving the feasibility and speed of Fourier transform

for 2-dimensional and 3-dimensional computation, especially for image processing. 1995.

Auto-Configuration System (ACS). Guojun Jin, Auto-Configuration System for Compiling and programming on

different Platforms. 1994. LBL35579

Distributed Parallel Data Storage Systems: A Scalable Approach to High Speed Image Servers, B. Tierney,W. Johnston,

L.T. Chen, H. Herzog, G. Hoo, G. Jin, J. Lee, and D. Rotem, Proceedings of ACM Multimedia ‘94, Oct. 1994, LBL35408.

Using High Speed Networks to Enable Distributed Parallel Image Server Systems, B. Tierney, W. Johnston, L.T. Chen,

H. Herzog, G. Hoo, G. Jin, and J. Lee, Proceedings of Supercomputing ‘94, Nov. 1994, LBL-35437.

13.6.8 Chin Guok

Energy Sciences Network

Network Engineering Services Group

Lawrence Berkeley National Laboratory

One Cyclotron Road

Mail Stop 50A-3111

Berkeley, CA 94720

Telephone: (510) 495 2279
Fax: (510) 486 6712

E-Mail: chin@es.net

Narrative:

Chin Guok joined ESnet in 1997 as a Network Engineer, focusing primarily on network statistics.  He designed and developed an in-house network monitoring system and integrated publically available statistical packages into the ESnet accounting infrastructure.  He was a core engineer in the testing and production deployment of MPLS and QoS (Scavenger Service) within ESnet, and the principle developer of the ESnet Performance Center project.

Education:

- M.S. Computer Science, University of Arizona, 1997

- B.S. Computer Science, University of the Pacific, 1991

Positions:

- Network Engineer, ESnet, 1997 - Present

13.6.9 Andrew K. Adams

Pittsburgh Supercomputing Center
4400 Fifth Avenue
Pittsburgh, PA 15213
akadams@psc.edu 

Birth Place: Orange, NJ

Birth Date: January 5, 1963 

Education:

M.S. in Information Science, University of Pittsburgh, 1991 (Magna Cum Laude)

B.S. in Information Science, University of Pittsburgh, 1989 

Professional Experience:

1995 - present, Network Engineer, Networking, Pittsburgh Supercomputing Center

1993 - 1995, Application Programmer, Common Knowledge: Pittsburgh, PSC

1991 - 1993, Senior User Consultant, User Services, PSC

Professional Societies:

Internet Engineering Task Force

Internet Society

Usenix

Recent Publications:

“Experiences with NIMI,”e;V. Paxson, A. Adams, Symposium on Applications and the Internet 2002, Proceedings, February 2002.

“A System for Flexible Network Performance Measurement,” A. Adams, M. Mathis, INET 2000, Proceedings, July 2000.

“The Use of End-to-end Multicast Measurements for Characterizing Internet Network Behavior,” A. Adams, T. Bu, R. Caceres, N. Duffield, T. Friedman, J. Horowitz, F. Lo Presti, S.B. Moon, V. Paxson, D. Towsley, IEEE Communications, Vol.38, No.5, May 2000.

“Experiences with NIMI,”e;V. Paxson, A. Adams, M. Mathis, Passive and Active Measurement Workshop 2000, Proceedings, April 2000.

“Creating a Scalable Architecture for Internet Measurement,” Andrew Adams, Jamshid Mahdavi, Matthew Mathis, and Vern Paxson, INET`96.

“An Architecture for Large-Scale Internet Measurement,” Paxson, V., Mahdavi, J., Adams, A., and Mathis, M., IEEE Communications, Vol.36, No.8, pp 48-54, August 1998.

Synergistic Activities:

NIMI (Aug. 2000 - Present). Originally, a NSF funded collaborative project with LBNL to architect and develop a method for building and managing measurement infrastructures. Later, funded by DARPA, the software suite, developed under FreeBSD, NetBSD, Linux and Solaris, allowed selected researchers to perform individual measurement studies using the “global” infrastructure. And currently, funded under the National Middleware Initiative, the architecture was re-designed to use X.509 certificates over TLS for authentication, and Akenti for authorization to enable a broader range of researchers & communities access to public infrastructure. 

Web100 (Sept. 2000 - Apr. 2001). A NSF funded collaborative project with NCAR and NCSA to develop a software suite that will enable ordinary users to attain full network data rates without requiring help from networking experts. The software suite, initially developed for LINUX platforms, will automatically tune the end host network stack form the underlying network environment. The software suite will also provide network diagnostics and measurement information. 

Common Knowledge: Pittsburgh (1993-1995). A collaboration between the Pittsburgh Public School District, the University of Pittsburgh and the Pittsburgh Supercomputing Center, to incorporate network and computing technology into the curriculum within the school district. Provided technical expertise for defining, designing, implementing and supporting network and computing infrastructure based on the curriculum requirements within the school district. 

13.6.10 Collaborators:

Networking staff at NSF Supercomputing Centers (PSC, SDSC, NCSA)
Paul Barford at the University of Wisconsin
Vern Paxson at LBNL or ICSI
14 Appendix
14.1 Letter of Support from Tom DeFanti of StarLight

14.2 Letter of Support from Harvey Newman of UltraLight

14.3 Letter of Support from Richard Mount, PI for PPDG

14.4 Letter of Support from Bill Wing PI for UltraScienceNet and Chairman of the ESCC

Letters of Support

CERN: Les will contact Olivier Martin for CERN & DATATAG

FNAL

SLAC, BaBar and PPDG: Richard Mount, Les Cottrell has contacted

StarLight – Rich Carlson has contacted Tom DeFanti

UltraScienceNet – Letter from Bill Wing stating we can use network?

UltraLight, UKLight – get something from Hravey, Les has contacted Harvey

Grid services – Letter from Ian Foster or Charlie Catlett for Grid services? – Rich Carlson will contact

Mary Thompson -  Brian will contact

Linda Winkler?

CAIDA/KC  etc. who will contact
� Performance Measurement Architecture Workshop 2003. This material is based in part on work supported by the National Science Foundation under Grant No. ANI-0314723.


� See for example � HYPERLINK "http://www.slac.stanford.edu/grp/scs/net/talk03/I2MM-Oct03-IPv6.ppt" �SLAC IPv6 deployment� presented by by Paola Grosso at the Internet2 Member meeting, Indianapolis Oct.13-16
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