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Project Summary 

Current Grid applications typically utilize a small percentage of available network bandwidth. Application developers often blame the network for poor performance, and network engineers blame end host issues or poor application design. Network monitoring services are needed to resolve these questions and to verify whether the network is in fact the source of the problem. A measurement infrastructure needs to be deployed over existing high-performance production based networks (e.g., ESnet, Abilene), over experimental networks (e.g., UltraNet), at national and international peering points (e.g., StarLight), and at important DoE science sites (e.g., CERN, SLAC, FNAL).
Previous attempts to address these performance problems have lead to the development of a collection of basic tools that can be used to measure specific network variables (e.g., available bandwidth, one-way delay) and several rudimentary network measurement infrastructures that use these tools to monitor specific portions of the global Internet. These infrastructures typically cover a single administrative domain and are designed to provide highly skilled network engineers with the ability to manage their network. 
While it is realistic to believe that an administrative domain will deploy a single network measurement infrastructure, it is unrealistic to believe that multiple administrative domains will all deploy the same measurement infrastructure. Given that US based DOE scientists will use ESnet, UltraNet, and Abilene networks to meet their day-to-day network needs, it is important that a multi-domain, multi-infrastructure measurement environment be explored.
Therefore it is necessary to have a mechanism to tie together a heterogeneous collection of monitoring systems. However, little or no effort has been expended to allow these infrastructures to inter-work and/or to share data with peer infrastructures.  MAGGIE will develop the software tools and procedures that are needed to allow this data sharing to occur, and also integrate information from multiple sources and infrastructures to enable improved understanding and diagnosing of network problems.  We will leverage the Global Grid Forum’s activities in the network monitoring and security working groups to ensure inter-operability between these existing measurement infrastructures.  These efforts will also provide a common mechanism that other measurement infrastructures can use as needed.
In addition, different infrastructures have unique strengths and weaknesses in their design and operation.  MAGGIE will encourage the close collaboration needed to allow us to identify the most useful features of each infrastructure. Thus each infrastructure will be improved faster than if the individual teams worked alone. The combination of inter-operability between multi-domain infrastructures and better tools will improve the network experience for all DOE scientists. 
1.0 Project Overview

Finding and fixing Grid application configuration and performance problems is a difficult and challenging task. Problems can manifest themselves in many shapes and forms making it difficult for experienced network engineers and application developers to understand what is going wrong.  For example; an application that does a lot of network I/O could see performance impacts due to slow disk access, large network delays, or poor programming techniques.  Determining what the exact problem is, and crafting the proper solution requires a deep understanding of all possible problem areas.  It also requires that multiple data sources - network, system, and application - be mined and correlated to arrive at the correct answer.

The MAGGIE project will provide the DOE science community with a deep understanding of the networks used for day-to-day operations.  It will also begin the necessary step of porting the tools and technologies used to measure and monitor today’s gigabit networks, to tomorrows multi-gigabit networks.  We will also develop the software tools and procedures needed to ensure that network performance and monitoring data is shared across multiple independent measurement administrative domains. This recognizes the reality that current, and future, global networks are built by peering relationships between independent network administrative domains. This ensures that DOE scientists will be able to work effectively now and for the foreseeable future. 

In order to achieve the goals laid out in this proposal, we will develop a network monitoring infrastructure that will be: 

· Useful for applications: The monitoring service must provide information on available bandwidth, achievable throughput, delay, and jitter. It is also needed for Grid scheduling and Grid troubleshooting. 

· Useful for network engineers: The monitoring service must provide information needed to help locate and solve problems such as misconfigured or underpowered routers, switches, and hosts. 

· Useful for DOE scientists and end users: The monitoring services must provide a mechanism to allow end users to perform basic troubleshooting steps with the ability to forward the results to the proper network engineer so the problem can be resolved. It must also identify basic network configuration errors that are known to cause performance problems.
· Easy to deploy and configure: If it is too difficult to install and configure, it will not be deployed widely enough to be useful. 

· As un-intrusive as possible: passive monitoring should be done wherever possible, active monitoring should be done only when necessary, and stored active monitoring data should be fetched when available. 

· Be as accurate and timely as possible: care must be taken to ensure that the best data source is used to ensure timely and accurate results.  The infrastructure should automatically determine if it is better to retrieve archived data or gather new data to answer a performance question.
Network infrastructure will be deployed over both of the major US backbone networks - ESnet and Abilene – used by the DOE science community. In addition, new ultra high-speed testbeds – such as UltraNet [UltraNet], UltraLight, and UKLight [UKLight] - will be used to evaluate the performance of new and existing monitoring tools, especially at high speed. In return this monitoring will be critical to understand the achievable performance of these testbeds, trouble-shoot problems, and influence the planning for and use of future testbeds.

Sample Use Cases

We propose to deploy a network monitoring infrastructure that will satisfy all of the following use cases:

Use case 1: Network Troubleshooting: When achievable throughput (via memory to memory transfer ala iperf [Iperf]) across a given path is much slower than the reported/expected available bandwidth, then network monitoring is needed to discover why, which network segment (host, interface, link, router, switch, autonomous domain,  etc.) is the problem, and whom to contact to correct it. In addition, many end-to-end network paths cross unmanaged network segments, especially close to the end user’s desktop computer. Monitoring tools that use host based performance data will be incorporated into the infrastructure to cover these unmanaged segments. 
Use case 2: Capacity planning and auditing: Network monitoring data is necessary for capacity planning purposes to ensure resources are put in place on a timely schedule so that bottlenecks don’t appear due to lack of network resources, and to ensure that measurable service level agreements are put in place and their requirements are met.
Use case 3: Grid Scheduling: Network-monitoring data is required by Grid data management middleware when selecting the best source(s) from which to copy replicated data. Either raw historical data or predictions of future end-to-end path characteristics between the destination and each possible source might be used for this purpose. Accurate predictions of the performance obtainable from each source requires a history of measurements of available bandwidth (both end-to-end and hop-by-hop), latency, loss, and other characteristics important to file transfer performance. 

Use case 4: Grid Troubleshooting:  Imagine a Grid job that took 10 minutes to run yesterday is taking 60 minutes to run today, using the same set of hardware. Why? Is the problem the hosts, disks, or networks? Grid Application users and developers often blame the network, when in fact the problem may be elsewhere. Network monitoring data (as well as host and application monitoring data) is needed to determine the source of the problem.

Use case 5: Evaluation of experimental networking components: Network monitoring data is needed for evaluation of new protocols, new NIC card features (i.e.: TCP Offloading Engines (TOE)), large MTU’s, and so on.

Most existing network monitoring infrastructures, such as AMP [AMP], NIMI [NIMI], Surveyor [Surveyor], and RON [RON] have focused only use cases 1and 2. This proposal will address all five use cases.

There are a number of existing tools and services we will evaluate and/or use to build this federation of network monitoring infrastructures and demonstrate its extensibility. These include:

· NIMI: provides a secure management infrastructure, allowing authenticated & authorized tool execution & evaluation

· NTAF: includes an OGSA-based data publication mechanism using the GGF recommended format [NTAF] [NMWG]

· NetLogger: provides tools to transport the monitoring results and load them into a relational database [NETLOG]

· IEPM-BW/PingER: provides initial data analysis components, and monitoring system fault management mechanisms [IEPM-BW]

· NDT: provides Web100-based network diagnostic functions of desktop/laptop computers [NDT] 

· E2E pvides : provides framework for scheduled and on-demand testing services between network measurement points, already deployed throughout the Abilene network. [PIPES] 

· ESnet Performance Center: Provides a means of performing tests between ESnet core routers [EPC]

· Scriptroute: provides a simple to use ability to define and launch lightweight on-demand network monitoring tools without the need for passwords or credentials [Scriptroute]
· Monitoring Tools: many tools (e.g., ping, traceroute [Traceroute], iperf, owamp [Owamp], pathrate [Pathrate], Pathload [Pathload], ABwE [ABwE], and netest [Netest]) already exist that perform specific data collection tasks.

Network Monitoring and Peer-2-Peer Technology
We will explore the use of Peer-to-Peer (P2P) technology for network monitoring. One of the important aspects of peer-to-peer computing is that the system becomes more powerful and more useful as new peers join [ref: Gribble]. Because P2P systems are decentralized, the robustness, availability, and performance of the systems grow with the number of peers. The diversity of the system also scales, as new peers can introduce specialized data (e.g.: information on new network paths) that the system was previously lacking. Decentralization also helps eliminate control issues, as trust is diffused over all participants in the system. The need for administration is greatly diminished, since there is no dedicated infrastructure to manage. In particular, we will look into using P2P technology for resource and information discovery. This is discussed in more detail below.

1.1 Research Objectives

Despite the fact that several partially completed, individual network monitoring infrastructures have already been deployed, a large number of research issues remain. These research issues include:

Active vs. passive monitoring 

An active measurement tool is defined to be intrusive when its average probing traffic rate during the measurement process is significant compared to the available bandwidth in the path. It is desirable to perform passive monitoring, using tools such as NetFlow [NETFLOW], NetraMet [NetraMet0, SNMP [SNMP], SCNM [SCNM], Magnet [Gardner], and Web100 [WEB100] whenever possible, as this is usually the least intrusive form of monitoring. However, passive monitoring data is often not available, some types of information, such as achievable throughput (described below) can only be obtained by active monitoring, and in some cases it can take more resources to extract the relevant passive information, than to simply make a direct active measurement. It is thus very important to monitor the bandwidth used by the measurement tools relative to the total available bandwidth. 

In addition, active tools can be made less intrusive by using Web100 instrumentation data, as is done by quick iperf [Qiperf]. Many available bandwidth measurement tools have parameters allowing one to sacrifice accuracy for less intrusiveness. Finding the acceptable level of intrusiveness versus accuracy is a difficult problem.
In MAGGIE we propose to research mechanisms that will integrate both active and passive monitoring results to provide the most complete and least intrusive monitoring possible.

End host vs. backbone network monitoring

As noted above, DOE science is seeing strong growth in P2Pcomputing environments.  From a network monitoring standpoint, the major difficulty with this P2P environment is that most of these user desktop computers are connected to unmanaged network segments. It is impossible, or at least impractical, to try and monitor each and every possible network path in this P2P environment. 
In MAGGIE we propose to research methods that allow testing of individual hosts in an efficient manner that minimizes the data collection demands on the end host and maximizes the re-use of existing measurement data, extending the work already begun in E2E piPEs project.

Available bandwidth vs. achievable throughput 

Available bandwidth is the unutilized capacity of the slowest (the lowest transmission rate or the currently most congested) hop of an end-to-end network path. Achievable throughput includes end host, NIC, protocol, and even disk performance effects, and therefore may be dramatically different from the available bandwidth on a high-speed network. It is important to not confuse these two concepts, and the type of problem being diagnosed determines which is more useful.

Several types of applications can benefit from knowing the available bandwidth characteristics of their network paths. For example, peer-to-peer applications form their dynamic user-level networks based on available bandwidth between peers. Overlay networks can configure their routing tables based on the available bandwidth of overlay links. Available bandwidth is also a key concept in content distribution networks, intelligent routing systems, end-to-end admission control, and video/audio streaming.

However in a Grid environment, achievable throughput, not available bandwidth, is often far more useful. For example, when optimizing or debugging a GridFTP file transfer over UltraNet-like networks, the disk is far more likely to be the problem than the network. Therefore active end-to-end disk-to-disk probes are needed to determine what performance a GridFTP service should expect to achieve. Even for memory-to-memory transfers, on UltraNet the end host memory and/or PCI bus will likely be slower than the network, and will therefore affect the achievable throughput.

MAGGIE will examine the use cases in detail and determine which, when, and where each is most useful, and work with middleware developers to ensure they are using the correct characteristic for their use case.

Information and Capability Discovery

There are several issues for Network Measurement Infrastructures related to information discovery. A partial list of problems includes; 1) finding archived data sites; 2) finding the end-to-end path segments between the communicating hosts; 3) determining which measurement tool to use when; and 4) finding monitoring hosts at or near the desired path. 
Finding the data archive sites, measurement tools, or some passive monitoring sites can be done using a hierarchical system such as the Globus MDS [ref], scriptroute’s use of tinydns [TinyDNS], or it can be done using a peer-to-peer overlay. These methods rely on registering hosts, and the services they provide, in a database. Clients make calls to a well known database server (e.g. DNS, LDAP) to find the correct service or server. The client can then contact the archive server to retrieve the necessary data, or it can contact the active monitoring host to request a test be performed.
For active monitoring one would like to find a monitoring host(s) that is/are “close” to one or both of  the end-points of interest. One possible solution is to use “discovery packets” which would work like the SCNM “activation packets”. These discovery packets would be special UDP packets that the would travel the end-to-end path, and routers along the way could send a copy of these packets out a specified port containing the monitoring host, and the monitoring host could then reply with an “I’m here” message. 

This will only work if the monitoring host is actually on the same path. To find monitoring hosts that are only “near” the path is more difficult. One possibility is to use a peer-to-peer overlay that includes the ability to keep track of  “close” neighbors, such as the Pastry system [Row01], which uses a “proximity metric” that is based on network address prefix-matching constraints. Another solution is to use a method such as Global Network Positioning (GNP) [Ng02], a proposed technique for estimating Internet latency between points. GNP estimates latency using multidimensional mappings derived from measurements between each point and special landmarks.  Finally, the IP anycast services provide an expanding search capability that allows hosts to contact one of several servers that provide identical services. Thus clients can find the closest server, where closest is based on network topology.
MAGGIE will explore ways to solve these problems.  We will leverage the existing work from the Grid Middleware services groups and examine new approaches where appropriate or necessary.

Troubleshooting and Analysis 

This will likely be the hardest research problem for MAGGIE. How does one use the potentially overwhelming amount of monitoring data to track down problems? How does one close the “wizard gap” enabling ordinary users to achieve results comparable to experienced network engineers? How do we automate the discovery of common configuration and performance problems allowing experienced network engineers to concentrate on solving unusual or new problems? MAGGIE researchers will address each of these problem areas.

We will evolve and extend the IEPM analysis and visualization tools. These tools allow users and engineers to quickly spot anomalous behaviors or conditions that affect E2E performance. We will also provide drill down capabilities to correlate various measurements such as traceroute, Reverse Path Tree (RPT) [Scriptroute] and available bandwidth to provide predictive and alerting capabilities. Finally, we will also develop infrastructure management tools such as those used in IEPM to quickly detect, analyze and report on failures (e.g. unreachable hosts, failed or hung processes or tools etc.). 

We will evolve and extend the NDT analysis tool to aid in the detection of common network configuration problems.  This tool allows end users to quickly spot basic configuration and performance problems that affect their desktop computer.  It also provides drill down and reporting capabilities allowing the user to forward detailed trouble ticket data to the appropriate administrative domain.  This tool will be extended to combine and share data with other MAGGIE measurement, monitoring, and archive components.
Adaptive Monitoring 

A series of measurements can react to the results or data of previous measurement runs, and depending on how configured, can initiate a different measurement tool designed to probe a different metric within the network. For example: a ping study could suddenly find that one of its destination hosts was unreachable, and then, immediately initiate a traceroute to determine the last accessible hop in the path to the host; upon noticing the available bandwidth drop significantly, related traceroutes (e.g. RPT) could be evaluated for changes,  NDT could be run to see if there is a common network mis-configuration. Likewise, upon ping's failure, if one suspected ICMP filtering, a TCP port-scanning tool could be used as an alternate form of determining connectivity. Moreover, this also can be used to alleviate a suddenly congested network from more intrusive monitoring, e.g., if congestion is observed, iperf can be halted while a less intrusive diagnostic tool (Web100, for instance), can be run to attempt to isolate the location of the congestion.

MAGGIE will develop diagnostic flow charts and software modules that can automate these adaptive monitoring techniques. The flow charts will determine which additional test(s) should be preformed when a primary test fails. The results will be automatically correlated to insure that problems can be resolved as quickly as possible.
Ultra High-Speed Networking

Many of the existing monitoring tools have never been used in ultra high-speed environments (at > 1 Gbps) such as UltraNet. It is well known that many packet pair dispersion network tools that attempt to determine the available bandwidth or capacity in a path are likely to fail in high-speed environments. For example there can be problems with packet timing if the Network Interface Cards (NICs) coalesce interrupts which is common on today’s 10GE NICs  It is also well known that host computer issues such as NIC drivers, CPU clock rate, and memory and I/O bus rates affect end-to-end performance. These factors must be included when evaluating the results produced by measurement tools (e.g., Iperf).  As ultra high-speed network approach and exceed 10 Gbps rates, it becomes essential that these common tools be evaluated to determine their operational limitations.
Finally as ultra high-speed testbeds become available, passive monitoring hosts will need to evolve to handle the higher interface speeds and the massive amounts of data that will be collected in a short time period.  Local filtering techniques will need to be developed to extract only the data of interest and the effects of local filtering on the accuracy or applicability of the data will need to be evaluated.  In addition, data compression techniques will be required if this data is to be effectively included into the archive databases.
MAGGIE will work with UltraNet researchers to deploy monitoring systems on this network and analyze existing tools in this environment. Since SLAC will be an early UltraNet site, and LBNL is closely associated with ESnet operations, this will enable early testing and close cooperation. We will work closely with the network monitoring tool developers to provide feedback on the applicability of their tools. 

Test Scheduling 

Many active network probes interfere with each other, and therefore must be scheduled. We intend to employ token-based mutual exclusion techniques as part of the command and control infrastructure.  Early work introduced a hierarchy of control that can be assimilated into a cohesive whole [Swany].  Building on hierarchical token passing schemes presented in the literature, we will develop a scalable approach for multi-domain measurement control.

(Martin, could you expand on this a bit more)

Authorization and Policy Issues

How much of this problem are we going to claim to address in this proposal?

Who is allowed to run tests? Limited delegation (eg: I have access rights, and I delegate all my rights to you for the next 2 hours). Policy Languages? Interoperability between different AAA systems. What remaining problems are there here that the current NIMI proposal does not address?  How does this differ from the generic Grid AAA problem. We should make mention of some mixing and matching, i.e. access to regular measurement results, Scriptroute architecture for simple/low on-demand impact tests, and more rigorous access(a la NIMI) for more intrusive on-demand measurements.  

1.2 Target Applications and Middleware

(need more for this section)

We have very close connections with the HEP community, including CERN,SLAC, the EU DataTag [DataTag] and the EU DataGrid [EDG] projects, which will enable this project to make a large impact in the ability for physicists to get data to and from CERN and SLAC. We also have strong ties to other high-energy physics projects such as the Partcile Physics Data Grig (PPDG), Grid2003 [Grid2003] and the Babar project. We will work with these groups to determine the requirements and APIs needed by the applications community.

We also have very close working relationships with Globus [Globus], pyGlobus [PYGL], and pyGridware [PYGR] developers, as well as the bbftp [Bbftp] and bbcp [Bbcp] developers, and will work with them to ensure the network monitoring data is useful to them, and understand how they can use it for problems such as replica selection and Grid resource scheduling.  We also have close connections with the DOE Science Grid SciDAC project, and will test this network-aware Grid middleware on the DOE Science Grid. 

1.3 Impact

expand a bit on each of these

· interoperability of various monitoring infrastructures (both request/response and AAA issues)

· better understanding of tools and techniques need to collect monitoring data that is useful to Grid applications as well as Network engineers

· fewer redundant tests being run

· finding relevant data

· what else?

2.0 Experience and Competence

In this section we describe some previous work that we will build upon in this proposal. 

(2-3 paragraphs summary on each of these, and how they will be used in Maggie)

2.1 NIMI

National Internet Measurement Infrastructure (NIMI) is a software system for building network measurement infrastructures. A NIMI infrastructure consists of a set of dedicated measurement servers (termed NIMI probes) running on a number of hosts in a network, and measurement configuration and control software, which runs on separate hosts. A key NIMI design goal is scalability to potentially thousands of NIMI probes within a single infrastructure; as the number of probes increases, the number of available measurable paths increases via the N-squared effect, potentially allowing for a global view of the network.

A fundamental aspect of the NIMI architecture is that each NIMI probe reports to a configuration point of contact (CPOC) designated by the owner of the probe system. There is no requirement that different probes report to the same CPOC, and, indeed, there generally will be one CPOC per administrative domain participating in the infrastructure. But the NIMI architecture also allows for easy delegation of part of a probe's measurement services, offering, when necessary, tight control over exactly what services are delegated.

The architecture was designed with security as a central concern: All access is via public key credentials. Each NIMI probe is configured by its CPOC (or a delegate of the CPOC) to allow particular sets of operations to different credentials. The owner of the probe can thus determine who has what type of access by controlling to whom particular credentials are given.
The sole function of a NIMI probe is to queue requests for measurement at some point in the future, execute the measurement when its scheduled time arrives, store the results for retrieval by remote measurement clients, and delete the results when told to do so. An important point for gaining measurement flexibility is that NIMI does not presume a particular set of measurement tools. Instead, the NIMI probes have the notion of a measurement "module," which can reflect a number of different measurement tools. Currently, these measurements include traceroute, TReno, mtrace, and zing (a generalized "ping" measurement), but it is simple to include other active measurement tools on selected probes.
In MAGGIE NIMI will monitor the ESnet backbone network.  We will modify the back-end components to ensure that data can be shared with the E2E piPEs based monitoring domain.
2.2 Network Tool Analysis Framework (NTAF) and NetLogger

As part of the Net100 project, LBNL has developed a framework for running network test tools and storing the results in a relational database, which we call the Network Tool Analysis Framework (NTAF). NTAF manages and runs a set of pre-scheduled network testing tools and sends the results to a database for later retrieval.  Recent results are cached and can be queried via a client API. The goal of the NTAF is to make it easy to collect, query, and compare results from any set of network or host monitoring tools running at multiple sites.   The basic function performed by NTAF is to run tools at regular intervals, plus or minus a randomization factor, and send their results to a central archive system for later analysis. For example, iperf can be configured to run for 20 seconds every 2 hours plus or minus 10 minutes, to a list of hosts. 

NTAF also contains an early prototype of the GGF NMWG data publication schema, allowing any client that understands this schema to query for test results. The results for all NTAF tests are converted into NetLogger events. NetLogger provides us with an efficient and reliable data transport mechanism to send the results to a relational database event archive. For example, if the network connection to the archive goes down, NetLogger will transparently buffer monitoring events on local disk, and keep trying to connect to the archive. When the archive becomes available, the events buffered on disk will be sent automatically. More details are available in [NETLOG]. Each NTAF-generated NetLogger event contains the following information: timestamp, program name, event name, source host, destination host, and value. Using a standard event format with common attributes for all monitoring events allows us to quickly and easily build SQL tables of the results. More details are in [NTAF].

In MAGGIE, we will use NetLogger to reliably transfer monitoring data to one or more instances of the NetLogger Archive. We will use the data publication component of NTAF.
2.3 E2E pipes

The E2E piPEs is comprised of nine distinct components. End users and network administrators can schedule on-demand and periodic tests, respectively, through interfaces catering to their needs. The testing engine constructs a series of tests to be executed or examined on behalf of the end user and analyzes the resultant data. 
The scheduler schedules on-demand and periodic tests across multiple testing points of presence, taking into account resource constraints. Performance measurement points (PMPs), a set of one or more servers configured according to pre-tested templates and deployed by participating administrative entities at key nodes along the end-to-end path, run a variety of tests as requested by the scheduler. The performance database gathers together performance data generated by individual performance measurement stations.
The contact database holds contact data voluntarily supplied by each administrative domain through a contact interface for use in directing the end user to the most likely resource to resolve the problem. Authentication and authorization of each of these tasks is governed by Shibboleth [ref].
In MAGGIE we will monitor the Internet2 Abilene network with this infrastructure. We will modify the back-end archive and storage systems to ensure it can share monitoring data with NIMI based monitoring domain.
2.4 IEPM-BW/PingER

The IEPM-PingER project provides  low impact (< 100bits/s on average for each monitor-remote host pair monitored), widely deployed (over 500 remote hosts in over 100 countries are monitored from over 30 monitoring hosts in 12 countries), regular, active, end-to-end ping based measurement. Since the ubiquitous Internet ping facility is used, no accounts or credentials are needed. The measurement data is archived, analyzed, reported in graphical and tabular format, and made publicly available via the web. Information is available going back 9 years. With the large number of monitor-remote hosts pairs (over 3500), PingER has developed techniques for aggregating the results by affinity groups such as HENP experiments, Grid communities, network communities, communities interested in developing countries and the Digital Divide, world regions, top level domains, etc. PingER links are hierarchical rather than full mesh, in order to more closely match the needs of the communities served by the monitoring sites. PingER is used to provide Round Trip Time (RTT), losses, derived throughputs, jitter etc., and the data is downloadable for further analysis.
The IEPM-BW project is complementary to IEPM-PingER in that IEPM-BW provides more network-intrusive, detailed end-to-end active measurements to provide a better understanding of high-performance paths, for a few tens of well connected HENP, Grid and Network sites.  Currently there are over 40 remote (server) hosts monitored from about 10 monitoring (client) hosts. The infrastructure is robust and software only, yet deliberately simple, to enable quick deployment, with an emphasis on measuring with multiple network and application tools such as ping, iperf, traceroute, bbftp, GridFTP AbW, In addition is provides analysis, presentation, archiving and limited prediction. Authentication between the clients and servers is based on ssh. Besides providing regular measurements with chosen tools, the infrastructure is also used to evaluate new tools such as Pathload, bbcp, Qiperf, and new TCP stacks such as FAST [Fast] and HS-TCP [HS-TCP]. The IEPM-BW results have also been incorporated into a tool for correlating Internet performance changes and route changes to assist in trouble-shooting from an end-user perspective. This tool is an early example of how we may use results from different areas to provide debugging capabilities to the end-user, such as we propose for MAGGIE.
To provide robustness, both projects have developed a management infrastructure to identify and notify administrators of failed tasks, network paths and remote hosts. This will be extended to MAGGIE, as will many of the analysis and reporting tools. Information from both IEPM projects will be made available to MAGGIE by web services following the NMWG recommendations. 
2.5 NDT

The Network Diagnostic Tester (NDT) is a client/servers based tool that can identify common network configuration errors and performance problems with desktop computers.  Its primary purpose is to allow users to self-test their desktop computer.  The built-in test engine downloads a Java applet to the desktop computer eliminating the need to pre-load software onto the desktop before testing can begin.  The applet communicates with a server process to perform a series of tests that actively probe for specific configuration and performance problems.
Once testing is completed a built-in analysis engine combines measured values, Web100 KIS values, and calculated values to determine what, if anything, is wrong with the desktop computer and the local network infrastructure.  The analysis engine converts the network conditions into easy to understand diagnostic messages for the end user.  A simple good/bad message is printed with drill down capabilities that allow the user to retrieve as much or as little data as required.  Finally the user is allowed to email a complete set of test results back to an administrator allowing that administrator to understand what happened and what problems the user is facing.
To improve the user experience MAGGIE will closely integrate the NDT server into the collection of tools available for end-to-end troubleshooting.  The NDT will be able to extract archived data from backbone monitoring services to aid in isolating where in the path a performance problem exists.
2.6 ESnet Performance Center

ESnet Performance Centers (EPCs) are high speed unix based hosts located at ESnet hub sites. These machines are connected to the corresponding ESnet core router via Gigabit Ethernet. Designated ESnet users will be able to access the EPC machines by way of a web interface. These users can run network tests from any Performance Center to any other Performance center, or to the host machine at an ESnet site where they are running their web browser.

It is our intention that ESnet Site network personnel will be able to run fairly high bandwidth tests to both the closest EPC and to the EPC closest to the final destination of their data and derive useful network information from their testing.
Please note that the Performance centers are an ESnet wide shared resource. They should be used as needed for debugging, but not incorporated into any sort of automated testing programs. There are software "locks" which prevent multiple users from accessing the same Performance Center simultaneously, so sharing the resource is important.

In MAGGIE we will modify the IPCs to use the common data archive formats used by the NIMI and E2E piPEs measurement domains.
2.7 Scishare and P2PIO

LBNL has developed a distributed system for secure information sharing called scishare.  Scishare allows one to store and manage information on local facilities while sharing it with remote participants.  The system design follows the peer-to-peer model.  Each participant designates a set of items she wishes to share within the system.  Peers are able to search for items by sending a query to the network. The network delivers this query to the other peers, which then run the query against the data they have designated to share. Scishare includes a messaging framework called P2PIO. Any client can use P2PIO to query the P2P network, and to retrieve the corresponding result set in an iterative manner. 

MAGGIE will explore the use of P2PIO to address the information discovery problem described above.

3.0 Related Projects

A large number of network monitoring system have been developed, all of which have a slightly different focus. MAGGIE is not going to design and implement yet another monitoring infrastructure. Rather, we are focusing in interoperability issues between existing systems.

Advisor: The NLANR Network Performance Advisor [Advisor]  is a single application which integrates the measuring, analyzing, and displaying of network performance statistics. The Advisor enables the writing of the analysis and display portions by providing a platform to allow easy integration of any number of network diagnostic tools, combined with the ability to uniformly query the results of these tools. It will ship with a network performance analysis tool and a network debugging utility aimed for network engineers, and the knowledge about a number of diagnostic tools, likely including ping, ifconfig, iperf, AMP, Surveyor, and the Web100 suite of tools. Due to the Advisor's design, new analysis and display tools will be easy to write, and new network diagnostic tools will be straightforward to integrate. The Advisor distinguishes itself by the ability to display and analyze an extremely broad set of network statistics, due to its ability to integrate any network diagnostic tool.
MonaLisa: The MonALISA [MonALISA] framework provides a distributed monitoring service system using JINI/JAVA and WSDL/SOAP technologies. Each MonALISA server acts as a dynamic service system and provides the functionality to be discovered and used by any other services or clients that require such information. The goal is to provide the monitoring information from large and distributed systems to a set of loosely coupled "higher level services" in a flexible, self describing way. This is part of a loosely coupled service architectural model to perform effective resource utilization in large, heterogeneous distributed centers. The framework can integrate existing monitoring tools and procedures to collect parameters describing computational nodes, applications and network performance.  As a proof of concept and to gain experience with MonALISA, we have already integrated some of the IEPM results into MonALISA.
Amp: The Active measurement Project (AMP) currently has about 130 monitors collecting data.  Most of these monitors are located at NSF funded HPC sites. All monitors are connected together forming a full mesh and they gather three measurements, Round Trip Time, Loss rate, and topology info via traceroute on a regularly scheduled basis.  Each monitor may also run on-demand throughput tests. 
RON: (need description)
Scriptroute: The Scriptroute system uses scripting to facilitate the implementation of measurement tools and the coordination of measurements across servers. For example, traceroute can be expressed in Scriptroute in tens of lines of code and tasks can be combined across servers in hundreds of lines. For security, sandboxing and local control over resources is used to protect the measurement host, and rate-limiting and filters that block known attacks to protect the network. Further, because network measurements often send probe traffic to random Internet hosts and administrators sometimes mistake measurement traffic for an attack, a mechanism is provided to allow sites to block unwanted measurement traffic. 
Monitoring Tools: many tools (e.g., ping, traceroute, iperf, owamp, pathrate, pathload, AbwE, and netest) already exist that perform specific data collection tasks (What do we want to say about thee??? RAC)
4.0 Approach

4.1 Production Network Deployment

Efforts have already begun to develop and deploy individual measurement infrastructures (i.e., E2E piPEs, IEPM, NDT, NetLogger, NIMI, NTAF).  These measurement infrastructures currently cover a large portion of the production networks (ESnet, Abilene), national peering points (Gigapops) and end sites (DOE Labs and universities).  We will leverage our previous experience to ensure that major peering points (StarLight) and end sites (CERN, FNAL, SLAC) that are important to the DOE science mission are covered by one of our measurement infrastructures and that these measurement infrastructures are interoperable.
Initial deployment will be based on the current 40 IEPM, 11 piPEs, 6 ESnet Performance Center, and 35 NIMI sites, currently being deployed or operated by the PI’s.  By using these existing infrastructures we can rapidly begin to tackle the major inter-domain interoperability problems identified in this proposal.  We also expect to grow these infrastructures with donated and procured resources as more sites and institutions see the benefits of this collaborative approach.
We will incorporate Grid based schema methodologies that will allow multiple measurement domains to share existing data with their peer domains. In addition a domain will be able to schedule new tests inside a peer domain if the existing data is missing or inadequate to answer a performance question. We are leading the GGF Network Measurements Working Group, which has been working on standard schemas for requesting and publishing network monitoring data using OGSI services. Experience deploying this monitoring system will provide valuable insight for this GGF working group.
4.2 Ultra-Net Deployment

As noted above, DOE is in the initial stages of developing an ultra high-speed testbed network (UltraNet) that will allow network researchers the opportunity to experiment with optical network technologies.  It will also enable middleware and application developers with access to these emerging network technologies. It is essential that this testbed be adequately monitored in order to ensure that all users obtain the maximum benefit from this testbed.
The MAGGIE researchers have a strong working relationship with the ORNL UltraNet testbed operators and also work closely with the networking staff at all of the Lab’s being connected to this testbed.  We will deploy network monitoring components at various points in the UltraNet testbed to allow monitoring of this network. We will provide the ORNL UltraNet team with monitoring displays that will will assist them in effectively managing and operating this testbed network. This monitoring infrastructure will be linked to the production networks – ESnet and Abilene – allowing comprehensive monitoring of the entire end-to-end network path. Finally, we will evaluate the standard measurement tools to determine their strengths and weaknesses when operating in this new high-speed environment.
4.3 IPv6 Deployment

All of the DOE and Internet2 backbone network routers support dual stack routing infrastructures.  Thus IPv4 and IPv6 protocols run natively over ESnet and Abilene respectively. Several of the measurement tools our infrastructure work with both IPv4 and IPv6 based hosts. MAGGIE will expand the monitoring infrastructure to report both IPv4 and IPv6 statistics. This monitoring will make IPv6 migration testing of DOE science applications and middleware easier for scientists and application developers.
Sample Grid Deployment

Figure 1 shows how this multi-domain measurement infrastructure might be deployed in a typical Data Grid environment. Each backbone network has a set of monitoring hosts forming a backbone measurement domain that regularly runs a suite of scheduled tests to continuously monitor the wide area network. If a problem is detected, the appropriate network operator is automatically notified to resolve it. Each campus/Lab site has a set of  monitoring hosts which forms a campus measurement domain that regularly runs a suite of scheduled tests to ensure the local campus infrastructure is operating properly. One of these monitoring hosts will be located at or near the site LAN/WAN gateway. Monitoring software will also installed on the storage hosts and the compute hosts (e.g.: the front end node of a cluster) to ensure that end-to-end monitoring of applications can be accomplished.

Each measurement domain will use a standard archive format to allow them to exchange measurement data with their peer domains.  In addition to regularly scheduled tests, some domains may allow on-demand testing within a single domain or across multiple domains.
Consider the case where a Grid job has data stored at site 1, but that the user only has permission to run the job at sites 2 or 3. A Grid Scheduler must determine whether to run the job at site 2 or 3 based on network monitoring information. Knowing the available bandwidth between network monitoring hosts A, E, and F is not enough. The scheduler needs to know the disk-to-disk achievable throughput between the storage service at site 1 and the storage services at sites 2 and 3. 
Host A will begin the analysis by querying the ESnet, Internet2, site 2, and site 3 measurement domains to determine if the necessary data exists that will allow it to answer this question. If the data is unavailable, or incomplete, host A may request an on-demand test be run to gather the necessary data. Host A will also query its own internal site 1 measurement database to determine the local storage system’s performance characteristics.  If host A is unable to determine the end-to-end performance characteristics to sites 2 and 3, it would request an on-demand test from the local storage system to the remote compute clusters.  The final results would be passed back to the scheduler so the user’s job can be executed.
This is also a good example of where passive monitoring done at the end systems may be the best way to solve this problem. If the Grid middleware that performed transfers between the storage system and computer cluster published the results for previous transfers, then this information could be used instead of relying on new on-demand testing . Kernel-level monitoring information from Web100 could augment, or replace, this middleware derived data.

MAGGIE will work with Grid middleware developers to determine the optimal means to address these issues.
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Figure 1: Sample Grid Deployment

5.0 Relationship to other Proposals and Projects

(expand this section)

We will leverage our existing working relationship with the UltraNet developers to ensure that the measurement infrastructure components we develop will operate in their extreme network environment.

Other relationships to exploit: MonALISA, EUGrid, PPDG, NWS 
Finally, we will work closely with the proposed project from CAIDA titled “Pythia: Automatic Performance Monitoring and Problem Diagnosis in Ultra High-Speed Networks” to deploy and test new tools and analysis techniques over ESnet, Abilene, and UltraNet.

6.0 Timeline in Milestones

(This should be more detailed (but not too detailed. I think we break it up by site too. We should probably have a conference call in late January to talk about exactly who want to be responsible for what)

Year 1

· Identify initial deployment sites

· Coordinate with ESNet Site administrators (ESCC sub-committee)

· Coordinate with Internet2 user community (Joint Tech’s sub-committee)

· Evaluation of new existing software and tools, and select the best for our needs

· Finalize request/response schemas for monitoring data (through the GGF NMWG)

· Finalize archival database schemas

· Define the security/trust model for inter-domain testing

Year 2

· Test and evaluation

Year 3
· Test and evaluation

6.0 Conclusions

The demanding needs of data intensive science and the associated high capacity connectivity have driven the research community to develop a large selection of tools to measure and test network performance within a country/state, across continents and trans-oceanic paths. A network measurement infrastructure is needed in order to run the tools and collect the results. Furthermore such an infrastructure is critical to achieve a functioning Grid and enabling geographically separated scientists to effectively work together as a team.  
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Letters of Support
CERN

FNAL

SLAC

StarLight – Rich Carlson will contact Tom DeFanti

Ultranet – Letter from Bill Wing stating we can use network?

UltraLight, UKLight – get something from them?

Grid services – Letter from Ian Foster or Charlie Catlett for Grid services?
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