DOE Office of Science Notice 01-06 and 01-11
Scientific Discovery through Advanced Computing (SciDAC):

Letter of Intent Submitted January 23, 2006

Title of Proposed Project: LHC – Measurement Infrastructure (LHC-MI)
Submitted to: Science Applications: High Energy and Nuclear Physics with Petabytes; and Enabling Technologies
Project Principal Investigator, University: Harvey Newman, Caltech
Project Co-Principal Investigators:  Les Cottrell, Stanford Linear Accelerator Center (SLAC), Shawn McKee, University of Michigan.
And Senior Personnel: Iosif Legrand, Caltech, Conrad Steenberg, Caltech; Connie Logg, SLAC, 
Yee-Ting Li, SLAC


Abstract and Summary
We propose to address a major challenge for existing and future data intensive sciences such as HEP, by providing a standards-based infrastructure to monitor and forecast (and thus to help maintain) excellent network performance among collaborating sites. This is required for the predictable transmission, sharing and analysis of large-scale experimental data sets. In turn this requires an in-depth, cohesive, robust, persistent network monitoring infrastructure to provide measurements for setting expectations, planning, forecasting, problem identification and isolation, and providing input for problem mitigation and resolution services. As leaders in this area, we propose to integrate, deploy and help support this monitoring infrastructure widely on behalf of HEP and other DOE programs, working in partnership with ESnet, Fermilab, BNL, LBNL, UltraScience Net and LHCNet, with advanced network development projects such as UltraLight, and with the Open Science Grid.  
There are several successful network measurement infrastructures in development or in place today. In the HEP world the emerging leaders are MonALISA
 and IEPM-BW
. They both have their strengths and complementary focus areas. In addition there are emerging standards (NMWG
) for how to make the data available from multiple infrastructures. Also the major European and U.S. Academic & Research (A&R) networks have agreed upon and are developing an infrastructure (PerfSonar) to provide access to information from network devices in their networks.  With the imminent turn on of the LHC at CERN with major Tier 1 and 2 sites funded by the DOE in the US, the time is ripe and the need is critical to bring the above components together into a federation to make significant improvements in network management capabilities and address the needs of the LHC-OPN network that interlinks the LHC Tier0 at CERN with the Tier1 centers in the US and Europe and the DOE. 
The proposed system will provide an easy-to-deploy, robust measurement, monitoring and forecasting infrastructure building upon the MonALISA architecture and incorporating the techniques and tools developed in the IEPM-BW project.   It will incorporate other measurement infrastructures and tools such as the NLANR/AMP
 infrastructure and the Internet2/OWAMP
 adding new ways to analyze and present that data. Support will be provided for monitoring of QoS paths such as those available in the DOE OSCARS
 and Terapaths
 projects. MonALISA itself is an agent-based distributed system (with no single point of failure) currently providing end to end 24 X 7 monitoring of globally distributed components. The system includes 200 station servers, and approximately 14,000 participating nodes using over 60 WAN links, and monitoring of approximately 250,000 different operational parameters in real-time.  IEPM-BW has been measuring and monitoring global networks since September 2001 and the IEPM project which started IEPM-BW has been monitoring network connectivity and end-to-end performance since 1995.
Work has already begun, under the aegis of the LHC-OPN network, on parts of the proposed project, namely on specifying the monitoring parameters and the ways in which the monitoring information will be acquired and used, so we are getting a clear indication of the real needs. The goal is to develop and deploy a world class network monitoring infrastructure with leading edge measurements, analysis, visualization, navigation, application program interfaces, performance forecasting, automated detection of significant network performance drops, alerts and problem isolation. Though initially targeted at the LHC, it will be deployable for other data-intensive science applications.
The proposers have a proven track record with the successful MonALISA and IEPM-BW projects/monitoring infrastructures. We enjoy a close working relationship with the PerfSonar developers, as well as the Internet2 and ESnet developers and operations staff, and we also coordinate the Monitoring activity in OSG. 
The proposed monitoring infrastructure will benefit from the ongoing efforts developing topology discovery and network performance optimization and management services in UltraLight, and the preferred-path construction services being developed in OSCARS, Terapaths and LambdaStation. 
We have close partnerships with HEP and other discipline scientists (such as astrophysics, accelerator science and simulation) and applications developers who are often at the same sites as the current proposers. We are partners in the Particle Physics Data Grid (PPDG), the Open Science Grid, LHCNet and the LHC-OPN, as well as being major players in the UltraLight and 
UltraScience Net testbeds, and the DOE funded Terapaths, LambdaStation projects. Thus we can truly expect this to be driven by the needs of science.
Organization
The proposers already have a close working relationship and leadership or co-leadership roles in UltraLight, LambdaStation, Terapaths and LHCNet.  The PI, Co-PIs and senior personnel will have bi-weekly phone or video-conference meetings to plan and direct the project.  Annual collaboration meetings will provide opportunities to summarize and deliver the previous year’s efforts and target the next year’s activities and focus.
We will also coordinate with our partner projects to ensure we meet the application needs of HEP and other target science communities, as well as the operational needs of the major US research and education networks supporting DOE programs. 
Budget
The estimated annual budget request for LHC-MI is shown by institution in the table below.  We anticipate a three or four year program (responding to DOE guidance) to create, deploy and maintain the LHC-MI.
	Institution
	Budget

	California Institute of Technology
	$ 200 K

	SLAC
	$ 200 K

	University of Michigan
	          $ 85 K

	TOTAL
	          $ 485 K


Funding will be requested under Office of Science Notices 04-06 for Universities and Laboratories.

� http://monalisa.caltech.edu/


� http://www-iepm.slac.stanford.edu/


� http://nmwg.internet2.edu/


� http://amp.nlanr.net/


� http://e2epi.internet2.edu/owamp/


� http://www.es.net/oscars/documents/OSCARS.pdf


� http://www.atlasgrid.bnl.gov/terapaths/
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