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LHC – Measurement Infrastructure

1 Background and Significance
1.1 Introduction/Overview

We propose to develop and deploy the Large Hadron Collider (LHC) Measurement Infrastructure (LHC-MI), a standards-based monitoring and measuring system for wide area networks on a global scale, to be used by CERN’s LHC experiments. The LHC is due to begin operating in 2007, but there is already extensive computing and network infrastructure deployed, which is being scaled up and made production-ready through a series of “service challenges” in preparation for data-taking. Pre-standard components of the proposed LHC-MI are already part of this process, although further integration and extension to serve the full set of client communities, as well as standardization is required by the early stages of LHC operation. While the initial target community is High Energy Physics (HEP), driven by near-term mission needs, the developments proposed address general needs, and will be used to serve many fields of DOE-supported as well as NSF-supported science. These aspects will be implemented through partnership with major grid initiatives including the Open Science Grid and EGEE, as well as the Global Grid Forum (GGF), and by leveraging our existing leadership or active involvement in, or partnerships with the major research and education networks, network-infrastructures and network-research projects in the U.S., Europe and Asia. These include Internet2, ESnet, National Lambda Rail (NLR), UltraScience Net, UltraLight, CENIC, MiLR, Pacific Wave and TeraGrid in the U.S., and with US LHCNet, GEANT, the LHC Optical Private Network (OPN), GLORIAD, WHREN/LILA, JGN2, and TransPAC across the Atlantic and Pacific.   
The LHC-MI project will directly make use of field-proven technologies developed and operated round the clock by the MonALISA[MONAL] and IEPM[IEPM] projects, and will closely collaborate Global Grid Forum’s Network Measurement Working Group (GGF-NMWG)[NMWG]  and the LHC-OPN (LHC Optical Private network). The goal of the project is to provide end-to-end tools for the measurement of network connections across multiple domains. While these projects are already engaged in meeting the challenges of managing such diverse, distributed and complex networks, a new system is required which encompasses the existing capabilities and so allows us to optimize the use of them all to serve the entire communities of HEP, and in the later phases DOE-supported science and other major NSF-supported programs. Thus we propose to provide tools to monitor, account, diagnose, tune and manage the ensemble of networks used now and in the future by the LHC collaborations, and the broader science and engineering community, and to provide critical tools and services that will help manage the next generation of hybrid optical packet- and circuit-switched networks that represent the future direction of ESnet, as well as NLR, GEANT2 and many U.S. state and European national research and education networks.
The software architecture we have chosen to achieve these goals is a real-time services fabric.  This architecture allows multiple independent services to easily and reliably interact, discovering one another, exchanging data and real-time status as required by the system.
We do not propose to develop a real-time services fabric from scratch. Instead, the MonALISA system, which is itself a global, dynamic managed publish/subscribe infrastructure specifically designed for easy integration of third-party software components, will be used for LHC-MI. By using MonALISA as the real-time services fabric, we will be able to add monitoring, measurement, control and analysis modules to the LHC-MI system straightforwardly. Moreover, the MonALISA system is already widely deployed and has proved to be highly robust, reliable and performant in heavy daily use by a diverse set of communities.

The first modules to be plugged in to the LHC-MI bus will be the measurement tools developed by the Internet End-to-end Performance Monitoring (IEPM) PingER [PINGE] and Band Width (BW) [IEPMB] projects, namely: 
· Lightweight ping based monitoring of over 700 sites in over 120 countries worldwide, especially focusing on the Digital Divide (PingER); 
· More focused measurements of bandwidth, throughput, routes etc. on high performance paths between sites such as those involved in BaBar, CDF, D0 and the LHC (BW). 
Measurements of Round Trip Time (RTT) and loss are made using ping; of routes using traceroute; of bandwidth using packet pair dispersion tools such as pathload [PATHL], pathchirp [PATHC], and ABwE [ABWE] ; and of achievable TCP throughput using iperf [IPERF] and thrulay [THRUL]. The measurements are archived and analyzed to provide web accessible visualization in terms of time-series, histograms, correlations, tables, and topologies. In addition forecasting and detection of significant, persistent changes in performance (“events”) are provided. 
Our milestones (Section 4.3) detail the individual tools and software components that are planned for integration into LHC-MI’s real-time services fabric.
1.2 History of Measurement and Monitoring for HEP
Since networks were first used to move HEP data there has been a corresponding effort to measure and monitor those networks to understand their performance, account for their usage and find and diagnose their problems or misconfigurations.
Over the last decade several network measurement infrastructures have been developed (see [INFRA] for a partial list). In particular we are focused on IEPM-PingER, IEPM-BW, MonALISA, NLANR/AMP [AMP], the Internet2 E2E Performance Initiative [PIPES] and PerfSONAR [PERFS], though others may be added later. Each of these has different foci and strengths. It is important now to federate these infrastructures so they can interoperate and leverage one another. By this we mean to provide standard interfaces so for example the event detection from IEPM-BW can be applied to measurements made by MonALISA, PerfSONAR or NLANR/AMP. These interfaces will require the application of standard measurement data formats such as the NMWG schema. Further since many “network” events are actually caused by end host effects, diagnosis of events requires access to measurement of host behaviors. Such measurements include those based on tools such as Nagios [NAGIO], Ganglia [GANGL] and Lisa [LISA]. 
The IEPM effort has its origins in the 1995 WAN monitoring group at SLAC. Initially IEPM-PingER was set up to make lightweight active end-to-end ping measurements to monitor performance (loss, RTT, jitter etc.) from SLAC to collaborator sites. Later, following the success of this project, the deployment was extended to over 30 monitoring sites and 700 remotely monitored sites (targets) to make measurements to understand the Digital Divide [ICFA]. In 2001, to meet the requirements of monitoring high performance end-to-end paths such as used by HEP and Grid sites, IEPM-BW was developed to provide an infrastructure more focused on a making active end-to-end performance measurements for a few high-performance paths. There are now IEPM-BW monitoring hosts at BNL, Caltech, CERN, FNAL, and SLAC. Between them these hosts monitor each other and about 40 other target sites.  As part of the proposed project, the monitoring sites will be extended to the other LHC tier1 sites and some Tier-2 sties. Currently IEPM-BW can use the ping, traceroute, iperf (single and multiple parallel streams), thrulay, pathchirp, pathload and ABwE measurement tools.  As other tools become available they will be evaluated and added as required.
The MonALISA framework has been designed as a set of autonomous agent-based dynamic services that collect and analyze real-time information from a wide variety of sources (grid nodes, network routers and switches, optical switches, running jobs, etc.). MonALISA's multi-threaded, self-describing agents collaborate to process and analyze the information they gather in a distributed way, enabling them to perform a wide range of monitoring and/or control tasks. Higher level functions in the agents provide support for automated control decisions and global optimization of workflows in complex grid systems, and in other large-scale distributed applications.
The MonALISA framework is capable of collecting a complete set of network measurements and to correlating these measurements from different sites to present a global picture. Currently the system allows gathering monitoring information from: 

· SNMP agents to describe traffic  on routers , switches and computer nodes

· Netflow [NETFL] to analyze and filter flows. It can provide dynamically user defined aggregations. 

· Global WAN topology based on tracepath (traceroute) measurements from may end points. 

· Correlated Available Bandwidth measurements. It is using a synchronization mechanism to drive active measurements like pathload. 

· Connectivity maps and the optical power for optical switches ( using TL1).
· PIPES system to measure available bandwidth, one way delay. 

· ABping a simple bandwidth and RTT measurement tool. 

· Interface to MRTG tool and any other monitoring systems using RRD.
· ABILENE traffic via a Web Service interface.
· Ganglia using the multicast protocol or gmetad,     

MonALISA is currently running around the clock monitoring computing facilities, network traffic and running jobs in several Grids and distributed applications on more than 250 sites. It collects complete information for more than 12,000 computers, more than 100 Wide Area Network links and thousands of concurrent scientific jobs.  It is collecting more than 250,000 parameters with an aggregate update rate of ~ 25,000 parameters per second. 

The major scientific communities using the MonALISA system to monitor Grid facilities are:

· Open Science Grid 

· The CMS experiment at CERN 

· The ALICE experiment at CERN 

· The STAR experiment at BNL 

· The Tier2 US CMS sites (DISUN project ) 

· Grid sites in Russia, SE Europe, Mexico ….

It is also used to monitor traffic, connectivity, topology and available bandwidth in several academic networks: 

· Internet2
· Ultralight
· LHC Net
· Enlightened
· RoEduNet. 
1.3 Importance for HEP 
End to end monitoring (including the network) is important for HEP as the number of resources (cpu, storage, network) available for the physics collaborations will be limited (not enough hardware to be shared). As a result of these limited resources we need to make optimal use of these resources through minimizing downtime, and avoiding unnecessary delays (long queue lengths) for resource usage. In order to detect anomalies and optimize a global distributed system, a global distributed monitoring system is needed. Due to the complexity and size of the distributed system, human intervention (based on this monitoring data) is inefficient and creates a large delay between the event, its detection and actual action being taken. Instead we propose to develop and deploy autonomous applications (agents) that detect and act on these anomalies and optimize (manage) resource usage, targeted at networks.

Optimizing (managing) network resource usage is especially important for the upcoming LHC experiments as it adopted the globally distributed Tier-n center concept consisting of 1 Tier-0, 11 Tier-1s, 100+ Tier-2s and many Tier-3s each providing cpu and storage capacity to support physics analysis and interconnected with a (wide area) network.  
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Figure 1 The LHC Optical Private Network showing multiple 10GE connections between the Tier-0 at CERN and Tier-1's around the world.
Figure 1 shows the planned LHC-OPN (Optical Private Network) connection the Tier-0 at CERN with the known Tier-1’s around the world. The Tier1-Tier1 flows that will be time-critical right after a cycle of re-reconstruction or re-calibration will require comprehensive monitoring to insure proper operation and track progress. Also flows to and from more than 100 Tier2 centers, including 15-20 in the US among the LHC experiments will require similar tracking. 

In this Tier-n model Tier-2s will play an important role due to their relative size (storage and cpu) as part of the complete system. Due to the (globally) distributed nature of the system it will be likely that in many cases cpu and storage resources will not always match (cpu resources are available at places where the datasets are not). Users wanting to analyze datasets currently will need to have access to local cpu resources (where the data resides). However these cpu resources might not be readily available due to long job queue wait times. Similarly no site has the storage (and process) capacity to host all data being generated in the LHC experiments. It is therefore important that systems (software and hardware) will be in place to facilitate multiple on demand and strategic data transfers to minimize the access time (the ability to analyze the dataset) of essential large scale (Petabytes) datasets. 
Summarizing:

· Networks are fundamental to the HEP computing model (grids).

· Network performance (or lack thereof) will have a significant impact on the time to scientific discovery.

· Our system will enable monitoring and measurement of what is currently being achieved and where bottlenecks exist.  

· Any form of managed network will require extensive measurements to understand current and future use and availability for allocation.

Actively managing networks will therefore increase the ability to analyze (and thus access) data by many (US based) users which is vital for scientific discoveries and the competitiveness of the US physics community.

2 Preliminary Studies 
2.1 Modular Architecture
MonALISA is based on a scalable Dynamic Distributed Services Architecture, and is implemented in Java using JINI and WSDL technologies. The scalability of the system derives from the use of a multi threaded engine to host a variety of loosely coupled self-describing dynamic services or agents, the ability of each service to register itself and then to be discovered and used by any other services, or clients that require such information.  The framework integrates many existing monitoring tools and procedures to collect parameters describing computational nodes, applications and network performance. Specialized mobile agents are used in the MonALISA framework to perform global optimization tasks or help and improve the operation of large distributed system by performing supervising tasks for different applications or real time parameters.
The MonALISA architecture, presented in Figure 1, is based on four layers of global services. The first layer is the network of JINI - Lookup Discovery Services (LUS) which provides dynamic registration and discovery for all other services and agents. The second layer of MonALISA services is used for information gathering and can execute many monitoring tasks through the use of a multithreaded execution engine and to host a variety of loosely coupled agents that analyze the collected information in real time. The collected information can be stored locally in databases. The code mobility paradigm (mobile agents or dynamic proxies) used in the system extends the approaches of remote procedure call and client-server. Both the code and the appropriate parameters are downloaded dynamically into the system. Several advantages of this paradigm are: optimized asynchronous communication and disconnected operation, remote interaction and adaptability, dynamic parallel execution and autonomous mobility. 
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Figure 2 The MonALISA service architecture: a distributed system with no single point of failure.

The combination of the service architecture and code mobility makes it possible to build an extensible hierarchy of services that is capable of managing very large systems.  The third layer of Proxy services, shown in the figure, provides a reliable communication layer for agents and an intelligent multiplexing of the information requested by the clients or other services. It can also be used as an Access Control Enforcement layer. Clients and higher level services or global repositories can access any information in the system, deploy agents to provide customized aggregation or to act based on the information collected. The higher level services or the agents can implement alarm triggers, automatic action to resolve well known problems or to provide global optimization workflow for complex applications. 
2.2 Core Measurement and Monitoring Infrastructure
The core measurement infrastructure for LHC-MI is intended to reliably provide a number of network and host performance parameters along end-to-end paths. This will extend and leverage existing and emerging measurement projects to meet the needs of the LHC-MI to provide both network-centric and cluster-centric performance data.

We expect to gather and use data from the following network sources to provide an end-to-end performance data resource:

1. The IEPM-BW toolkit, developed at SLAC, is currently deployed at monitoring hosts at about 40 sites around the world, including major measurement hosts at SLAC, CERN, FNAL, BNL and Caltech. These measurement hosts run active end-to-end light-weight measurement tools, such as ping, traceroute, pathchirp and pathload and heavy-weight measurement tools, such as thrulay, iperf and GridFTP [GRIDFTP] at regular intervals. The light-weight, more frequent measurements, can be used to assist in interpolating the less frequent, more heavy-weight measurements to reduce the strain on network resources. The type of data collected by these measurement tools includes RTT, hop-by-hop router response, capacity and available bandwidth, achievable throughput and file transfer rates.
2. Proxy access to Simple Network Monitoring Protocol (SNMP) Management Information Bases (MIBs) information from core routers and switches which form the backbone of Abilene and ESnet in the US and GEANT in Europe is becoming available via the Abilene Measurement Infrastructure (AMI) [AMI] and the perfSONAR projects.  This will initially provide router interface utilization and capacity data using standardized schemas and web service facilities. Both projects allow data access using standardized web services interfaces. AMI is currently deployed across Internet2's Abilene network and passively measures 11 core routers. There is currently much momentum behind the perfSONAR project with support from Energy Science Network (ESnet) and the Pan-European GEANT network and Internet2 to provide uniform data access to all routers with many of ESnet's and GEANT's router interfaces being made available through perfSONAR.

3. Netflow passive measurement data that can be obtained from select routers, in particular, border routers at collaborating sites. The Netflow records from a given router will be collected by a host collocated in the Autonomous Systetm (AS) of the router. This host will suitably anonymize and select relevant records (e.g. long lived flows, selected ports/applications, etc.) and make them available.

A goal of these measurements is to obtain data on the start times, transfer sizes, end times and characterizations (e.g. top talkers, transfer rates, arrival rates and flow durations) of the traffic coming in and out of the AS. As a crude model, we propose using flow data to gather statistics on long-lived flows for file transfer applications and end site destinations to provide basic accounting facilities.

2.3 Modules for LHC-MI
The real-time services framework we are proposing for LHC-MI allows us to independently develop, test and deploy needed functionality in the form of modules.  We intend to provide modules for LHC-MI in the following areas:
· Monitoring – We need to monitor many different parameters in the network using SNMP, Netflow and other tools and protocols.  
· Alerting – Providing quick customized alerting capabilities once problems are discovered is an important part of LHC-MI.  We intend to develop alerting agent modules designed to minimize “false postives” while maximizing sensitivity to critical problems.
· Persistency – We need modules which can store and manage our acquired data.  
· Querying – Access using complex queries capabilities is required for LHC-MI, both for clients and other modules within our system.   
· Analysis/Diagnostics – Understanding how problems can be located and accurately described and diagnosed is one of the most important modular capabilties we intend to develop and deploy. 
· Finger Pointing (Problem Location – Depends on all the previous) – Having a system which can localize network problems is very difficult to achieve but its benefits are correspondingly important for maintaining an effective infrastructure. We intend to develop a module or set of  modules, building upon our other work, which can localize the source of network related problems leading to quick problem resolution.
2.4 Monitoring at 10GE 
Active end-to-end measurements and monitoring at 10 gigabits and beyond is a significant problem because:

· The timing to measure packet pair dispersion is approaching the resolution of the host’s system clock;

· 10 GE Network Interface Cards (NICs) use functions like interrupt coalescence (e.g. TCP Segment Offload, Receive Offload) or TCP offloading which interferes with timing packets in the host;

· There are no standards for reading timing information out of the NICs;

· On long-distance paths (e.g. trans-Atlantic) slow start can take 6 seconds, so to make a measurement with TCP in its stable (non-slow-start) state for 90% of the time requires a 60 second measurement or potentially transmitting 75GBytes of data;

· Though not specifically a 10 gigabits and beyond problem, the increasing use of dedicated layer 1 or 2  paths or the use of Quality of Service (QoS) also gives rise to problems:

· Traceroute will not work on layer 1 or 2 paths;

· If the path to be measured requires QoS to be applied, or the path to be scheduled then this needs to be built into the measurement infrastructure.

We will need to study ways to by-pass the above problems, such as:

· Using packet trains instead of pairs so as to require less clock resolution;

· Working with the NIC vendors to disable offload functions and/or to extract timing measurements from the NICs;

· Modifying achievable throughput tools such as iperf  or thrulay, to only report measurements after the initial slow-start has terminated (see for example [TIR-03]);

· Build wrappers for tools to enable path set-up and tear down before and after a measurement.

An alternative to active tools is to use passive measurements e.g. from Netflow or by accessing network device SNMP MIBs, or by capturing packets. The advantages are:

· No extra traffic is introduced onto the wide area network;

· The measurements reflect real traffic, collaborations and applications;

· No accounts/password/certificates/keys are needed to install servers at other sites;

· No paths need to be reserved.

On the other hand:

· Access to Netflow data has to be granted by the relevant network administrator, 
· Netflow can create large (hundreds of Mbytes to GBytes) volumes of data, 
· There are privacy issues with the data. 

· Access to the MIBs is usually limited, however the perfSONAR project is attempting to overcome this problem for Abilene, ESnet and GEANT. 

· Currently tools to capture at 10Gbits/s rates are very expensive (e.g. the Endace kit costs about $100k).

We plan to explore using Netflow not only for network characterization (e.g. top talkers and applications, flow lengths and size distributions) but also to see whether we can use the data to forecast performance. We will also work with the perfSONAR developers analyze utilization and capacity information to provide forecasts, detect significant changes in utilization/available bandwidth, and to help diagnose the cause of events.
2.5 Dynamism and Measurement Variables
A measurement infrastructure like LHC-MI has to provide a number of different parameters which have varying intervals of validity.  Certain measured variables are fairly constant (memory in a host) and may need to be updated infrequently, while others, (utilized network bandwidth on a network segment) can vary significantly over short timescales.  Part of the task of providing a measurement infrastructure is to determine upon what timescales certain data must be updated to meet the needs of the various clients and reconcile this with data acquisition constraints and the impact of the measurement infrastructure on the network.  
We intend to attach “interval of validity” (IoV) metadata to each measured or monitored parameter in the LHC-MI system.  The IoV is the range in time a value, or set of values, is valid for the conditions when the data was taken. Thus, the IoV values will determine how often parameters must be measured, captured or updated and will represent an explicit contract with clients guaranteeing the maximum age of a given parameter.  Part of our research we be in optimizing the IoV’s to insure data timeliness while minimizing the intrusiveness of the system on the overall infrastructure. 
2.6 End-to-End Considerations

Networks can no longer be considered in isolation from the end systems: the interactions between networks and the hosts driving the network are closely coupled.  Not infrequently drops in end-to-end performance are related to host effects such as host resource (e.g. cpu, bus, memory, disk, process slots) utilization/congestion or to mis-configuration (e.g. too small TCP windows, Ethernet duplex mismatch). Thus we also need to monitor host configuration and resource utilization. Open source host monitoring tools such as Ganglia, LISA and Nagios are commonly used in the LHC community to provide such measurements. To effectively diagnose the cause of events we need to develop tools to access on demand the current and recent host monitoring data and analyze it to detect anomalies that may result in degraded performance.
LISA is a lightweight monitoring agent that runs on any end-user's system (Linux, Windows, or MacIntosh) using Java Web Start technology. The LISA agent detects the architecture on which it is deployed and dynamically loads the binary applications necessary to perform monitoring and end-to-end network performance measurements. It uses MonALISA lookup services to discover and register with the services and applications it needs, based on a set of attributes. As it monitors the end-system and network state, it reports all the monitored values to the relevant MonALISA services. When using an external MonALISA service, the LISA agent reports the real IP address and domain name of the computer on which the agent is running, and whether a network address translation (NAT) is being used. This allows the external service to contact the end-system as needed. 

The LISA Agent provides: 

· Complete monitoring of the end-system (load, CPU usage, memory allocation, disk usage, disk IO, paging, running processes, network traffic and connectivity). 

· Detection of hardware devices on the system and the drivers used by the kernel to control them. 

· Measurements of end-to-end network performance using different applications (Ping like measurements, iperf, WEB100), which are reported to the user. 

· A user friendly GUI to present all the measured values and the system parameters. 

· Filters to trigger actions when predefined conditions are detected. 
LISA agents can use the discovery mechanism from MonALISA and use this information to select dynamically services or applications registered in the system. 

Based on information such as AS number or location, it determines a list with the best possible services from the user perspective. It continuously monitors the network connection with several selected services   and provides the best one to be used from   the client’s perspective. It also provides dynamic load balancing for services based on attributes like load or the number of connected clients. 

3 Proposed Research and Methods
3.1 Development of the Modular Framework
The central component of our infrastructure is the real-time service fabric supporting modules for monitoring, measurement, analysis, diagnostics, persistency and alerting.   A schematic of our proposed framework, showing the components of LHC-MI, is shown in Figure 3. To develop our modular framework we a proposing to build upon a fully functional architecture already broadly deployed which meets many of our needs for LHC-MI:  MonALISA.
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Figure 3 The LHC-MI architecture

MonALISA is designed to easily integrate existing monitoring tools and procedures and to provide this information in a dynamic, self describing way to any other services or clients. The modules used for collecting different sets of information, or interfacing with other monitoring tools, can be dynamically loaded by the MonALISA service. Both, push and pull models are supported.  The core of the monitoring service is based on a multi-threaded engine used to perform many data collection modules in parallel, independently.

To improve the efficiency, a dynamic pool of threads is created, and the threads are then reused when a task assigned to a thread is completed. This allows one to run concurrently and independently a large number of monitoring modules, and to dynamically adapt to the load and the response time of the components in the system. If a monitoring task fails or hangs due to I/O errors, the other tasks are not delayed or disrupted, since they are executing in other, independent threads. A dedicated control thread is used to stop properly the threads in case of I/O errors, and to reschedule those tasks that have not been successfully completed. A priority queue is used for the tasks that need to be performed periodically. This approach makes it relatively easy to monitor a large number of heterogeneous systems or devices with different response times, and at the same time to handle monitored units which are down or not responding, without affecting the other measurements. Agents can change the scheduling of monitoring modules or trigger predefined measurements. As an example, if a simple time series of RTT measurements may indicate a possible deterioration in the available bandwidth, a more precise measurement is triggered by the agent before generating an alarm. 

The MonALISA distribution contains a set of monitoring modules used to collect monitoring information from other monitoring tools:   modules for standard Web Services with SOAP binding, generic modules for NMWG services, generic modules for network tools using RRD for local storage, interfaces to the Ganglia multicast communication system and to common monitoring tools like tracepath, ping or  pathload.

It also implements modules to support standard network protocols like SNMP, Netflow datagrams and TL1.  All these modules are currently used in gathering monitoring information on Abilene, Ultralight,  LHCnet, and Gloriad networks. 

We will develop modules to collect the monitoring information provided by the IEPM toolset.  

All the collected values are stored in a relational database, locally for each MonALISA service. The clients, other services or agents can get any real-time or historical data using a predicate mechanism for requesting or subscribing to selected values.  

This can be done using the internal communication layer in the MonALISA system which is based on serialized (marshaled) objects or using the WSDL / SOAP binding. 

For all the network measurements collected, we also provide a full NMWG binding. 
3.2 Persistent Data Stores
One of the primary uses of the LHC-MI will be to maintain historical information about all the measured and monitored components.  This is important for trend analysis, accounting, problem identification and new analysis development.  We intend to utilize a standard schema like NMWG, augmented as required by the types of data we measure and monitor, to persistently store all the LHC-MI data. The actual database implementation will likely be based upon Postgres or MySQL as dictated by testing in during our development and deployment.  This persistency capability will be developed as another module which “plugs-in” to the real-time services fabric.  This will allow us to easily setup redundant repositories within the infrastructure.  
Searchable access to the persistent data stores will be provided by web services interfaces into the database as well as web-enabled database GUI’s (PHP based or alternatives) utilizing standard tools like Java, ODBC and Apache.  Part of this work will involve creating customized domain specific interfaces allowing quick and easy access to specific types of information as needed by different clients.
3.3 Netflow and Other Passive Monitoring

Active measurements can be problematic, so we will also explore passive monitoring based on Netflow and SNMP MIBS as described in section 2.4.  One of the primary motivations to use Netflow are the difficulty in accurately measuring current and future high-speed networks.  We will explore how to effectively incorporate passive techniques to meet the needs of our clients for unobtrusively monitoring LHC-MI networks.
3.4 Accounting and Network Measurements 
Accounting for network usage is becoming an important aspect of grid systems.  Understanding how all grid resources are being used (and allocated) is important for both the effective operation of the system and to allow users and groups to understand and track their usage.  One approach to gather information for accounting will be to analyze Netflow records to provide information on the numbers and lengths of flows and applications used between pairs of sites. However, Netflow does not provide information on the user account, so we will investigate other ways to provide this information.
3.5 Forecasting, Event Detection and Alerting 
A network measurement and monitoring infrastructure can provide an overwhelming amount of information to manage and understand. Typically this is in the form of time series plots of multiple metrics between multiple hosts and can quickly require reviewing thousand or tens of thousands of graphs. To be effective this information needs to be automatically filtered and analyzed to locate anomalies which require corrective action. Anomalies include loss of connectivity, route changes (which may or may not have noticeable effects on end-to-end performance), and effects caused by congestion or mis-configuration. The anomalies may be characterized by their duration, the percentage change observed and the rate at which the change occurs. The anomalies may also be detected by one or more measurement metrics, and on one or more paths in either or both directions. We will base our work on the initial network anomaly detection work of the IEPM group [CO-06]. They evaluated the effectiveness of the Holt-Winters triple exponential weighted moving average technique [HW] to provide forecasts in the presence of seasonal changes and compare the Plateau algorithm and the Kolmogorov-Smirnov [KS] techniques effectiveness at detecting step changes. Future work will explore using ARMA and ARIMA statistical methods for forecasting and Principal Component Analysis (PCA) to detect anomalies using multiple metrics and paths. Other possible avenues that we expect to explore include the use of neural networks and wavelets.

3.6 Finger Pointing Capability 
Having the ability to quickly isolate the cause of a problem within an end-to-end system is on every network manager’s wish list.  With a broadly distributed system like a set of networks it can be very time consuming just to localize a problem to one administrative domain.  We intend to develop a rudimentary “Finger Pointing” system using our event detection capabilities along with our extensive set of network and host measurements.

Having detected a potential anomaly, it will need to be analyzed to see if it constitutes a noteworthy event. For example, did the anomaly persist long enough, did the magnitude of the change exceed some threshold, did the onset of the change occur quickly enough? Careful research is needed here to reduce the number of missed events while minimizing the false positives. Following this the event will need to be studied in more detail by gathering extra information (e.g. from other network measurements (metrics or paths), from the end hosts, and/or the intermediate routers) to try and diagnose the likely cause or at least eliminate obvious causes. Initially this will be done manually and a library of interesting events and their diagnosis will be created. As we gain experience the heuristics and expertise that we manually apply to diagnose event will be automated using scripts to gather the relevant measurements and isolate the causes. 
Once the diagnosis is complete the relevant people will need to be alerted and provided with the appropriate information such as time, magnitude, affected paths, likely diagnosis and relevant data (e.g. pointers to time series, routes before and after). Typically this will be done by email.
The facility to be able to determine when there is a problem on the network using the event detection module will be extended to provide details of the location(s) that represent the cause of the problem(s) experienced. For example, should we identify (e.g. by looking at perfSONAR) that a routed link suddenly becomes very congested due to cross traffic, this Finger Pointing facility will show that it is this particular network path and link rather than some other factor.

Bottleneck detection will also become more important in the future as network resources become more competitive as end-host link speeds increase. Besides using perfSONAR to detect a bottleneck, we also intend to evaluate the use of Pathneck [PATHNECK] in this role.
Similarly, if a link goes down due to a cut fiber, this module will determine quickly (e.g. by looking at routes, one way active delay measurements (OWAMP), minimum RTTs, or where possible by monitoring the fiber loss) that the event occurred..

We intend to develop a rudimentary Finger Pointing module that will be used in conjunction with the event detection module to quickly identify the occurrence and isolate the cause of the problem.

The implementation of such a system will considerably reduce the time and effort required to localize and quickly determine the cause of the problem(s); the more precise the Finger Pointing can be, the more substantial the savings in time and effort.

The implementation of such a system requires detailed information from the numerous independent systems end-to-end. By utilizing the real-time services fabric and external modules to systematically collect historical data and possibly initiate new tests, a logical deduction of the cause of the event will be determined. This will need to then be cross correlated against comparable (or even non-comparable) tests such that confidence can be given to the deduction.

We expect to require detailed historical information in order to make such a system successful; topology information to provide the network path, performance data using multi-domain systems such as perfSONAR, historical changes in node configurations and also the end-to-end performance data such as that from IEPM-BW. We are currently exploring the application of specific network tools (such as PathNeck) and using federated services such as perfSONAR to develop mathematical and systematic isolation techniques to discover bottlenecks in the real Internet. We are also working with the Internet2 piPES [PIPES] program and wish to extend our involvement in the project by utilizing our expertise in network monitoring and event detection.
Such data will be provided into the LHC-MI system via the various modules which will collect such data to be stored into persistent data stores from which this Finger Pointing module will interoperate through.

We imagine that concise reports will be generated that will provide all relevant performance data and logical deductions to the root of the problem so that network engineers and managers can provide feedback in the capability of the system and enable us to evolve the system further.
4 Collaborative Organization, Deliverables and Milestone
4.1 Strengths of team

The team includes: the PI and members of the MonALISA project; the PI and members of the IEPM-PingER and IEPM-BW projects. The Michigan PI is the chairperson of the LHC Network monitoring group and former chair of the Internet2 End-to-End technical advisory group. The SLAC PI is a member of the Internet2 End-to-End Performance Initiative Technical Advisory Group.  Caltech is an LHC/CMS tier 2 site; SLAC and Michigan are probable LHC/ATLAS tier 2 sites.  The SLAC PI also has practical operational network experience as head of SLAC’s production networking group. The Caltech PI is the UltraLight PI and the chairperson of the ICFA/SCIC working group. The Caltech and Michigan PIs are the co-chairs of the HENP Internet Working Group. The SLAC PI is a Co-PI on the Terapaths project.
4.2 Project Organization and Management

The proposers already have a close working relationship and leadership or co-leadership roles in UltraLight, LambdaStation, Terapaths and LHCNet.  The PI, Co-PIs and senior personnel will have bi-weekly phone or video-conference meetings to plan and direct the project.  Annual collaboration meetings will provide opportunities to summarize and deliver the previous year’s efforts and target the next year’s activities and focus.
We will also coordinate with our partner projects to ensure we meet the application needs of HEP and other target science communities, as well as the operational needs of the major US research and education networks supporting DOE programs. 
4.3 Milestones
4.3.1 Year 1

The first year will focus on development, federation, deployment and integration of the various network-monitoring solutions available to facilitate network monitoring of the LHC project. This will involve:

1. Understanding and developing distribution packages for end-to-end monitoring systems such as IEPM-BW and IEPM-Pinger utilizing tools such as PacMan.

2. Deploy and monitor the Tier-0 and Tier-1 sites, ensuring proper configuration (ports opened, accounts setup, pre-required libraries, host specification etc. are in place), leverage contacts at sites.

3. Identification of useful monitoring solutions and performance metrics (e.g. OWAMP, GridFTP) for each site (requirements capture). Customize measurement solutions to match

4. Evaluation and implementation of scheduling measurements and or systems between multiple hosts to prevent interference of measurement.
5. Evaluation and prototyping of passive monitoring solutions using Netflow and SNMP.

6. Evaluation and development of multi-AS network monitoring solutions such as perfSONAR.

7. Definition of software interfaces for system-bus communication for measurement needs.

8. Identifying, prototyping and refining visualization of performance data.
9. Develop prototype LHC-MI schema based upon NMWG, DMTF-CIM, GLUE and others.

10. Create, test and deploy prototype data persistency module.

11. Research back-end database technologies and select initial  database system.

12. Develop and optimize interval of validity (IoV) metadata for the LHC-MI schema.

13. Deploy initial database system for data persistency.

14. Develop query modules including initial GUI and API.
4.3.2 Year 2

The second year will refine the technological tracks of Year 1 with extra focus on liaising and implementation of application requirements. We will also begin the prototyping and implementation of advanced network monitoring solutions involving finger pointing and anomalous event detection.

1. Survey and evaluation of existing finger pointing algorithms for computer networks.

2. Development, testing and deployment of prototype advanced finger pointing algorithms and visualization techniques.
3. Survey and evaluation of existing anomalous event detection techniques for various network performance metrics such as achievable throughput, available bandwidth, latency and jitter. 

4. Development, testing and deployment of prototypes for anomalous event detection-representation and visualization techniques. We expect to work with and compare/contrast PCA (both for multiple metrics and for multiple paths), neural networks, wavelets among others.

5. Initial design of interfaces encompassing network monitoring, event detection and bottleneck detection.

6. Deploy IEPM-BW to LHC major Tier-2 sites. Deployment of passive monitoring solutions to various Tier-0 and Tier-1 sites based on interest and availability.
7. Determine system compatibility with PerfSONAR, Open Science Grid and the LHC experiments computing infrastructure and evolve as required to interoperate.
8. Evolve and update LHC-MI schema, including new requirements for IoV
9. Test and evolve database system for interoperability with PerfSONAR and other efforts.
10. Extend and evolve LHC-MI query interfaces
4.3.3 Year 3

Year 3 will put into production the work from Year 2 and implement a forecasting prototype to help facilitate advanced network-application steering.

1. Design and implementation of interfaces for finger pointing, event detection and forecasting.

2. Development, evaluation, comparison of performance forecasting techniques for time-series data, particular taking into account seasonal effects.

3. Widespread adoption of finger pointing module to numerous Tier-0, Tier-1 and Tier-2 sites. Evaluation and tuning to improve accuracy and scalability of solution(s).

4. Widespread adoption of anomalous event detection services to numerous Tier-0, Tier-1 and Tier-2 sites. Evaluation and tuning to improve accuracy and scalability of solutions(s).

5. Finalization of software interfaces for network monitoring, event detection, bottleneck detection and network performance forecasting.
6. Produce “hardened” database system incorporating current schema and techniques for robust operation and maintenance.
7. Develop “custom” LHC-MI data query modules for specific targeted users and applications
8. Prototype network accounting module and interfaces and deploy and test.
4.3.4 Year 4

Year 4 will develop techniques for diagnosing the cause of events including sources such as route and other network configuration changes, multi-path anomalies, multi-metric anomalies, network path congestion, host related problems, etc.

1. Build canonical data sets of events through event detection algorithms. Manual analysis of performance data to identify the cause, or at least eliminate non-causes of events.

2. Build a library of events, their likely cause(s) and classify events.

3. Investigate, design and implement systematic additions to finger pointing modules that will gather further data from relevant sources to help diagnose event causes. These will include host measurements (e.g. from Ganglia, Nagios, LISA, etc.), network path router utilization from perfSONAR, traceroute, active E2E measurements where available, Netflow data etc.

4. Provide tools to analyze the gathered data to help identify the most likely cause(s) of events. This will include applying anomaly detection techniques developed earlier to time series data.

5. Develop alerting tools that provide event and diagnostic information, with the alerts being sent by email, pagers etc. 
6. “Productize” the tools developed, providing documentation and integration. Work with ESnet and others to deploy and integrate the tools into network operations centers.
7. Complete “release”  versions of schema, database and query modules including documentation
8. Test and insure compatibility of network accounting module for LHC and other grid systems.
9. Release network accounting module and final document interfaces
10. Continue improving reliability and robustness of data persistency system.
11. Continue evolving schema as required by client needs
4.4 Deliverables
4.4.1 California Institute of Technology

Caltech will focus on deliverables in the following areas:
· Development of the real time services fabrix, including the modular architecture, integrating the MonALISA distributed system 

· Development of system analysis, control, configuration, diagnostic, forecasting and other dynamic modules to support LHC-MI 

· Testing and refinement of the LHC-MI infrastructure using the Caltech 
Tier2 as a testbed.
4.4.2 SLAC

SLAC will focus on deliverables in the following areas:

· Forecasting of network performance

· Detection of anomalous network events

· Diagnosis and reporting of anomalous network events, also incorporating end-host information

· Mining Netflow type information to characterize the use of networks and provide estimates of performance of various bulk throughput  applications on frequently used LHC network paths

· Integration of the above with MonALISA and perfSONAR.

· Extension of IEPM-BW to LHC Tier-1 and Tier-2 sites
4.4.3 University of Michigan
The University of Michigan will focus on deliverables in three primary areas: 

· Monitoring and  Measuring Data standardization

· Schema development

· Data Interval of Validity 

· Data persistency

· Storage technologies

· Query mechanisms and interfaces
· Network Accounting

In addition we will be active participants in overall architecture development for LHC-MI, testing and deployment, including on the LHC-OPN and ATLAS grid infrastructures.
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