Abstract
We propose to address a major challenge for existing and future data intensive sciences such as HEP, by providing a standards-based infrastructure to monitor and forecast (and thus to help maintain) excellent network performance among collaborating sites. This is required for the predictable transmission, sharing and analysis of large-scale experimental data sets. In turn this requires an in-depth, cohesive, robust, persistent network monitoring infrastructure to provide measurements for setting expectations, planning, forecasting, problem identification and isolation, and providing input for problem mitigation and resolution services. As leaders in this area, we propose to integrate, deploy and help support this monitoring infrastructure widely on behalf of HEP and other DOE programs, working in partnership with ESnet, Fermilab, BNL, LBNL, UltraScience Net and LHCNet, with advanced network development projects such as UltraLight, and with the Open Science Grid.  
The proposed system will provide an easy-to-deploy, robust measurement, monitoring and forecasting infrastructure building upon the MonALISA architecture and incorporating the techniques and tools developed in the IEPM-BW project.   It will incorporate other measurement infrastructures and tools such as the NLANR/AMP
 infrastructure, perfSONAR
 and the Internet2/OWAMP
 adding new ways to analyze and present that data. Support will be provided for monitoring of QoS paths such as those available in the DOE OSCARS
 and Terapaths
 projects. MonALISA itself is an agent-based distributed system (with no single point of failure) currently providing end to end 24 X 7 monitoring of globally distributed components. 






� http://amp.nlanr.net/


� http://monstera.man.poznan.pl/jra1-wiki/index.php/PerfSONAR_About


� http://e2epi.internet2.edu/owamp/


� http://www.es.net/oscars/documents/OSCARS.pdf


� http://www.atlasgrid.bnl.gov/terapaths/
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